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ABSTRACT Gait recognition enables the non-contact identification of individuals from a distance based
on their walking patterns and body shapes. For vision-based gait recognition, covariates (e.g., clothing,
baggage and background) can negatively impact identification. As a result, many existing studies extract
gait features from silhouettes or skeletal information obtained through preprocessing, rather than directly
from RGB image sequences. In contrast to preprocessing which relies on the fitting accuracy of models
trained on different tasks, disentangled representation learning (DRL) is drawing attention as a method
for directly extracting gait features from RGB image sequences. However, DRL learns to extract features
of the target attribute from the differences among multiple inputs with various attributes, which means its
separation performance depends on the variation and amount of the training data. In this study, aiming to
enhance the variation and quantity of each subject’s videos, we propose a novel data augmentation pipeline by
feature swapping for RGB-based gait recognition. To expand the variety of training data, features of posture
and covariates separated through DRL are paired with features extracted from different individuals, which
enables the generation of images of subjects with new attributes. Dynamic gait features are extracted through
temporal modeling from pose features of each frame, not only from real images but also from generated ones.
The experiments demonstrate that the proposed pipeline increases both the quality of generated images and
the identification accuracy. The proposed method also outperforms the RGB-based state-of-the-art method
in most settings.

INDEX TERMS Biometrics, computer vision, convolutional neural networks (CNNs), disentangled
representation learning (DRL), gait recognition, generative adversarial networks (GANS).

I. INTRODUCTION

Gait, i.e., walking style and body shape, can provide clues
for identifying individuals. Gait is particularly useful for
identifying uncooperative subjects because it can be obtained
from a distance and is generally extremely difficult to
disguise intentionally. The difficulty of falsification and
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the long-distance acquisition availability are expected to
be utilized for seamless personal authentication in criminal
investigation [1], [2] and forensics [3], surveillance systems,
access control, and so on. There have been cases reported
in which gait recognition has contributed to the arrest of
criminals [1], [3].

If the target is a person with a remarkably distinctive gait,
it may be possible to visually identify him or her from a
distance, but for pedestrians who cannot be discriminated by
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the human eye, an approach using a deep neural network is
effective. Deep learning methods include several modalities,
such as 3D point clouds [4], [5], [6], sound of footsteps [7],
[8], and foot pressure [9], [10], as well as images and
videos. In this study, we adopt a camera-based method, which
is the most realistic and popular problem set because it
can make use of surveillance cameras. Person identification
using camera-based gait recognition is performed in the
following flow. (i) acquisition of gait video from a camera,
(ii) extraction of the gait feature by a feature extractor such
as a neural network, and (iii) matching with the gait features
in a database using the gait feature from the input video as a
query.

In general, deep learning requires feature extractors to be
pre-trained on a training dataset that is prepared separately
from the evaluation dataset. In the past, it was common to use
a problem setting where the evaluation dataset consisted of
different videos with the same subjects as the training dataset
(closed-set recognition problem) [11]. In contrast, the current
mainstream is a problem set that evaluates a subject different
from the training subject (open-set recognition problem) [12],
[13]. The unique problem setting of the open-set recognition
problem requires high generalization performance for the
extractor of gait features. Besides gait information, however,
gait videos contain a large amount of gait-independent
information (covariates) such as clothing, background, and
personal belongings, which hinder the generalization perfor-
mance improvement. Two major approaches to covariates
have been proposed: preprocessing removal [14], [15], [16]
and end-to-end removal [17], [18]. Preprocessing methods
mainly include silhouette extraction, posture estimation,
and shape estimation, and by using pre-trained models for
each task, covariates can be removed without supervised
labels corresponding to the gait video. However, the lack of
information useful for identification [17] and fitting accuracy
problems [18] associated with preprocessing motivate the
adoption of end-to-end covariate removal.

End-to-end covariate removal methods for camera-based
gait recognition optimize covariate removal and gait-based
identification simultaneously using RGB image sequences as
input. The methods do not require a separate preprocessing
process so they are more efficient than pre-processing-
based methods. Another potential advantage of end-to-end
methods is that they prevent missing information in the
extraction of intermediate modalities through preprocessing.
However, most end-to-end covariate elimination methods
end up extracting intermediate modalities such as silhouette
or skeletal information, and then performing gait feature
extraction. As a result, they do not fully exploit the rich
information of RGB image sequences [13]. To the best of our
knowledge, only the method proposed by Zhang et al. [17]
and our previous work [19] employ direct gait feature
extraction from RGB images.

Zhang et al. [17] were the first to apply disentangled
representation learning (DRL) to gait recognition, proposing

115516

TABLE 1. The result of preliminary experiments. FID is a metric to
evaluate the quality of image generation; the smaller the value, the
higher the quality. The baseline is our reimplementation of GaitNet [17]
as well as previous work [19].

Mean accuracy [%] 1

Method NM BG cL FID |
Baseline 90.2  86.1 24.3 169.8
Previous work [19] 944 88.8 29.2 118.7
Previous work [19] w/ Cross-id 940 859 30.0 155.3
Ours 959 911 300 | 652

an autoencoder-based network GaitNet that separates RGB
gait image into appearance and pose features. DRL in
GaitNet enables the separation and removal of appearance
features, which are covariates, from the difference of two
attributes of two input gait videos of the same person with
different clothing and camera angles, without corresponding
supervised labels. This means that the variety and amount
of the training data is critical to the separation performance.
The most representative dataset for gait recognition that
includes RGB data is CASIA-B [20], published in 2006,
and since then no dataset has been published that includes
RGB videos considering clothing variations until Zhang et al.
published FVG [17] in 2019. We consider that the lack of
large-scale gait video datasets that include the RGB modality
has been caused by issues specific to gait video datasets
such as time, data volume, and privacy, and that the lack
of datasets has inhibited the adoption of RGB as a source
for extracting gait features. Although a few large-scale RGB
gait datasets [6], [18] have been released in the past few
years, including publicly unavailable ones [18], it is still
difficult to fundamentally solve the problems of time, data
volume, and privacy. Some datasets partially address the
privacy issue by blurring the subject’s face [6], [21], but
most of the others discard the acquired RGB images due to
privacy concerns [22], [23], [24]. Simulation data, which is
a promising alternative, does not have parameters that are
aware of the way people walk, and it is still very challenging
to construct a dataset that includes a variety of walking
styles [25]. Consequently, the difficulty of creating a large
dataset specific to gait recognition may limit the possibility
of direct gait feature extraction from RGB.

To unleash the potential of gait RGB images, we proposed
an approach using identity-aware data augmentation in our
previous work [19]. In the network we proposed in the
previous study, pose feature separated by DRL from input gait
image is exchanged with different image of the same person
to generate a novel virtual gait image, thereby increasing
the variation of the data to be trained. This method can
augment the training data in proportion to the number of gait
videos per person. Experiments show that data augmentation
using feature swaps between gait images of the same person
improves the quality of the generated images and accuracy of
identification.
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The above results encouraged us to consider the possibility
of further improving the identification accuracy if we could
train on a larger amount and variety of data. We therefore
tried to extend the variation of feature exchange in data
augmentation from the same person’s gait videos (Self-
id) [19] to different people’s gait videos (Cross-id), using
the pipeline of our previous method without any other
modification. The results of this preliminary experiment are
shown in Table 1.

Table 1 shows that simply extending the previous method’s
target of feature exchange from the same person to a different
person results in a smaller improvement from the baseline.
In addition, FID, an evaluation metric for the quality of
the generated images, has degraded to a value close to the
baseline value by extending the feature exchange targets.
This degradation of generated image quality is possible
with no additional measures, since the number of variations
in feature swapping has been increased. It is also natural
that data augmentation with low-quality generated images
would have a negative impact on identification accuracy.
Based on the results of these preliminary experiments,
we hypothesized that this lack of identification accuracy
was due to the degraded quality of the generated images
used for data augmentation. However, since the possibility
of data augmentation based on feature swapping has been
demonstrated [19], it is expected that this increase in feature
swapping variation could lead to further improvements in
identification accuracy if the quality of the generated images,
which has become quite complex, can be improved.

In this paper, we propose a novel gait recognition
method that separates gait-dependent/independent features
from RGB gait videos by DRL and augments the data by
exchanging the separated features among different persons.
The proposed method can increase the variation and quantity
of training data according to the number of people in the
dataset, the type of gait setting, and the number of videos
per setting, which is expected to improve the performance of
feature separation and generalization of the feature extractor.
To be specific, in training, input RGB gait video is first
separated into gait-dependent features (pose features) and
appearance-related covariate features (style features) at each
frame. The gait video of a different person is also separated in
the same way, and by exchanging the pose features between
these two gait videos, a novel image of a pedestrian is
generated and added to the training data. The proposed
method can increase the number of training data to the
square of the total number of gait videos in the dataset.
Recognition is based on the gait features extracted from the
time series of pose features, and both discriminative and
generative learning are optimized at the same time. During
inference, dynamic gait features are extracted directly from
the pose features extracted from the RGB gait video without
any data augmentation, and are matched with the data in the
database.

In the experiments, we quantitatively and qualitatively
verify the quality of the generated images, and then evaluate
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the identification accuracy. In addition to comparing the
proposed method with the RGB-based method, which has
the same problem statement as the proposed method, the
experiments also examine the change in performance when
each component of the proposed method is ablated.

Our contributions can be summarized as follows.

o We present a novel framework that combines disentan-
gled representation learning (DRL) and data augmenta-
tion with feature swapping to learn gait features from a
large amount of natural training data without acquiring
new data.

o Our proposed method generates a novel gait image by
swapping gait features directly separated from an RGB
image by DRL with those of a different person, and the
generated image can be used for online augmentation of
the training data. The proposed method can increase the
quantity and variety of the training dataset quadratically.

o Experimental results demonstrate that the proposed
method improves the quality of the generated images
and the identification accuracy, and outperforms
the state-of-the-art RGB-based method in most
metrics.

As a preliminary step of this study, we have presented
a gait recognition method that utilizes data augmentation
through feature exchange between gait videos of the same
person. This study extends the previous work in the following
ways: (i) The amount and diversity of training data are further
augmented by enhancing the feature exchange from gait
videos of the same person with different gait conditions to all
gait videos of different persons. (ii) We update the learning
pipeline by a new process of reconstructing the original
image using re-encoded features from the generated image to
improve the quality of novel generation of the more complex
gait images.

Il. RELATED WORK

In this section, we present related work limited to camera-
based methods, which belong to the same category as
this study. We classify gait recognition methods into three
categories according to the modality for feature extraction:
silhouette-based, model-based, and RGB-based. Note that,
in this paper, methods that use RGB as input but extract
gait features in a different modality are considered to be
methods of that modality. For example, a method that
converts input RGB to silhouette in the process is introduced
as a silhouette-based method, even if silhouette estimation is
carried out in end-to-end manner. The strength of RGB-based
methods is that they can take advantage of the rich raw
information that only RGB images possess. Therefore,
end-to-end preprocessing only improves the accuracy of
preprocessing by fine-tuning, but does not fully utilize the
information of RGB. After giving an overview of each
category, we dive deeper into the studies that are highly
relevant to this study from the following three perspectives:
GANs, DRL, and end-to-end.
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A. SILHOUETTE-BASED GAIT RECOGNITION
Silhouette-based methods use silhouette image sequences as
input to neural networks, which are obtained by applying
background subtraction and segmentation to a gait video.
Removing all but the contour information of the person,
silhouettes have consistently been the most popular modality
from the past to the present because they are robust and
efficient with respect to covariates such as background and
clothing. Silhouette-based methods can be divided into two
main categories in terms of the actual gait representation input
to the network: template-based methods and sequence-based
methods.

Gait templates are a lower-dimensional representation of
silhouette image sequences, and were the mainstream at the
time due to their compactness and ability to be handled
with small computational resources prior to the era of deep
learning. The most representative gait template is Gait Energy
Image (GEI) [14], which is a time-averaged sequence of
gait silhouettes. Since GEI has the advantage of reducing
not only covariates in gait recognition but also errors in
silhouette extraction by time averaging, many methods have
been proposed using GEI as input [26], [27], [28], [29].
In addition to GEI, there has also been a lot of exploration
of optimal gait templates for gait recognition [30], [31], [32],
[33].

As computational resources have become richer, means of
temporal modeling for silhouette image sequences have been
explored that are richer than templates of low dimensionality.
Several methods have been proposed to simultaneously
extract spatio-temporal features using 3DCNNs [23], [34],
[35], [36]. However, due to the efficiency of training, the
combination of spatial feature extraction using 2DCNN and
temporal feature extraction using RNN and attention mech-
anism is the mainstream. In particular, methods that model
both global features of the entire body and local features of
individual parts have been intensively explored [15], [18],
[371, [38], [39], [40], [41]. GaitBase [41] is a baseline model
robust both indoors and outdoors, developed through in-depth
ablation studies of previous state-of-the-art silhouette-based
methods [15], [37], [38], [40]. Silhouette-based methods
remain the most dominant category in gait recognition,
with a number of new approaches being investigated,
such as counterfactual intervention learning utilizing causal
inference [42] and dynamic aggregation in both spatial and
temporal information [43].

Generative adversarial networks (GANSs), an adversarial
training method for generators and discriminators, were first
introduced in gait recognition by Yu et al. [44]. Since GANs
have the capability of generating high-quality images without
any supervised data, most silhouette-based gait recognition
requires a change in the camera angle of the input silhouette
image [29], [33], [44], [45], [46], [47] and removal of
belongings [29] have been used to manipulate covariates.
Only GaitEditor [48] utilizes GAN inversion techniques [49]
to perform unsupervised manipulation of multiple covariates,
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including not only viewing angle but also belongings and age,
etc. Compared to other modalities such as RGB, silhouettes
are less informative, and thus the potentially independent
attributes that can be separated by DRL are also limited.
Consequently, silhouette-based DRL methods are working on
pioneering supervision schemes (e.g., semi-supervision [29],
[50] and group-supervision [51]). End-to-end methods for
identification from RGB gait videos via silhouette have
become a trend in recent years. The end-to-end frame-
work improves the identification accuracy by fine-tuning
the silhouette extraction module to be optimized for gait
recognition [18], [52]. In addition, taking advantage of the
raw data acquired from the camera, MMGaitFormer [53]
extracts skeletons in addition to silhouettes in an end-to-end
manner, thus achieving complementary feature modeling.

In comparison to the aforementioned silhouette-based
methods, the proposed method is fundamentally different
in that it extracts features from RGB, a modality that
contains much more information than silhouettes, without
any intermediate representation. We also utilize image
generation in the GAN framework for data augmentation,
taking into account multiple covariates such as clothing and
viewpoint.

B. MODEL-BASED GAIT RECOGNITION
Model-based methods utilize deformable human body mod-
els fitted to input gait images as a means of extracting gait
features. Gait representation through human body modeling
has the advantage of robustness to changes in appearance due
to covariates such as background and belongings because it
utilizes information about the human body estimated from
RGB images. Although model-based methods have been
suffering from a bottleneck in the accuracy of fitting physical
models, they have attracted renewed attention in recent years
with the development of model fitting methods based on deep
learning. There are two types of human model representations
used in gait recognition: skeletons and 3D human meshes.
Skeleton-based methods extract gait features by temporal
modeling of posture information obtained by applying
posture estimation methods [54], [55], [56], [57], [58], [59] to
gait images. A number of model-based studies have adopted
this approach because the extraction of the skeleton captures
only the skeletal movements, one of the most important
elements of gait [16], [60], [61], [62], [63], [64], [65], [66],
[67], [68], [69]. However, not only walking style but also
body shape information is important for gait recognition [21],
and skeleton-based methods that explicitly remove all
information other than posture information, including body
shape, have become difficult to improve performance further.
To address the problem of missing information on body
shape, multimodal methods and alternative human body
models [70], [71] that take body shape into account have
been proposed. Multimodal methods [53], [72], [73], [74] use
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both skeleton and silhouette to compensate for the lacking
information on each modality.

3D human mesh models [70], [71] have also been attracting
attention in recent years as another type of human body
model. Skinned Multi-Person Linear model (SMPL) [70] is
one of the most well-known 3D mesh models of the human
body, representing the human body with two types of vectors:
shape and posture. Gait recognition uses the posture and
human shape parameters as inputs to the network [75], [76],
[771, [78], which are obtained through a SMPL estimation
model via RGB images [70], [71]. These methods are
promising alternatives to skeleton-based methods because
they can acquire gait feature representations that reflect
human body geometry, which is lacking in skeletons.

Due to the dependence on model fitting accuracy, atten-
tion to model-based methods has been inferior to that
of silhouette-based methods, limiting the variation of the
methods. While the application of GANs in model-based
methods has not advanced, Yoo et al. [79] have proposed
a method robust to viewpoint changes by utilizing DRLs,
using as input a modified pedestrian silhouette based on
the estimated posture. Employing SMPL has made the
information available richer, but at the same time, estimation
accuracy has again become an issue, so Li et al. [75], [76]
fine-tune SMPL estimation in an end-to-end manner.

Similar to silhouette-based methods, model-based methods
differ from our method in that gait features are extracted
directly from RGB images. To mitigate the complexity of
the RGB modality compared to other modalities, we combine
GAN and DRL to improve the accuracy of covariate removal.

C. RGB-BASED GAIT RECOGNITION

Gait recognition has often been classified along two axes,
appearance-based and model-based [12], [13], [80], [81], but
appearance-based can be further divided into silhouette-based
and RGB-based. By using RGB as input, it is possible to avoid
missing information in contours due to silhouette extraction
and dependence on the accuracy of model extraction. RGB
is the most potential modality because it contains more
raw information than silhouettes or human models, and the
number of methods that use RGB as input is increasing [17],
[18], [21], [52], [64], [75], [76]. However, most of them
actually perform gait feature extraction via silhouettes [18],
[52] or human models [64], [75], [76] as intermediate
representations.

In other words, it cannot be said that the rich information
in RGB is fully utilized for discriminative learning, since
the pre-processing process of silhouette and human model
extraction is only fine-tuning in an end-to-end manner.
Therefore, we believe that RGB-based gait recognition is
a method that directly extracts gait-dependent information
from RGB. To the best of our knowledge, GaitNet [17],
[21] and our previous study [19] are the only RGB-based
methods. GaitNet is an autoencoder network that utilizes
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TABLE 2. Definition of pose features and style features in our method.

Time Personality Example in
Feature P ..
variability dependency gait image
S pose v v posture
belongings, clothing,
f style

walking direction

DRL to directly separate gait-dependent and gait-independent
features from RGB. Our previous work [19] augments the
training data with images generated by exchanging posture
and style features separated by DRL between images of the
same person with different covariates.

GaitNet discards the separated features that are not related
to the gait, whereas our method utilizes gait-independent
features for data augmentation. Compared to our previous
work, the proposed method extends the combination of
images for feature exchange in data augmentation, which
was limited to the same person, to different persons. The
proposed method can increase the variety and number of data
used for training to quadratic, whereas previous work can
only increase the number of training data in proportion to the
number of gait videos per person.

ill. METHOD

In this section, we describe the pipeline of our pro-
posed Feature Swap GaitNet (FSGaitNet), a novel method
for identity-aware data augmentation. We begin with an
overview, followed by the flow of the proposed pipeline:
preprocessing, encoding, generation, re-encoding, and iden-
tification. Optimization and inference are then described.

A. OVERVIEW

We propose a pipeline called FSGaitNet to improve the
accuracy of gait feature extraction. Our method separates
and extracts two features from the RGB gait image: pose
features and style features. Table 2 details the characteristics
of these two features. The goal of feature separation is
to embed gait-dependent information in the pose features
and gait-independent information in the style features.
For example, gait-dependent information is posture, and
gait-independent information is bag, attire, camera angle,
and so on. In designing features, the dependence on gait
can be divided into two aspects: frame-to-frame differences
and video-to-video differences. Frame-to-frame differences
refer to whether or not a feature changes between con-
secutive frames, where information that depends on the
gait changes between frames, while information that does
not depend on the gait remains constant between frames.
Differences between videos are considered to mean that
in different videos of the same person, gait-dependent
information is ideally the same when time-averaged, whereas
gait-independent information has no commonality. In the
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fpose

fpose
i

f style

f style

Real /
Fake

.fpose
fgait

FIGURE 1. A schematic overview of the proposed Feature Swap GaitNet (FSGaitNet). The input gait video is separated into pose features fpose and style
features f,je by encoder E. Generator G generates gait images from the pose features and style features, and discriminator D judges the authenticity of
the images. The generated images are encoded again, and classifier C identifies the subject ID based on the pose features separated from both the real
and generated image. For evaluation, identification is conducted based on gait feature fg,;t, which is the intermediate output of C.

subsequent sections, III-C and III-D, we introduce the design
of loss to implement these properties.

The model architecture for our method is shown in Fig. 1.
Our proposed model consists of four modules: encoder,
generator, discriminator, and classifier. Encoder E separates
the input gait image into pose features and style features.
Generator G synthesizes a gait image from the input set of
pose and style features. Discriminator D identifies whether
the input image is a real image or a generated image.
Classifier C extracts gait features from a time series of pose
features and estimates a person ID based on the extracted
features.

The following three types of gait videos are used as input
in the pipeline (i) anchor, which is the main identification
target; (ii) positive, which is a video of the same person as
the anchor but with different gait situation settings such as
clothing and walking direction; and (iii) negative, which is a
gait video of a person different from the anchor. Hereafter,
unless otherwise specified, we assume that we are referring
to the anchor. Negatives are used only for data augmentation
by exchanging features, while positives are used not only for
feature exchange personnel for data augmentation, but also
for adequate feature separation in the reconstruction of input
images, which will be introduced in Sec. III-C

115520

B. PREPROCESS

The actual input to the encoder is not the walk-through image
in the dataset directly, but an image with the background
removed. A contour of a person may contain limbs that
are important to the gait, but the background outside the
contour does not contain any information that depends
on the gait. Therefore, the background is eliminated to
simplify the problem. An instance segmentation method,
Mask R-CNN, is used for object detection and person area
estimation.

Although the background removal seems to be the same
as the silhouette-based method, the use of the probability
map output by the segmentation method is different. First,
unlike silhouette-based methods such as GEI, the probability
map for the person region is not binarized to 0 or 1 by
thresholding, but is used as it is. Next, a soft mask image
(hereinafter referred to as ‘“‘soft mask’) is obtained by
multiplying the pixel values of the rectangular region of the
person by the values of the probability map of the person
region. The probability map value for the person area is 0 for
the background and closer to the person area, the closer to 1.
In other words, the image is input to the network with all areas
painted black except for the person area and its surrounding
area. This process reduces the dependence on the accuracy
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of the person area estimation, since it is not a strict masking
process like silhouette processing.

When input to the network, the soft mask is resized to
64 pixels in height and 32 pixels in width. Specifically, the
height is resized to 64 pixels and the width to 32 pixels,
cropped if the original soft mask is larger, or filled with zeros
if it is smaller. These processes result in an image with a
black background and the original image in the person area,
as shown in Fig. 1.

C. SPATIAL ENCODING FROM GAIT IMAGE TO POSE AND
STYLE FEATURES

The preprocessed gait video I = {I1, I», ..., IT} is extracted
frame by frame by the encoder for pose and style features.
It is desirable to embed person-dependent information in
the pose features with time-dependent degeneration, and
person-independent information in the style features with
time-invariance. Therefore, the encoding process concen-
trates on embedding person-dependent information, while
time-dependent information is embedded by loss during
image generation.

Anchors and positives are encoded separately, and their
pose and style features are extracted. The following properties
can be considered for the pose features of anchors and
positives. (i) Anchors and positives are gait videos of the same
person, although the walking conditions are different, so their
walking styles should be highly similar. (ii) The time-series
average of pose features should be close between anchors
and positives, because the change of pose features is equal to
the change of walking style. Based on the considerations of
properties (i), (ii) and similar loss employed in GaitNet [17],
the following pose similarity loss is designed using the pose
features of the anchor and the positive:

1< t 1 t
n_l Zf ;Cols’e) . Zf E)f)zs’e)
t=1

t=1

NCY

2

['pose—sim =

where ¢ is time.

Equation 1 computes the time-averaged difference in pose
features between the anchor and the positive. By minimizing
pose similarity 108S Lpose-sim» pose features are embedded
with similar time-varying features for the same person.

D. GENERATION OF GAIT IMAGES FROM POSE AND
STYLE FEATURES
As described in more detail later, the separated pose features
are input to the classifier for discriminative learning. Here,
equation 1 alone does not take time dependence into account,
and the separation performance is insufficient. Therefore,
to improve the separation performance, a gait image is
generated from the separated pose and style features. Both
the generated image and the source image are input to the
discriminator, which identifies whether they are real or virtual
images. There are two methods of generation.

« Reconstruction of the anchor image: Input style and pose

features extracted from the anchor image.
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« Novel generation of a virtual gait image: Input pairs
of features that are different from the original image,
using features extracted from the anchor image and the
negative image.

1) RECONSTRUCTION

Let us first look at the reconstruction of the anchor
image. While (1), as defined in the encoding process,
embeds person-dependent information in the pose features,
the anchor image reconstruction is designed to embed
time-dependent/independent information in the pose/style
features. Since style features do not change with time, the
style features of any frame should be close. We exploit
this time-invariance of style features to define the
following loss:

(c,k) /
»Crecon = Z Z HG(fgfy]e gosc):

cefcy e}k, le{l ,,,,, n}
k#l

_Imnﬂ
1

@

In (2), G(f gtylfg, f E,%’ig), generated from the style features
extracted from the frame at time k and the pose features
extracted from the frame at time /, is made similar to the
original image at time [, the source of the pose features.
By minimizing Lecon, Style features are made to embed time-
invariant information, since information in the image at a time
different from the source of the style feature must be extracted

from the style feature.

2) SYNTHESIS

The next step is to generate a novel virtual gait image.
A virtual gait image is generated from a set of pose and
style features extracted from different persons. The quality
of the generated image should be high because it is used
for data augmentation, but unlike the reconstruction of the
anchor image, there is no ground truth image in this virtual
generated image, so the quality of the generated image must
be improved without any teacher data. In addition, the loss
in (2) results in pixel-by-pixel optimization, but does not
guarantee consistency across the entire image. Therefore,
adversarial loss [82] is introduced to improve the quality of
the generated image.

Adversarial loss can be computed by inputting the
generated image and the real image to the discriminator. In the
adversarial loss optimization, the discriminator tries to detect
whether the input image is a real or a generated image while
the generator tries to generate an image that looks like a real
image. In other words, the generator is trained to deceive the
discriminator and the discriminator is trained to avoid being
deceived by the generator, competing with each other. Thus,
adversarial loss can improve the quality of the generated
images, even in the absence of supervised data. All images,
including the generated image, are input to the discriminator,
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which computes the following adversarial loss:

Eadv
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where [E is the average within a mini-batch.

Although many derived versions of adversarial loss have
been proposed since Goodfellow et al. [82] proposed it, our
method employs RaLSGAN, which was the most stable in
learning in preliminary experiments. RaLSGAN is defined
based on LSGAN, which has better learning stability and
image quality than the first definition of adversarial loss
proposed by Goodfellow et al. [82]. Jolicoeur-Martineau et
al. [83] point out that under the existing definition of
adversarial loss, the discriminator is trained to discriminate
all input images as real images. They remedy this problem
by designing the discriminator to consider the discrimination
results for the other type of image (i.e., discrimination
results for generated images with respect to identification of
real images, and discrimination results for real images with
respect to identification of generated images).

By optimizing (3), the quality of the generated images can
be improved even for virtual gait images with no supervisory
data. In addition, while (2) is computed pixel by pixel, (3)
considers the entire image, thus ensuring consistency with
the source image and contributing to improved separation
performance.

E. RE-ENCODING OF THE GENERATED GAIT IMAGE AND
RE-GENERATION

The key to our method is online data augmentation utilizing
disentangled representation learning. Hence, the generated
images are used for discriminative learning as well as the
real images. The generated virtual gait image is again input
to encoder E and separated into pose and style features as in
Sec. ITII-C. In our previous work [19], the following losses are
employed to improve the separation performance:

n
style
£consis - Z Z

i,jefcr,c2} t=1
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“
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If the separation performance is high enough, encoder
E should always output the same features for images with
the same information. This is because the generated image
should retain the features of the source image, so the features
extracted from the generated image should be consistent with
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the features of the source image. Therefore, in order to ensure
that the original image features of the separated features
are accurately retained in the generated image, we designed
the following losses that guarantee the consistency of the
encoder E based on the difference between both pose and
style features before and after re-encoding.

We focused on these losses in developing a method
designed for feature exchange between the different persons
(called cross-id) from a method designed for feature exchange
between the same persons (called self-id) [19]. As mentioned
in the introduction, preliminary experimental results show
that applying the self-id method directly to cross-id yields
limited improvement in identification accuracy. We attributed
the problem to a decrease in the quality of the generated
images due to a significant increase in the diversity of the
generated images. This performance degradation encouraged
us to add a regeneration flow to further improve the quality
of the generated images.

In our method of exchange generation between different
persons, the original image is reconstructed based on the re-
encoded features. By processing two different gait images
14, IB in the order of encoding, feature exchange generation,
and re-encoding, we obtain pose features E from /4 and style
features E from I%. Based on these two features, we define
the following cycle reconstruction loss:

Ecycle = H G (Estyle (G (f?tyle,fgose)) s

a,be{A,B}
a#b

+E pose ( (fstyle’ gose))) -1

This loss is expected to contribute to higher quality image
generation without supervised data, as reported by Zhu et al.
and to improve the performance of feature separation in our
proposed method.

Although it is possible here to simply apply the cycle
reconstruction loss to the self-id method, we remove the
feature consistency losses thgﬁ:is, ngflzls instead of adding
Leycle- The reason is that the self-id method optimizes six
types of losses simultaneously, and adding new losses could
make training even more difficult. Therefore, we replace
these feature consistency losses ﬁigﬁ;s, EESZ:’IS with cycle
reconstruction 1oss L¢ycle, Which only serve as supplementary
functions to improve the separation performance, unlike the

other losses.

(6

-

F. PERSON IDENTIFICATION BY POSE FEATURES

To augment the training data, pose features extracted from
both real and generated images are input to the classifier.
The classifier consists of three layers of LSTM [84] followed
by one fully connected layer. During training, the classifier
outputs intermediate features, dynamic pose features, from
the input time series of pose features through LSTM. Then,
by passing it through the fully connected layer and the
softmax function, the classifier outputs a probability map
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of the training subject’s ID. For discriminative learning,
we compute the following weighted cross-entropy proposed
by Zhang et al. [17]:

1 n
fa= Y (—zt"_lwf >

ce{cy, e} t=1

where y is the teacher label and w; is the weight to the
identification result, employing w; = #2 as in GaitNet [17].

In (7), the general cross entropy loss is weighted according
to the number of sequences of pose features input, i.e., the
number of frames in the gait video to be identified. In other
words, the penalty for incorrect identification results becomes
larger for a gait video with a large number of frames. This is
a formulation of the inductive bias that the number of frames
in a video enhances the individuality of the walking style and
makes it easier to discriminate.

G. SIMULTANEOUS OPTIMIZATION OF GENERATIVE AND
DISCRIMINATIVE LEARNING WITH MULTI-TASK LOSS

As mentioned so far, the proposed method defines a total
of five losses defined by (1), (2), (3), (6), (7). However,
as mentioned in Sec. III-E, the losses described in (4), (5)
are excluded to avoid instability in training. During the
training phase, Lpose-sim» Lrecon» Ladv and Leycle contributing
to generative learning, and Lig contributing to discriminative
learning are simultaneously optimized. The overall loss to be
optimized in the proposed method is a weighted sum of the
five types of losses, which is described as follows:

L = hreconLrecon + )\pose-simﬁpose—sim + AiaLid
+ )Lpose Epose + )\style Estyle + )hadvﬁadv, (8)

consis”~consis consis”~consis
where A, is a hyperparameter that controls the effectiveness
of each corresponding loss L.

H. INFERENCE

Before describing the inference phase of the proposed
method, we would like to review the unique problem setting
of gait recognition as it relates to inference. As mentioned
in the introduction, gait recognition belongs to the open-set
recognition problem, which differs from the closed-set
recognition problem in several respects that is employed in
general classification problems in computer vision. To make
the difference clearer, the pipelines during training and
inference using neural networks are described for both gait
recognition and classification tasks.

To begin with, for a typical classification task, the
feature extractor extracts intermediate features from the
input during training, and the fully connected layer and
subsequent softmax function output probability maps for
each class. Then, the one-hot vector of teacher labels is used
to compute the error and update the network parameters.
During inference, class-specific probability maps are output
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in the same way as during training, and the class with the
largest value is used as the inference result.

In gait recognition, on the other hand, the training phase
follows the same flow as in the classification problem, but the
flow of inference is different. Gait recognition is an open-set
recognition problem, i.e., none of the IDs used for training
and evaluation are in common. As a result, fully connected
layers optimized for training data cannot be adapted to
evaluation data and are not suitable for use in inference.

Therefore, in gait recognition, it is common to perform a
nearest neighbor search between the input probe (query) and
gallery (database) based on the intermediate features output
by the feature extractor. In the proposed method, as in our
previous method [19], we employ the gait feature, which
is the output of LSTM, as the intermediate feature and the
cosine similarity as the distance metric for nearest neighbor
search, respectively.

IV. EXPERIMENTS

In this section, we describe the evaluation experiments of
the proposed method. First, the implementation details of
the proposed method are explained and CASIA-B [20], the
dataset used for the evaluation, is described. Then, the details
of the experiments are described and the results are discussed.
The following three experiments are conducted to verify
the quality of the generated images and the discrimination
accuracy of the proposed method: qualitative and quantitative
evaluation of the quality of the generated images and
quantitative evaluation of the identification accuracy. In the
ablation study, the effectiveness of the components of the
proposed method will be deeply investigated by comparing
the identification accuracy with a method in which one of the
components of the proposed method is removed.

A. IMPLEMENTATION DETAILS

Implementation details are described in the following order:
pretreatment, network architecture, and hyperparameters.
The implementation of our proposed method is built upon the
implementation of our prior work [19]. This paper describes
the details of the implementation, including some parameters
that could not be included in the previous paper [19] due to
page limitations.

1) PRETREATMENT

We begin by providing details of the pre-processing described
in Sec. III-B, which was used in the experiments. As in
previous work [19], the basic configuration is the same as
in Zhang et al [17]. First, we use MaskR-CNN [85] to
estimate the human regions from a raw RGB gait image in the
dataset. MaskR-CNN uses a pre-trained model with ResNet-
50-FPN as the backbone and computes a probability map of
the person region for the detected rectangular region of the
person. Usually, a binary hard mask is used by thresholding
the probability map, but this may result in unintentional
lack of information in ambiguous areas around the contour.
In contrast, the softmask we use as input is a non-binary float
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TABLE 3. Architecture of encoder E. Conv, BatchNorm and FC are
abbreviations for convolution, batch normalization, fully connected,
respectively.

Layer Filter / Stride Output Size Activation
Input - 3 X 64 x 32 -
Conv 1 4x4/2 64 x 32 x 16 -
BatchNorm 1 - 64 x 32 x 16 Leaky ReLU
Conv 2 4x4/2 256 x 16 x 8 -
BatchNorm 2 - 256 x 16 x 8 Leaky ReLU
Conv 3 4x4/2 512 x 8 x4 -
BatchNorm 3 - 512 x 8 x4 Leaky ReLU
Conv 4 4x4/2 512 x4 x2 -
BatchNorm 4 - 512 x4 x2 Leaky ReLU
FC - 320 -
Batch Norm 5 - 320 Leaky ReLU

mask that preserves information in ambiguous areas while
eliminating the influence of regions that are clearly not the
person. The softmask clipped by the rectangular region of the
person has a different size in each frame, so it needs to be
resized before being input to the neural network. Therefore,
the image padded with 0 was cropped to 64 x 32 and used as
the input image.

2) NETWORK ARCHITECTURE

The network structure is the same as in the previous work [19]
except for one improvement in the discriminator. Encoder £
consists of four convolution layers as shown in Tab. 3, with
Batch Normalization [86] and Leaky ReLU [87] following
each layer. The slope of Leaky ReLU is set to 0.8 based
on the DCGAN [88] discriminator. The final layer, the fully
connected layer, produces a 320-dimensional vector as the
output. The output vector is partitioned at a ratio of 4 : 1 and
assigned to style and pose features, respectively.

Generator G has the inverse structure of encoder E, with
four layers of transposed convolution layers (Tab. 4). Leaky
ReLU is used as the activation function, and the slope is set
to 0.8 as in encoder E. As an improvement over the baseline,
Adaptive Instance Normalization (AdaIN) [89], which is
widely used in style transformation tasks, was employed
as the normalization process. AdaIN is computationally
efficient and can apply untrained styles. The input to the G
generator is a pair of style and pose features, of which the
style features are used as weights and biases for AdaIN, and
only the pose features are directly input to the generator. The
output is a 0-1 value image tensor obtained by passing the
output of the fourth transposed convolution layer through a
sigmoid function.

As shown in Tab. 5, discriminator D adopted the same
structure as that of encoder E, as well as DCGAN [88].
It consists of four convolution layers and uses Leaky ReLU
with a slope of 0.8 as the activation function. For the
normalization layer, Spectral Normalization [90] was used
instead of Batch Normalization used in the encoder. Spectral
Normalization is a normalization method that improves
stability and generalization performance in learning GANs
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TABLE 4. Architecture of generator G. TConv stands for transposed
convolution.

Layer Filter / Stride Output Size Activation
Input - 64 -

FC - 512 x4 x2 -
AdaIN 0 - 512 x4 x2 Leaky ReLU
TConv 1 4x4/2 256 x 8 x 4 -
AdalN 1 - 256 x 8 x 4 Leaky ReLU
TConv 2 4x4/2 128 x 16 x 8 -
AdalN 2 - 128 x 16 x 8 Leaky ReLU
TConv 3 4x4/2 64 x 32 x 16 -
AdalN 3 - 64 x 32 x 16 Leaky ReLU
TConv 4 4x4/2 3 x 64 x32 Sigmoid

TABLE 5. Architecture of discriminator D. Spectral Norm refers to spectral
normalization.

Layer Filter / Stride Output Size Activation
Input - 3 x 64 x 32 -
Conv 1 4x4/2 64 x 32 x 16 -
SpectralNorm 1 - 64 x 32 x 16 Leaky ReLU
Conv 2 4x4/2 256 x 16 x 8 -
SpectralNorm 2 - 256 x 16 x 8 Leaky ReLU
Conv 3 4x4/2 512 x 8 x4 -
SpectralNorm 3 - 512 x 8 x4 Leaky ReLU
Conv 4 4x4/2 512 x4 x2 -
SpectralNorm 4 - 512 x4 x2 Leaky ReLU
Conv-5 Ix1/1 1 x4x2 -

by guaranteeing Lipschitz continuity of the discriminator.
The only difference from the previous method [19] in the
network architecture is that the final layer is replaced by
a convolutional layer instead of a fully connected layer
that outputs a one-dimensional vector. This mechanism is
based on PatchGAN’s discrimnator [91], which outputs the
true/false value of each patch, instead of outputting a single
true/false value from the entire image. Isora et al. [91]
reported that the patch-wise discrimination of authenticity
values contributes to the reproduction of high-frequency
components, in contrast to L1 loss Lyecon defined in (2),
which is concentrated on the reproduction of low-frequency
components. This patch discriminator method is employed in
this method with the aim to improve the quality of novel gait
image generation, which is more complex than the previous
method.

Classifier C has the exact same structure as Zhang et
al. [17] and consists of three LSTM layers and one fully
connected layer. The LSTM has 256 hidden units, and the
number of units in the fully connected layer is equal to that of
subjects to be identified (74 in our experiments). The sigmoid
function after the fully connected layer produces a probability
vector of subject IDs during training, and the LSTM produces
a time series of gait features during inference.

3) HYPERPARAMETER
The other hyperparameters and other settings are exactly the
same as in the previous study [19]. Adam [92] is used as
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the optimizer, with a learning rate of 0.0002, beta of [0.9,
0.999], and momentum of 0.9. The batch size is 32. For the
weights A in (8), the following values are used, respectively:
Apose-sim 18 10.0, Arecon 18 20.0, A5 is 5.0, 112k is 0.5, Aaay
is 0.25, and Acycle is 10.0. All experiments were performed in
the environment of Python 3.8.10 with PyTorch 1.13.0, on a
single NVIDIA GeForce RTX 3090 GPU.

B. DATASET

The dataset used in the experiment is CASIA-B [20], the
most widely used dataset, in order to provide a fair and
comprehensive comparison. CASIA-B is a dataset consisting
of 124 subjects (ID: #001-124). There are three variations of
the gait condition: a normal gait setting as a reference for
other settings (NM), a gait setting with a bag (BG), and a gait
setting with different clothing from the reference (CL). For
each subject, there are six NM videos (NM#01-06) and two
each of BG and CL videos (BG#01, BG#02, CL#01, CL#02),
taken from 11 different angles ranging from 0-180 degrees in
18-degree increments, for a total of 110 (= 11 x 10) gait
videos. In total, the dataset contains 113,640 (= 124 x 11 x
10) videos. Although CASIA-B does not provide an official
evaluation protocol, this experiment follows the protocol
proposed by Wu et al. [35] which has been most frequently
employed in recent years, as in previous experiments [19].
All videos of 74 subjects (#001-074), in ascending order
of subject ID, are used for training. The remaining subjects
(#075-124) are used for evaluation.

C. COMPARED METHODS

In most gait recognition methods, a gait image is converted
to another modality, such as a silhouette or a human
model, by applying preprocessing. On the other hand, our
method belongs to an RGB-based method that extracts
gait features from RGB gait images without conversion
to another modality. Since the problem statement differs
between methods that extract gait features directly from
RGB images and via other modalities by preprocessing,
this experiment compares our method with the RGB-based
method.

To the best of our knowledge, the only methods that utilize
the RGB modality as a feature extraction element are the
proposed work and our previous method [19] as well as Gait-
Net [17], [21]. GaitNet [17] is an auto-encoder with LSTM
that disentangles RGB images into appearance and pose.
Additionally, Zhang et al. [21] extend GaitNet by extracting
gait-dependent body shape information as canonical features,
which was previously included in appearance.

Due to the issue of reproducibility, the baseline is
our reimplementation of GaitNet [17] with some minor
improvements: changing the kernel size of the convolution
and transposed convolution layers to avoid checkerboard arti-
facts [93], adopting mean average error in the reconstruction
loss to reduce blurring [91], and changing the loss coefficients
and discarding decay based on experimental results.
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TABLE 6. Quantitative comparative evaluation of the quality of novel gait
image generation. The smallest value is bold and underlined, and the
second smallest value is underlined only.

Methods FID |
Baseline 169.8
Previous work [19] 118.7
Ours 65.2

The previous study is a gait recognition method using
feature exchange between different gait images of the
same person. It differs from the proposed method in the
diversity and number of data augmentation due to the
huge expansion of feature exchange targets, as well as
patch discriminator [91] and cycle reconstruction loss (6) to
improve the quality of the generated images. For CASIA-
B, which is used in this experiment, the previous work can
augment the training data in proportion to the number of
images per person in the dataset, and thus can learn data on
the order of 110 times the original training data. Meanwhile,
in the proposed method, the training data is squared to the
original training data, i.e., 8,140 times (= 74 persons *
110 videos/person), since the target of feature swap is all
other videos, which is much larger in both number and variety
of training data than in the previous work.

D. MAIN RESULTS

To evaluate the identification accuracy, we begin with a
comparison with the baseline and state-of-the-art methods.
In all experiments, we use a single common model trained on
all videos in all settings (NM, BG, CL) in the training dataset.

1) QUANTITATIVE EVALUATION OF GENERATED IMAGE
QUALITY

For the quantitative evaluation of image generation capability,
we adopt the Fréchet Inception Distance (FID), one of the
most commonly used metrics for evaluating image generation
models. FID is a metric that measures the distance between
the distributions of both real and generated images utilizing
an image recognition neural network pre-trained on a large
image dataset. The smaller the FID, the closer the distribution
of the generated images is to that of the real images, meaning
that the quality of the generated images is higher.

In this experiment, 5,000 images are randomly selected
from the dataset and used as real images. In order to generate
an image, a pair of source images for a pose feature and a
style feature is required. Both pairs of images are selected
from the same images as the real images, and all images are
used as the source images for both pose and style features,
and are put together in such a way that they are not identical.

FID values calculated for each method are shown in Tab. 6.
The methods selected for comparison are those that can
generate RGB gait images as in this study, i.e., the baseline
and our previous method [19]. The other methods introduced
in Sec. I'V-C are not included as comparative methods because
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Baseline

Ours

(a)

FIGURE 2. Qualitative comparative evaluation of the quality of new gait
image generation. Row 1: source image of style feature f g¢yje, row 2:
source image of pose feature fpose, rows 3 and 4: synthesized images by
each method based on row 1 and 2.

they do not have a pipeline for generating novel gait images.
Comparing FID of each method shows that our method has
the highest quality of generated images. Since the proposed
method uses the generated images as training data, this
improvement in image generation quality is expected to
contribute to the improvement in identification accuracy.

2) QUALITATIVE EVALUATION OF GENERATED IMAGE
QUALITY

To further investigate the quality of image generation through
the proposed method, a qualitative evaluation, i.e., a visual
evaluation of the generated images, is performed. As shown
in the results of Sec. IV-D1, the proposed method improves
the quality of the generated images. However, FID measures
the distribution distance between the real image and the
generated image, and does not consider the quality of the
image individually. In this section, visual comparison of the
generated images is conducted in order to check the quality of
the images at the individual level. Two gait images of different
persons selected at random are used as input, and the images
are generated by exchanging the combination of each other’s
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features. Baselines, where changes are more clearly visible to
the human eye, are used here as a comparison method. The
generated images are shown in Fig. 2.

Fig. 2 shows the images generated using the baseline
and the proposed method taking the images in the first and
second rows as input. The images in the first and second
rows are the base images of the generated images; the first
and second rows are the source images of the style features
fsiyle and pose features f .. respectively. The third and
fourth rows are images generated by each method, from the
top to the bottom: baseline, proposed method. This means
that if the method used to generate the images performs
well in image generation and feature separation, it should
produce gait images such that the first row of clothing
is dressed in the second row of posture. Focusing on the
baseline, we see that while the two left rows (a) and (b)
faithfully reproduce the clothes, the two right rows (c) and
(d) cause the colors of the clothes to fade, indicating that the
baseline fails to reproduce the original image. In contrast,
the proposed method accurately reproduces the features of
the corresponding images in all images. Therefore, it is
demonstrated that the proposed method improves the quality
of generated images not only at the distribution level but also
at the individual level.

3) QUANTITATIVE EVALUATION OF IDENTIFICATION
ACCURACY

In this section, we examine the identification accuracy, which
is the final goal of the proposed method. The proposed
method is unique in that it not only generates images, but
also augments the training data with the generated images.
Through the previous two sections IV-D1, IV-C, it has been
shown that the proposed method can generate high-quality
images. Here, we verify that the generated images used
for training data augmentation actually contribute to the
improvement of discrimination accuracy.

The results of the evaluation of the rank-1 accuracy for all
settings (NM, BG, and CL) are presented in Table 7. Table 7
shows that the proposed method achieves higher accuracy
than the baseline in all settings. Although the previous work
also improves on the baseline performance in all settings,
the proposed method has even better identification accuracy
than the previous one. In addition, compared to other RGB-
based methods, the proposed method outperforms them in
two settings, NM and BG. On the other hand, in the CL
setting, i.e., when the clothing differs between the gallery and
the probe, the accuracy of the proposed method is inferior to
the other methods. This is considered to be caused by the large
bias in the clothing variation for each subject. NM and BG are
dressed the same, and only CL is dressed differently, but for
each subject there are 6 videos for NM and 2 videos each for
BG and CL. That is, in each subject’s videos, 80% of the total
number of videos have the same clothing, and only 20% have
another variation of clothing, for a total of only two types of
clothing. Since the proposed method learns feature separation
from differences in settings, this bias in the diversity of
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TABLE 7. Rank-1 accuracy comparison among RGB-based methods. For each column, the largest value is bold and underlined, and the second largest

value is underlined only.

Gallery: NM #1-4

Method
0° 18° 36° 54° 72° 90° 108°  126° 144° 162° 180° Mean

Probe: NM #5-6

GaitNet [17] 91.2 920 90.5 956 8.9 926 935 96.0 909 88.8 89.0 91.6

GaitNet [21] 93.1 92.6 90.8 924 87.6 951 942 958 92,6 904 90.2 92.3

Baselinef 88.5 858 885 941 921 936 923 91.7 89.7 899 86.1 90.2

Previous work [19] 924 908 928 953 96.1 965 967 958 947 943 928 94.4

Ours 941 950 961 988 974 978 973 984 937 939 925 95.9
Probe: BG #1-2

GaitNet [17] 83.0 87.8 883 933 826 748 895 91.0 86.1 81.2 85.6 85.7

GaitNet [21] 88.8 88.7 88.7 943 854 927 91.1 92,6 849 844 86.7 88.9

Baseline’ 86.1 826 842 902 910 896 868 907 816 828 8l4 86.1

Previous work [19] 90.1 869 875 915 930 888 8.0 887 874 878 86.7 88.8

Ours 941 892 904 939 955 929 936 91.8 87.1 86.6 87.3 91.1
Probe: CL #1-2

GaitNet [17] 42.1 582 65.1 70.7 680 706 653 694 51.5 501 36.6 58.9

GaitNet [21] 501 60.7 724 721 746 784 703 682 53,5 44.1 40.8 62.3

Baseline’ 313 278 259 283 254 250 236 242 184 20.1 17.2 24.3

Previous work [19] 385 376 349 324 312 275 260 265 220 234 215 29.2

Ours 46.2 429 38.0 31.8 264 27.1 260 255 227 214 219 30.0

T Our reimplementation of GaitNet [17].

clothing is considered to have affected feature separation.
Similarly, GaitNet [17], [21] that learns feature separation
from differences in settings also show lower accuracy for CL
than for the other settings.! Although the issue of clothing
variation is unique to RGB-based methods that require the
separation of clothing information, the proposed method is
expected to perform better if a dataset with a wide variety of
clothing becomes popular. Additionally, the proposed method
can handle 8,140 times more data than the original training
data, but the GaitNet used as the baseline in this study is a
shallow 4-layer network. If a more powerful model such as
the Vision Transformer [94], though requiring a large amount
of data, were employed as the backbone, the proposed method
would benefit even more from data augmentation.

E. ABLATION STUDY

To better understand the effectiveness of the proposed
method, we examine the performance of the proposed method
with each of its components ablated one by one. Our proposed
method is composed of the following five elements: patch
discriminator (Patch disc.), adaptive instance normalization
(AdalN), adversarial loss (L,qy), data augmentation with
generated images (ﬁfgke), and cycle reconstruction loss
(Leycle)- We investigated the proposed method without each
element one by one, and when L¢onsis Was used instead of

In our experimental environment, the authors’ implementation
(https://github.com/ziyuanzhangtony/GaitNet-CVPR2019)  could  not
reproduce the published values in their paper [17], [21] (mean accuracy is
as follows: NM: 89.2%, BG: 86.0%, CL:34.9% for [17], NM: 92.6%, BG:
87.0%, CL: 40.0% for [21])
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Lecycle, which was used in the previous study [19], for a total of
six patterns. For comparison, in addition to these six ablated
settings, the proposed method, the baseline and the previous
study, we again list the values of the previous study when the
target of feature swap is changed from the same person (Self-
id) to different persons (Cross-id), which is listed in Table 1.
To assess both the identification accuracy and the quality
of the generated images, the average rank-1 identification
rates for each setting and FID are listed in Table 8. The best
values among all methods are bold and underlined, and the
second best values are just underlined only. Table 8 shows
that the proposed method has the highest accuracy in NM
and BG, and the second highest accuracy in CL, indicating
that each element of the proposed method contributes to the
improvement of identification accuracy. With respect to FID,
the proposed method also has the third best, though not the
best, quality of the generated images, hence it can be said
that the proposed method is a well-balanced method in terms
of both identification accuracy and quality of the generated
images.

According to the relationship between identification
accuracy and FID, there is a tendency that the lower the
FID, the higher the identification accuracy, indicating that
the improvement of the quality of the generated images is
an effective and important factor in the data augmentation
proposed in our method. The lowest FID is achieved when
the generated images are not used for identification learning
(wlo Eifé‘ke), which suggests the difficulty of simultaneously
optimizing both generative and discriminative learning.
In particular, the highest accuracy in CL is obtained with
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TABLE 8. Ablation study.

Mean accuracy 1 [%]

Method Feature swap | Patch disc. AdaIN Ladv Liifgke Leycle NM  BG L FID |
Baseline 90.2  86.1 24.3 169.8
Previous work [19] Self-id v v v Lconsis 944  88.8 29.2 118.7
Previous work [19] w/ Cross-id Cross-id v v v Lconsis 940 859  30.0 155.3
w/o Patch disc. Cross-id v v v v 948  89.1 23.1 66.1
w/o AdaIN Cross-id v v v v 92.6 877 208 116.0
w/o Ladqv Cross-id v v v v 93.0 88.0 30.0 59.3
w/o Efgke Cross-id v v v v 95.0 89.6 305 36.3
w/o Leycle Cross-id v v v v 933 89.6 29.1 97.6
Lcycle =+ Leonsis Cross-id v v v v Lconsis 943 89.9 26.0 80.1
Ours Cross-id v v v v v 959 911 300 65.2

w/o Lifgke, suggesting that the addition of generated images
to the training data reduces the accuracy of CL. As discussed
in Sec. IV-D3, CL is considered to have more difficulty in
extracting gait features than other settings due to the severe
bias of the clothing, indicating that the images generated
using CL are of lower quality than those generated using other
settings for the same reason. Despite the expectation that
adversarial loss improves the quality of the generated images,
the second-smallest FID is in the setting where adversarial
loss is eliminated. This may be due to the difficulty of learn-
ing adversarial generative networks (GANs) themselves [95],
in addition to the difficulty of simultaneously optimizing
generative and discriminative learning. Therefore, further
improvement in the quality of generated images can be
expected by employing diffusion models [96] instead, which
is more stable in learning than GANs and has become the
standard in image generation in recent years. Removing the
patch discriminator (w/o Patch disc.) significantly worsens
the accuracy of CL, which is considered to be particularly
useful in the generation of complex images. In the setting
excluding AdaIN (w/o AdalN), FID degrades the most so that
it plays the most important role in the generation of images
in the proposed method. The settings without Lcyce (W/0
Lcycle) and with Lcopsis instead of Ecycle (Lcycle — Leconsis)
result in worse all scores compared to the proposed method,
which is one of the most important improvements compared
to the previous work [19]. These two settings have the second
largest impact on FID behind AdalN, demonstrating that
Leycle contributes significantly to the improvement of the
quality of the generated images. As mentioned in Sec. I,
simply changing the target of feature exchange from the same
person to a different person in the previous method [19]
degraded both the identification accuracy and the quality
of the generated images. However, the patch discriminator
and Leycle, Which are improvements in the proposed method,
significantly improve the quality of the generated images,
and even w/o AdalN, which has the lowest quality among
the ablated methods, has the same quality as the previous
method [19]. The approach of improving the quality of the
generated images used for data augmentation successfully
increases the identification accuracy of the proposed method
as well.

115528

V. CONCLUSION

In this paper, we propose FSGaitNet which augments the
training data by swapping gait features in order to extract
gait features from RGB gait images precisely. Our proposed
method is able to increase the number and variety of training
data online by exchanging the gait features with those of
different persons using disentangled representation learning
(DRL). Experimental results demonstrate that the proposed
method has the capability to generate high-quality gait
images and that data augmentation with the generated images
improves the discrimination accuracy. Our proposed method
also outperforms the state-of-the-art method that extracts
features directly from RGB in most settings. However, the
huge bias in clothing in the training data indicates that
challenges remain in settings where clothing differs between
databases and queries. With more work addressing the issue
of clothing imbalance in the dataset, we hope that the rich
information in RGB images will be better explored.
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