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ABSTRACT Internet of things (IoT) has emerged as a quintessential paradigm of communication
systems. Current literature introduces notion of a named data network for IoT (NDN-IoT), optimizing
IoT communication by employing name-based networking. However, the advancements introduced by this
approach are inadequate when dealing with URL-based naming and forwarding. For instance, length and
ambiguities in content names are still open challenges. In addition, the intelligent exploration of content
names to discern a forwarding clue is a significant research gap. To achieve intelligent communication,
understanding the interest name and acquiring a forwarding clue is crucial. Focusing on this gap,
an intelligent naming scheme called INF-NDN IoT is proposed that correlates with a forwarding mechanism
as well. The proposed INF-NDN IoT improves the NDN naming schemas by utilizing natural language
processing (NLP) techniques and selecting supernodes and ordinary nodes in the network. INF-NDN IoT
assigns (forwarding clue) semantic tags to content names as well as to supernodes that in turn perform the
semantic forwarding. Experimental results have shown that INF-NDN IoT outperformed existing work, and
has better results in terms of name length, name memory utilization, interest satisfaction rate, retrieval time,
hop count, and energy consumption.

INDEX TERMS Named data network, Internet of Things, natural language processing, supernodes, naming,
forwarding, semantic tag.

I. INTRODUCTION
Internet of Things is a vital component of today’s information
network, which has expanded the horizons of internet
services [1]. Recently, many IoT-based solutions have been
introduced in various domains [2], [3], [4], such as smart
homes, healthcare, the internet of vehicles, and smart
campuses. These applications generate huge amounts of
data and require efficient communication and computation
mechanisms to perform timely decisions. Although IP-based
communication has advantages like unbounded data retrieval
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from IoT devices, it also has limitations such as complex
network configuration, security, and mobility, etc.

Current literature suggests that information-centric net-
working (ICN) provides a more practical solution to IoT
issues like efficient communication and ensuring data
security between diverse and heterogeneous devices. Among
the various ICN solutions, named data networking (NDN)
demonstrates the most potential [5] in IoT communication,
owing to its ability to dissociate content from location,
in-network caching, scalability, flexible forwarding mech-
anism, and naming features. Utilizing NDN to build IoT
networks has become a popular trend in the industry [6].
NDN highlights the availability and access to content by
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assigning unique names to each piece of data. NDN content
naming eases content caching using content store (CS)
implementation, aggregation using pending interest table
(PIT), and content forwarding using forwarding information
table (FIB). Although NDN offers a range of possibil-
ities that contribute to the availability and accessibility
of content, it also brings certain technical difficulties.
One of these challenges is the exploration and under-
standing of content names. In NDN, request routing, data
retrieval, interest satisfaction rate, and content discovery
all significantly depend on names [7]. NDN name is
text data such as /korea/university/hongik.edu/computer-
science/documents/students.txt. Text resolution and length
in NDN name is the most ignored problem in NDN [8].
The existing state-of-the-art NDN-based schemes mostly
utilize hierarchical or URL-based naming conventions in
their name-generation process. Authors in [9] explored
that memory utilization is higher due to the URL-based
names. Moreover, FIB requires scanning tens or hundreds
of characters to find the longest-matched prefix, which is
time-consuming and resource-intensive.

Studies referenced in [10] emphasized how the text
resolution in the NDN name is affecting the network
performance. Hierarchical naming doesn’t understand the
contextual meanings of names. For instance, when a word
like ‘‘apple’’ is used in an interest’s name, the network
interprets it merely as a literal string, disregarding its
contextual meaning, such as fruit or technology company.
In addition, NDN doesn’t remove other name ambiguities
or errors such as phonetic similarity, spelling differences,
multiple languages, initials, titles, honorifics, and out-of-
order components, which can be found in content names.
All these naming errors are even more inflated in NDN-
IoT. The reason is the length of hierarchical structures like
URLs can vary due to unnecessary characters in them. URL-
based content names are long, complex, and unrestrained
formats. On the contrary, IoT-based names are typically
transient, fleeting, new, with diverse priorities, and from
various locations.

Another notable research gap in NDN is semantic for-
warding. Content names have the potential to support data
forwarding in NDN-IoT [11]. Despite this fact, vanilla NDN
follows a broadcast mechanism to forward the interest. NDN
overlooks the potential of names in providing contextual
or semantic clues for forwarding decisions. For instance,
an NDN IoT scenario where a student sends an interest
‘‘hongik/sports/accessories/available/resources’’. Currently,
the network might process this interest name as a generic text
string. However, with semantic understanding, the network
could efficiently forward the request directly to the Hongik
smart sports environment. Similarly, if a requester requests
interest ‘‘Prof/Kim/exams-result’’. Network after semantic
awareness, could instantly forward the request to the campus
exam department’s database. Therefore, it is important to
consider name semantics in NDN to fill the research gap
of semantic forwarding. In essence, intelligent naming can
support semantic forwarding and efficient data retrieval.

By obtaining semantic information from content names,
NDN routers can forward NDN packets based on their
context, improving the efficiency and effectiveness of data
dissemination.

Faced with these challenges and research gaps, this article
proposes a unique naming and semantical forwarding scheme
for NDN IoT. First, we propose a natural language processing
(NLP) [12], [13] based naming scheme and semantic tags.
A semantic tag is a forwarding hint that is obtained from
the NDN name of interest and FIB names of supernodes.
Supernodes are a set of resource-rich nodes identified in the
network to enable semantic communication. Subsequently,
semantic tags are integrated into the namespace design of
interest names and assigned to supernodes.This correlation
between naming and forwarding aids in establishing a
cohesive framework for semantic communication. In addi-
tion, selected supernodes have complete knowledge of the
network’s topology and each supernode stores the same
database known as the complete database (CDB), such
as [14]. The major contribution of the proposed methodology
is focused on naming.

To summarize, the major contributions of this work are:
1) We propose an intelligent naming and forwarding

scheme in NDN IoT, called INF-NDN IoT. INF-NDN
IoT introduces a unique naming scheme that employs
NLP to shorten the length of the content name and
effectively resolves ambiguities that may arise in the
content names.

2) INF-NDN IoT introduces supernodes to enable a
semantic tag-assisted forwarding strategy which leads
to semantic content retrieval. To this end, semantic
information is extracted from both the Interest/Data
packet names and the FIB names of supernodes. Sub-
sequently, corresponding semantic tags are assigned
to both the Interest/Data packets and the supernodes.
As a result, packets are forwarded to the supernode that
possesses the same semantic tag as the packet.

3) Prototype development and extensive experimentation
revealed that INF-NDN IoT has optimized the name
length and memory, interest satisfaction rate, hop
count, retrieval time, and energy consumption.

The remainder of this article is organized as follows.
Section II provides some brief background on NDN and
state-of-the-art related works. The design description of the
INF-NDN IoT is outlined in section III. Section IV specifies
the proposed methodology. Section V presents use cases.
Section VI explains the simulation study. Finally, section VII
concludes our work and highlights the future direction.

II. BACKGROUND AND RELATED WORK
A. NDN ARCHITECTURE
NDN is a state-of-the-art technology that aims to overcome
the limitations of the current Internet. It offers a sophisticated
architecture where content is identified through hierarchical
meaningful names rather than its physical location. NDN
has been identified as capable of meeting the requirements
of these newly developed Internet applications [15]. NDN
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routers have the ability to cache data while ensuring adequate
bandwidth to meet the users’ demands. This makes the
technology highly efficient and reliable in managing and
delivering content to its users [16]. The NDN router is
endowed with three data structures to attain the NDN stateful
communication architecture, as presented in Fig. 1.

FIGURE 1. NDN communication process.

CS behaves like a temporary content store or temporary
cache. CS stores the most recent and frequently asked data in
it. A PIT is served to store the pending request. If data is not
in CS, its name will be investigated in PIT with the incoming
interface. If the name is absent in the PIT, it will be forwarded
to the FIB and a new entry will be inserted in the PIT. FIB
stores the retrieved name announced by the router. It behaves
like a control panel to make proper interest forwarding [17],
[18], [19].

B. NAMING IN NDN-IOT
Named-based communication relies heavily on naming
as it directly influences routing, forwarding, and caching
mechanisms. Researchers have come up with various naming
schemes for NDN-IoT networks. In this section, the state-
of-the-art naming schemes of NDN IoT are summarized and
classified into two types, hierarchical and hybrid, as described
in Fig. 2. The way interest/data are named in the NDN
follows a structure that is arranged in a hierarchy. For
instance, a home page created by hongik may have a name
like /hongik.my/en/main.html, which is similar to URLs
but not necessarily easy for humans to read [20], [21],
and also occupy more space in naming due to repeated
line slash ‘/’, such are native naming. Name-based service
(NBS) like [22] follows the same naming structure and
uses command markers to name and access services in a
cyber-physical system (CPS) network. These markers are fol-
lowed by a namespace identifier and then the service names,
operation identifiers, and arguments which are delimited by
tilde ‘∼’, e.g.

Content centric networking testbed framework (PHINet)
[23] implemented naming scheme that allows applications to
exchange data over IP usingNDN-compliant communication.

It uses UDP to support NDN’s pull-based mechanism
and multitasking. PHINet is implemented using Node.js
with a PostgreSQL database for cloud servers and Nod.js
with Sqlite3 for the Android operating system to provide
native UDP support for client-side applications. NDN for
smart home automation systems (NDOMUS) [24] is another
naming scheme used in NDN IoT that supports both sensing
and management operations in a house. It has two sub-
namespace classes: configuration and management, used for
network initialization and management, and task (identified
by the prefix /task,), used for control and monitoring
operations.

FIGURE 2. NDN IoT Naming Taxonomy.

Building management system (BMS-NDN) naming
scheme designed by [25] uses a hierarchical structure with
a root node that stands for the common prefix for the BMS
namespace. They designed the NDN BMS naming where the
root node represents the common prefix for the university
BMS namespace (/ndn/estc/bms). The building label, located
under the root prefix, is divided into floors based on the
floor number and further subdivided into rooms based on the
room number. Authors in [26] implement the homenet-based
naming scheme in the smart home.

Hybrid naming schemes have also been developed by
researchers based on specific needs, in which they focus on
a particular need and develop the hybrid design accordingly.
[27] introduced an entropy-based naming scheme in which
the overall name is compressed for efficient name look-up
on the machine level. Performance evaluation includes the
average name compression ratio (ANCR) and distribution
of component compression rate (DCCR). Reference [28]
proposed a naming scheme that is based on PURSUIT
architecture. The name is divided into their parts. Evaluation
includes scheme in the FIB table’s name length and look
speed. For wireless devices, [29] suggested the multilayer
multicomponent hierarchical attribute-value (M2HAV) nam-
ing method. The demonstration includes hierarchical-based
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naming using prefix labeling and a variable-length encoding
technique. The naming method is divided into four tiers, with
a separate set of characteristics and features used at each
level. The name integrated query (NINQ) [30] architecture,
includes three components—a hierarchical name, a hash-
based flat, and a query-offers a hybrid naming strategy for
smart building using NDN. This naming strategy is promising
in terms of command satisfaction rate (CSR), interest
satisfaction rate (ISR), average delay, energy consumption,
and the number of network packets handled, however, naming
and query could be too lengthy. The naming of physical
IoT objects is driven by using the lightweight named object
(LNO) device-based naming scheme introduced in [31].
This scheme can simplify programming and enhance device
functionality.

C. NLP INTEGRATION WITH NDN
Content names are text-based strings. Therefore, NLP
presents exciting opportunities for efficient communication,
leveraging its specialized functions tailored for textual data.
Despite garnering researcher attention, there is limited work
done in NDN using NLP.

Our target paper, naming and routing scheme for data
content objects in information-centric networks (SICN) [32]
incorporated the naming scheme with forwarding using NLP.
SICN is the only paper to consider semantics in ICN. SICN
suggests that publishers and subscribers should hold dynamic
addresses that can be changed based on their geography in the
network. Also, the names used for dynamic addresses should
convey clearly what kind of information they represent.
Therefore, the authors suggest a three-dimensional naming
system for SICN. User (publisher/subscriber) needs to
mention at least one of these three dimensions when they
label their data. These three dimensions are the publisher
ID, semantic ID, and geographical ID. SICN’s proposed
forwarding algorithms hold three tables combining the three
address dimensions. The first one is the semantic-ID table that
connects the semantic address to the publisher ID address.
The second one is the geo-ID table that connects the publisher
ID address and geographical address, and the third table is
the geo-semantic matches semantic address to geographical
address. SICN router matches the IDs to forward the interest.
If there is no positive match, the router will broadcast the
interest to find the best match. On the contrary, if positive
matches occur, the router forwards the interest accordingly.
However, SICN does not hold a fully semantical forwarding
strategy. The reason is that SICN can also forward data if
the semantic ID is missing in the routing table. In addition,
SICN incorporates geographic ID makes it more suitable for
an IP network than NDN because NDN does not consider
geographical location and SICN lacks completeness with the
constraint of mentioning one dimension by the user.

Another potential work [33] used NLP for naming in an
ICN-based weather monitoring system. Amonitoring camera
captures video or images, and AI technologies on the camera
side generate appropriate content names based on the scenes
depicted. In contrast, when users provide names in interest

packets to retrieve content in ICN, the proposed scheme
analyzes priority words from user input sentences on the
user side using NLP. Authors classified words contained in
sentences to various labels with high probability. However,
the authors overlooked the aspect of packet forwarding and
semantic communication based on names.

D. SUMMARY OF RELATED WORK
Many scholarly papers have been published with hierarchical
and hybrid naming in NDN-IoT. The authors designed
schemes according to their appropriate scenarios. However,
the improvement is limited by various factors, such as the
length of the name, errors in names, and overlooking the
potential of names to get forwarding clues. The length of
content names becomes critical, as it can impact the lookup
process in FIB and occupy more memory. This is particularly
crucial in IoT scenarios like data on demand (e.g., military,
healthcare, transportation), where minimizing content access
latency is essential. To address the name length challenge,
further research is necessary to develop naming solutions that
reduce name length without imposing arbitrary word limits
on users.

Moreover, researchers have ignored the ambiguities and
semantical nature of content names. For instance, a requester
requests an interest with the name ‘‘document/fiction/’’.
However, the forwarder holds a similar-sounding but distinct
prefix named ‘‘document/friction/’’. Both documents have
different meanings and spellings. Both content names may
belong to different smart environments. Because of the
longest prefix match algorithm in FIB, the NDN forwards
interest towards the interface of ‘‘friction’’ instead of
‘‘fiction’’ since it stops at the first differing character ‘‘F’’.
This could lead to a semantic retrieval error since the
algorithm prioritizes the longest common prefix without
fully considering the requester’s intent. Therefore, another
notable major loophole in hierarchical and hybrid naming
schemes is the lack of exploration of content names. Existing
naming schemes have left room for how naming can provide
forwarding clues. Table 1 provides an overview of the most
significant literature review.

To address these issues, INF-NDN IoT leverages NLP to
achieve intelligent naming and forwarding. INF-NDN IoT
establishes a correlation between naming and forwarding
with the help of semantic tags. The key idea is to explore
the FIB names associated with various smart areas within
an NDN-based IoT framework. This exploration allows the
proposed methodology to identify the primary domain that
each smart area handles, such as libraries or classrooms.
Subsequently, upon receiving an incoming interest, INF-
NDN IoT analyzes its name and directs it to the appropriate
smart area that corresponds to its request. For instance,
an interest like ‘‘/Author/musa-raza/books/friction’’ would
be routed to the smart librarywithin theNDN-IoT framework.
In essence, INF-NDN IoT classifies NDN-IoT data into
distinct semantic or contextual categories and facilitates
packet forwarding based on the semantic category. To our
knowledge, we are the first to use NLP to obtain the
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TABLE 1. Summary of Literature Review.

forwarding clue (semantic tag) from the NDN name and
perform semantic forwarding in NDN IoT.

III. DESIGN COMPONENT OF PROPOSED MODEL
The design component of the proposed scheme involves
the three types of forwarder nodes to achieve the desired
objectives. It is pertinent to accentuate that designated
forwarder nodes are resource-rich.

A. PRINCIPAL NODE
Principal node performs NLP-based naming tasks and
finds the set of supernodes in the network. The principal
node assigns the semantic tags to names and supernodes.
Moreover, the principal node is connected to supernodes as
a simple tree topology. It is to be noted that the selection of
the principal node is out of the scope of this work.

B. SUPERNODE
The interconnection of supernodes ensures that every smart
area within the smart campus is encompassed by a cor-
responding supernode. Supernode holds a shared complete
database (discussed in detail in the last of the current section)
to assist local FIB. Every supernode is aware of the entire
topology including contextual tags of the other supernodes in
the network such as [34] and [35]. However, the scalability of
supernodes is limited to smart campus.

C. ORDINARY NODES
These nodes are further child nodes of supernodes. One
ordinary node can be connected to more than one parent
supernode. The ordinary node’s FIB contains name prefixes
only about parent supernodes.

D. COMPLETE DATABASE (CDB)
CDB is maintained at each supernodes [36]. CDB is similar
to link state database (LSDB) in name link state routing
(NLSR) [37]. However, in contrast to traditional FIB which
contains name prefixes and the corresponding outfaces,
the CDB-based FIB includes all the name prefixes served
by every supernode in the network. To this end, ordinary
nodes and supernodes send link state advertisement (LSA)
to nodes in their vicinity, at regular intervals to keep them
updated [38].

To understand CDB-based FIB of supernodes, Fig. 3
illustrates the scenario where three supernodes with semantic
tag N1,N2, and N3 are producers of prefixes NA-1.1, NA-2.1,
and NA-3.1 respectively. At the initial stage, all nodes do
not have the prefixes served by each other. As illustrated in
Fig. 3 (A), all supernodes exchange LSAs with neighboring
supernodes when the network becomes operational. The
LSA of each supernode carries prefixes present in its FIB.
When N1 receives LSAs from N2 and N3, it updates its
CDB-based FIB with the information about N2’s prefix
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FIGURE 3. Updation of CDB-based FIB.

FIGURE 4. INF-NDN IoT architecture.

(NA-2.1), N3’s prefix (NA-3.1) and sets the next hop from
which LSA of N2 and N3 was received. Same as N2 and
N3 updates its CDB-based FIB with the information about
N1’s prefix (NA-1.1) and sets the next hop. However, N2 and
N3 are still unaware of prefixes of each other. When all
supernodes again exchange LSA, as shown in Fig. 3 (B),
N2 and N3 receive LSA from N1, receive prefixes NA-2.1 and

NA-3.1 respectively. As prefixes are received from LSA of
N1, as a result, N2 and N3 set the next hop N1 for prefixes
NA-2.1 and NA-3.1.

All supernodes exchange LSA at regular intervals.
Consequently, any modifications made to the CDB of a
single forwarder are automatically disseminated to all other
forwarders within the network, ensuring synchronized data
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across the network. The method for calculating the time
required to exchange the LSA is beyond the scope of our
work.

IV. PROPOSED MODEL
INF-NDN IoT is deployed on smart campus. The selection
of a smart campus for semantic communication is motivated
by the diverse IoT configurations present in a smart campus,
such as smart labs and smart classrooms, etc. Each smart
environment is tailored to manage specific activities; for
instance, a smart library handles library-related traffic,
and a smart classroom manages classroom traffic. Hence,
predicting the destination from the interest name is logical
and practical within the smart campus. Figure 4 demonstrates
the flow and architectural diagram provided by the INF-NDN
IoT.

In this illustration, the principal node receives two types
of data from within the smart campus. The first type (FIB
names of supernode, briefly discussed in section IV-B3) is
represented by a green dotted arrow, presenting the flow
of semantic tag assignment to supernodes. The second
type is depicted by a dark navy blue arrow, signifying the
semantic tag assignment to packets (briefly discussed in
section IV-A4). Arrows of sky blue color present data flow
from the outer NDN network. For the outer NDN network
communication, INF-NDN IoT performs formatting (briefly
discussed in section V) after receiving and sending of interest
and data packets, respectively. The rationale behind this
is outer NDN network’s packet namespace designs may
be different. Mainly INF-NDN IoT is comprised of two
subsections.

1) NLP-based intelligent naming with semantic tag.
2) Semantic tag-assisted supernode-based forwarding.

A comprehensive description of the aforementioned con-
stituents is provided as follows.

A. NLP-BASED INTELLIGENT NAMING WITH SEMANTIC
TAGS
INF-NDN IoT develops a namespace design to enable
communication between NDN IoT networks in the smart
campus.

Each node can forward and receive interest/data to other
nodes according to its namespace design. It is to be noted
that IDs presented in the namespace designs do not violate
the basics of NDN. The rationale for introducing IDs in the
namespace is mentioned along with detail. A comprehensive
description of the namespaces introduced by the INF-NDN
IoT is provided as follows.

1) NAMESPACE DESIGN OF ORDINARY NODE
The namespace design for ordinary nodes, as illustrated in
Fig. 5, includes several key components. The first component
pertains to the unique ID of the ordinary node. The supernode
uses this ID to distinguish the current node from other
ordinary nodes and their produced data as well, such as [39],
[40], and [41] used the nodes ID in the context of NDN.
The INF-NDN IoT does not use the ordinary node ID

FIGURE 5. Namespace of ordinary node.

for supernode-to-supernode or supernode-to-principal node
communication due to the data-oriented architecture of NDN.
The second component relates to the supernode semantic tag
(section IV-B3), facilitating intersupernode forwarding. The
third component represents the type of data generated by
the IoT devices (e..g., temperature, pressure, humidity, etc.)
or query (section IV-A4) of a random user. This namespace
design is used to communicate between the child ordinary
node and the parent supernode.

FIGURE 6. Namespace of supernode - A.

2) NAMESPACE DESIGN OF SUPERNODE
To support the roles of supernodes effectively, a supernode
requires a well-defined namespace that incorporates the spe-
cific type of content produced under its vicinity. INF-NDN
IoT uses two distinct namespace designs for supernodes,
as illustrated in Fig. 6 and 7. The namespace design presented
in Fig. 6, is only leveraged to acquire the semantic tags
to supernodes. The first component in the interest packet’s
namespace denotes a supernode ID, such as [42], [43],
and [44] leveraged from nodes ID in NDN.

The second component is a list of content names present in
the FIB of supernode. The principal node receives the interest,
performs NLP-based operations (section IV-A4), and assigns
a semantic tag to each corresponding supernode in exchange.

Once semantic tags are assigned, the rest of the commu-
nication is performed by the namespace design of Fig.7.
This namespace design serves as the backbone of the smart
campus network. Fig. 7 comprises key components of the
namespace design when the supernode communicates with
other supernodes and principal nodes after acquiring the
semantic tags. The first component in Fig.7 is a semantic
tag. The second component is the type of data that can
be a query or non-query. It is to be noted that semantic
tags are not permanently assigned to supernodes. To support
the data-oriented architecture of NDN, semantic tags can
be changed anytime with contextual variation in network
traffic.
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FIGURE 7. Namespace of supernode - B.

3) NAMESPACE DESIGN OF PRINCIPAL NODE
The namespace design for a principal node includes several
components. As illustrated in Fig. 8, the first component can
be either a supernode ID or a supernode semantic tag.

FIGURE 8. Namespace of principal node.

The supernode ID is only essential for acquiring semantic
tags based on the shared list of FIB names. Conversely, the
supernode semantic tag serves as a forwarding clue. The
second component is either the list shared by supernodes or
the name in the form of the query. The principal node replies
with a requested data packet accordingly. The principal node
uses its namespace design to only send and receive packets
with supernodes. For outer communication, INF-NDN IoT
assumes that the principal node only receives interest packets
from outside the smart campus network. On receiving interest
from outside the smart campus, the principal node applies
NLP to change the format of incoming interest according
to its namespace and forwards it to appropriate supernodes.
After receiving the data from the supernode, the principal
node reformats the data packet into the original format (i.e., as
per reprieved Interets packet format) and sends it back by
reverse path.

4) QUERY OPTIMIZATION AND SEMANTIC TAG TO CONTENT
NAMES
In INF-NDN IoT, optimization refers to reducing the length
of content names and removing equities from them. There
are no restrictions on the word count for queries in INF-NDN
IoT, as all forwarder nodes are resource-rich. The workflow
and major steps for the query optimization is outlined in
Fig. 9 followed by Fig. 10. To clarify the steps involved, INF-
NDN IoT focuses on a specific use case: fetching the bus
schedule for Hongik University from the Jochiwon station
to the Sejong campus. This scenario employs the following
namespace for query execution.

Name = ‘‘/students/bustiming?

from$JOCHIWON$to+hongik?Sejong

_campus’’

After performing segmentation, cleaning process, normaliza-
tion, abbreviation, stemming, and stopword removing steps,
the query is optimized as depicted below and does not include
extra characters in it, as described.

Optimized_name = ‘‘studentbustimejochiwon

hongiksejong’’

Afterward, the count vectorizer technique [13] is utilized
for the probabilistic formulation of the query. This method
transforms the query into vector form, facilitating the
subsequent application of NLP algorithms. The semantic
score of the optimized query is calculated to understand the
context.

To this end, INF-NDN IoT implements the NLP technique
called latent dirichlet allocation (LDA) [45], [46] to generate
and allocate a semantical tag to each NDN name and
supernode. LDA is a probabilistic unsupervised classification
technique in topic modeling [47]. Through an iterative
process of analyzing the co-occurrence of names in the
NDN naming, this semantic model endeavors to identify
the contextual tag and represent each document (content
names) as a combination of various contextual tags with
corresponding weights.

For the implementation of LDA, we define a set of
documents as content names and words as the topic or
semantic tag, where discrete tag distributions are mapped
from LDA. Mathematically, given a vocabulary with N
number of tags, document D = i1, i2, i3, . . . , in. for
each name i in D, we perform the following procedure:
Given the joint distribution parameters α and β control
tags-names distribution and individual word-to-tag distri-
butions in LDA over the random variables ix , jx , θx , ϕT to
denote the tag-name relationship, are given by:

P(ix , jx , θx , ϕT |α, β) = P(θx |α)P(ϕT |β)
Nx∏
n−1

P(jx,n|θx)P(ix,n|ϕjx,n) (1)

Embedding over θx and summing over jx,n, the marginal
distribution of an NDN name can be computed:

P(ix |α, β) =
∫

θx

∫
ϕT

P(θx |α)P(ϕT |β) Nx∏
n=1

∑
jx,n

P(jx,n|θx)P(ix,n|ϕjx,n )


× dθx dϕT (2)

At the last, by computing the marginal probability of each
query, the probability of constructing the set of documents is
established through the following method:

P(D|α, β) =
X∏
x=1

∫
θx

∫
ϕT

P(θx |α)P(ϕT |β) Nx∏
n=1

∑
jx

P(jx,n|θx)P(ix,n|ϕjx,n)


× dθx dϕT , (3)
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FIGURE 9. NLP-based tasks in intelligent naming.

FIGURE 10. An example of finding a tag from the query.

The LDA model is learned using Gibbs sampling, and
subsequently, each instance is represented using topic
distributions. To assign a new label (contextual tag in our
case) to an Nn, we utilize a Gibbs sampler by sampling:

P(jk = T |jk−1, d, i) ∝
nit + β∑
v(nvt + βv)

(ndt + α) (4)

The counts of the contextual or semantic tag with words
i or in D are denoted by nit and ndt respectively. The
hyperparameters α and β remain the same as before.

FIGURE 11. Examples of tags corresponding to the content names.

Following the above-mentioned intelligent naming proce-
dure, every query would be optimized and semantic tags
would be assigned to them. The semantic tag summarises
the contextual nature of the NDN name into a single word.
Along this, semantic tags are assigned to supernodes in
the network. The ‘‘Transportation’’ tag has been assigned
to the query in the above-said example. This tag describes
the forwarding clue for the NDN interest packet, as well
(explained in section V). The semantic tags provide a concise
representation of the semantical nature of the NDN packets
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and help to reach their intended destinations or supernodes
within the IoT network. As shown in Fig. 11, different
content names have been optimized and related semantic
tags are assigned. All the intelligent naming operations are
implemented on the principal node.

B. SEMANTIC TAG-ASSISTED SUPERNODE-BASED
FORWARDING
Packet dissemination is accomplished through a semantic
tag-assisted supernodes-based forwarding algorithm in the
proposed model. Before diving deep into the explanation,
we like to explain why we need a set of supernodes in
INF-NDN IoT to forward the packets, how does the principal
node select and assign the semantic tag supernodes?

1) IDEA BEHIND THE SUPERNODES
The idea behind supernodes is to identify the smallest
set capable of maintaining the network’s connectivity and
ensure its connectivity with the least possible number
of connections. To understand the forwarding concept of
supernodes, we take a network graph of multiple nodes,
as shown in Fig. 12 (A). Upon implementing the selection
of the supernodes (algorithm 1), the nodes interconnect each
other in such a way that each one establishes communications
links with other nodes. This results in a connected subgraph,
thereby ensuring comprehensive network connectivity. These
specific nodes are referred to as supernodes within the context
of INF-NDN IoT. As shown in Fig. 12 (b), the set of
supernodes includes nodes A, B, C, D, and E.

FIGURE 12. Comparison of interconnectivity before and after selection of
supernodes.

2) SELECTION OF SUPERNODES
The network initiates randomly for the selection of supern-
odes in the smart campus. The principal node runs algorithm
1 to find the supernodes in the network.

Algorithm 1 Selection of Supernodes
1: Input: Graph=(V ,E), vertex set V and edge set E
2: Source - vertex← s ∈ V
3: Auxiliary variables and functions:
4: LSS - list, Covered - list, Neighbours(v) for all v ∈ V
5: Output: LSS - list
6: Initialization: Covered - list = (s), Covered - list = 8

7: Begin d - selection
8: While |Covered - list| < |V |
9: Select a vertex r ∈ Covered - list and
10: r /∈ LSS - list such that r has the maximum
11: neighbors that are not in Covered - list.
12: LSS - list = LSS - list U (r)
13: for allu ∈ Neighbours(r) and U /∈ Covered - list
14: Covered - list = Covered - list U (u)
15: end while
16: return: LSS - list
17: End d - selection
18: Terminate

The algorithm’s execution comprises two fundamental
steps: initialization and supernode selection. A detailed
description of algorithm 1 is presented as follows: The
algorithm operates on an input graph (network topology),
Graph=(V, E), where V is the set of vertices (nodes) and E is
the set of edges (links) connecting them. The principal node
initiates by selecting random ‘‘s’’ as the source vertex line (2).
Afterward, the principal node creates two lists: ‘‘LSS - list’’
(linked spanning set) to store supernodes and ‘‘Covered-list’’
to keep track of covered nodes (line 4). The main goal is to
find key nodes, called supernodes, that can improve network
connectivity.

The algorithm begins with the source node in the
‘‘Covered - list’’ and an empty ‘‘LSS-list’’ (line 6). It enters
a loop that continues until all nodes are covered (line 8).
In each loop, it chooses a node from the ‘‘Covered - list’’
that hasn’t been included in the ‘‘LSS - list’’ and has
the most unconnected neighbors (lines 9-11). This node
is added to the ‘‘LSS - list’’ as a supernode (line 12).
Additionally, the algorithm adds the neighbors of the
chosen node to the ‘‘Covered - list’’ if they’re not already
covered, expanding network coverage (lines 13-15). The
loop keeps running until all nodes are covered, ensuring
complete network coverage. Finally, the algorithm returns
the ‘‘LSS - list’’, which contains the selected supernodes
(line 16).

It is to be noted that the updation time of supernodes is
application-specific. After every updation, fresh supernodes
and corresponding tags would be assigned. Once supernodes
are selected, NLP-based algorithms are employed to assign
semantic tags to these nodes, as described in the next section.
Only supernodes need to update the CDB and send LSA
to other supernodes to keep them updated. As a result,
communication costs for synchronization are significantly
reduced (briefly discussed in section VI-B).
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FIGURE 13. Semantic tag-assisted supernodes-based forwarding.

3) SEMANTIC TAGS ASSIGNMENTS TO SUPERNODES
Every supernode initiates traffic generation and forwards a
packet to the principal node. This packet comprises a list
of FIB entries of the respective supernode, as shown in
Fig. 13 where orange arrows represent the principal node Np
to the supernode Ns connectivity and blue arrows represent
the supernode to supernode connectivity. The principal node
performs the NLP-based LDA to names in the shared list,
to understand the contextual nature of traffic in nodes (as
briefly discussed in section IV-A.4). As a result, semantic
tags are generated and sent back to supernodes in data
packet format. In essence, every supernode is enriched
with a semantic tag. As a result, the combination of tags
and supernodes has categorized the network into different
smart areas. This enables NDN packets to be forwarded
based on semantic context, thereby potentially optimizing
the routing paths. Leveraging this semantic-based forwarding
algorithm, the INF-NDN IoT significantly minimizes the
latency required to retrieve the data, as compared to
issuing multiple interests for each content object. For
instance, if the supernode 1 of the < smartlab > in
smart campus generates the majority of lab-related requests
as compared to other nodes. The principal node assigns
< smartlab > as a semantic tag to that supernode
accordingly.

The same applies to the < smartdormitories > supern-
ode 2, which handles the network traffic associated with
dormitories-related Interest/Data.

However, it’s important to note that any supernode is not
exclusively limited to the corresponding semantic tag. The
principal node can assign multiple tags to single super node.

V. USE CASES SCENARIO
We formulate four distinct use case scenarios to elucidate the
concept of tag-assisted supernodes-based forwarding.
· Usecase A: Principal node to supernode communication
(query).
· Usecase B: Supernode to supernode communication.
· Usecase C: IoT devices communication (non-query).
· Usecase D: Assigning multiple tags to a single
supernode.

These use case scenarios serve as practical illustrations to
showcase the effectiveness and applicability of the semantic
tag-assisted supernodes-based forwarding approach in IoT
scenarios. We also assume push-based communication in
INF-NDN IoT, which supports IoT devices to push the
data packet into the network without interest, such as [48].
The forwarding strategy for the use cases is outlined in
algorithms 2. A comprehensive list of all notations employed
in algorithm 2 can be found in Table 2.

A. USECASE A: PRINCIPAL NODE TO SUPERNODE
COMMUNICATION
In this case, the principal node receives an interest packet
from an external disjoint network source. A stepwise
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Algorithm 2 Semantic Tag Assisted Supernodes Based
Forwarding
1: Initialize the network randomly;
2: Np run algorithm 1 for selection of Ns;
3: Apply NLP based LDA to Nn of each Ns;
4: Assign T to each Ns;
5: Initialize the CDB;

6: Use case: A
7: ForPn at Np
8: Check Ft ;
9: If Cn of Pn not found
10: Apply NLP-based text analysis;
11: Optimize the Nn;
12: Perform NLP-based semantic analysis;
13: LDA assign a T to the Nn;
14: Forward the Pn to the relevant Ns;
15: For relevant Ns
16: Removes the T from the Cn;
17: If Packet is Pi
18: Check CS and send the Pd to the reverse path;
19: Else Packet is Pd ;
20: Check the PIT and respond correspondingly;
21: EndIf
22: EndFor
23: EndIf
24: Repeat the process for each Pn at the Np ;
25: EndFor
26: Update the CDB;

27: Use case: B,C
28: ForPn at the Ns
29: For each Pi
30: Check the Ft (CDB-based);
31: If not found in Ft (CDB-based)
32: Send the packet to Np;
33: Repeat process from line 7 to 26;
34: Else Found in Ft (CDB-based)
35: Forward the packet to the relevant Ns;
36: EndIf
37: EndFor
38: For Packet is Pd
39: Send the Packet to the Np;
40: Repeat process from line 7 to 26;
41: EndFor
42: For packet is Ps,s
43: Check if Ps,s is Interest/Data and responds
accordingly
44: EndFor
45: Repeat the process for each Pn at the Ns ;
46: EndFor
47: Update the CDB;

48: Terminate.

TABLE 2. Description of notations.

description of interest and data packet exchange shown in
Fig. 14 is provided as follows
Step 1: The interest packet arrives at the principal node

‘‘P’’ and carries the name of content to be retrieved,
‘‘available/freehostels$for? students_of/
Ph.D’’.

FIGURE 14. Usecase A.

Step 2: Principal node ‘‘P’’ receives the interest.
As this interest is received from the outer disjoint
NDN network, therefore reformatting of such interest
packets is performed. To this end, query optimiza-
tion is performed and LDA is applied to assign the
semantic tag to the optimized query. Afterward, the
principal node ‘‘P’’ reformat interest according to the
format of INF-NDN IoT, which is ‘‘Dormitories
| availablehostelphdstudent’’, where ‘‘Dormi-
tories’’ is semantic tag and ‘‘availablehostel-
phdstudent’’ is optimized query. In Fig. 14,
NLP-based interest is presented in the green box. At this
point, the principal node ‘‘P’’ forwards this interest to the
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corresponding supernode with the same semantic tag as the
interest. To this end, supernode ‘‘D’’ is that corresponding
supernode. It is to be noted that if the semantic tag of the
interest name does not match with the semantic tags of
supernodes, the principal node drops the interest.
Step 3: Supernode ‘‘D’’ receives the interest from the

principal node and checks the local cache, if data is not
found, then supernode ‘‘D’’ checks the FIB and forwards
the interest to its producer child ordinary node whose ID
sign is‘‘//’’. We assume that ordinary nodes are sharing the
content names with parent supernodes by LSA (as mentioned
in section III-D).
Step 4: Ordinary node ‘‘//’’ receives the interest from

supernode ‘‘D’’ and responds to the data packet against
requested interest.
Step 5: Supernode ‘‘D’’ receives the data packet from

ordinary node ‘‘//’’. It may cache the data into its CS
and forward it back to the principal node ‘‘P’’. As all
supernodes share the common CDB, supernode ‘‘D’’ sends
LSA messages to update the neighbor supernodes about this
change in CDB, as presented by purple arrows in Fig. 14.
Step 6: “Dormitories | availablehostels

phdstudent | 8” is received from supernode ‘‘D’’
where ‘‘8’’ is the requested content (i.e., available hostels
phd students), as presented in the red box in Fig. 14. At this
point, the format of the data packet is according to INF-NDN
IoT, as presented in the red box. Now, the principal node ‘‘P’’
again converts the format of the data packet into the same
format in which its interest was received and sends it back to
the internet by reverse path.

It is to be noted that data ‘‘8’’ is included in the namespace
to only present the workflow. In simulations, data is not
placed within the namespace field of the data packet. The
rationale is that the data packet format has a separate field
for the placement of data.

B. USECASE B: SUPERNODE TO SUPERNODE
COMMUNICATION
In this case, multiple scenarios demonstrate efficient
inter-supernode communication within the smart campus IoT
network where the supernodemay fetch the data from another
supernode.
Step 1: As explained in Fig. 15, where the user connected

to the child ordinary node whose ID sign is ‘‘#’’ requests an
interest packet. The name of interest is ‘‘od# / sports
| sectionBstrength ’’, where ‘‘#’’ is the ID of
the ordinary node, ‘‘sports’’ is the semantic tag of
parent supernode and ‘‘sectionBstrength’’ is the query,
as shown in the red box in Fig. 15.
Step 2: Supernode ‘‘S’’ receives the interest. If the

requested data in not present in the cache of supernode
‘‘S’’, then supernode ‘‘S’’ checks its CDB-based FIB.
If the longest prefix algorithm cannot find the query
‘‘sectionBstrength’’ in CDB-based FIB, supernode
‘‘S’’ forwards interest to principal node ‘‘P’’, repeating steps
2 to 5 from use case A. On the contrary, if the longest
prefix matches the name, supernode ‘‘S’’ finds the query

FIGURE 15. Usecase B.

‘sectionBstrength’’ in CDB-based FIB, and data is
available on supernode ‘‘C’. Supernode ‘‘S’ removes the
ordinary node ID ‘‘#’’ from the format of the packet. It is
to be noted that an ordinary node ID is not required for
supernode-to-supernode communication. The rationale for
removing ordinary node ID is to obey the data-oriented nature
of NDN. Supernode ‘‘S’ forwards the interest to supernode
‘‘C’. Supernode ‘‘C’’ receives the interest and checks the local
cache.

If requested data is not present in the cache of supernode
‘‘C’’, then supernode ‘‘C’’ forwards the request to producer
child ordinary node ‘‘$’’.
Step 3: Ordinary node ‘‘$’’ receives the interest from

parent supernode ‘‘C’’ and responds to the data packet against
the requested interest.
Step 4: Supernode ‘‘C’’ receives the data packets, caches

into CS, and sends LSA to neighbor supernode ‘‘A’’ to keep
CDB updated.
Step 5: Supernode ‘‘C’’ removes the ordinary id ‘‘$’’ from

the format and forwards the data packets by the reverse path
to supernode ‘‘S’’.
Step 6: Supernode ‘‘S’’ caches the data to its CS and

forwards the data packet to ordinary node ‘‘#’’, where
the requester is attached. Data packet “od# / sports
| section strength | 23” is received by ordinary
node ‘‘#’’ where 23 is the only presentation of data but placed
into another field of the data packet.

C. USECASE C: IOT DEVICES COMMUNICATION
Within a smart campus, an array of IoT devices are usually
deployed across various zones, such as the smart library and
smart agriculture. Consider a use-case scenario (as shown
in Fig. 16) where two distinct sensing devices want to
communicate with each other.

Since their communication is solely based on exchanging
digital readings, such as temperature and humidity, without
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FIGURE 16. IoT devices communication.

any additional context, the generated names are context-free,
as presented in Table 3. Therefore, in this instance, non-
query-based communication will take place.

TABLE 3. Interpretation of non-query in INF-NDN IoT.

A stepwise description of interest and data packet exchange
shown in Fig. 15 is provided as follow:
Step 1: As explained in Fig. 16 (smart agriculture area in

smart campus), child ordinary node ‘‘&’’ of supernode ‘‘A’’
generates and forwards the interest to parents supernode ‘‘A’’
Step 2: Supernode ‘‘A’’ receives the interest from

ordinary nodes, removes the ordinary node’s id ‘‘&’’.
In essence, received interest’s name is changed to
format of supernode to supernode communication,
“agri /water_level_DHT22_25” where, ‘‘agri’’
is the semantic tag of parent supernode and
‘‘water_level_DHT22_25’’ shows the type of requested
data (non-query) related towired based sensor ‘‘DHT22_25’’,
as presented in the green box in Fig. 16. To this end,
supernode ‘‘A’’ does not forward this interest to the principal
node ‘‘P’’. Supernode ‘‘A’’ don’t have the requested data in
the cache and check CDB-based FIB with the help of the
longest prefix match algorithm. According to the CDB-based
FIB, data against requested content is placed on supernode
‘‘G’’ which is one hop away. Supernode ‘‘A’’ forwards this
interest to supernode ‘‘D’’.

Step 3: Supernode ‘‘D’’ receives the interest, also doesn’t
have the requested data in the cache, and checks the CDB-
based FIB. Data against requested content is placed on
supernode ‘‘G’’ which is now the neighbor node of supernode
‘‘D’’. Supernode ‘‘D’’ forwards the interest to supernode ‘‘G’’.
Step 4: Supernode ‘‘G’’ receives the interest packet and

either checks whether the content has already been generated
or senses the environment in real-time. Afterward, supernode
‘‘G’’ stores the data in CS, inserts an entry in CDB-based FIB,
and sends back the data to supernode ‘‘D’’.
Step 5: Supernode ‘‘D’’ receives the data, stores it in CS,

updates the CDB, and forwards the data to supernode ‘‘A’’.
Now, CDB is again updated. Therefore, supernode ‘‘D’’ also
sends LSA to update supernode ‘‘S’’ about the change in
CDB.
Step 6: Supernode ‘‘A’’ receives the data, stores it in CS,

updates CDB, sends LSA to neighbor supernode ‘‘C’’, and
forwards the data to child ordinary node ‘‘&’’, as presented in
the red box in Fig. 16.

D. USECASE D: ASSIGNING MULTIPLE TAGS TO A SINGLE
SUPERNODE
INF-NDN IoT considers random and dynamic traffic gen-
eration. However, it is important to note that the location
of supernodes, ordinary nodes, and principal nodes remains
static. When a consumer/producer switches to a different
supernode or ordinary node and initiates communication,
the entire network is promptly informed due to CDB. For
instance, if students associated with the< smartclassroom >

tags are switched to < smartlibrary > supernode, it would
imply that a single supernode is managing traffic for
two distinct tags. Therefore, the principal node will add
one more tag < smartclassroom > to supernode <

smartlibrary >. Now supernode < smartlibrary > will
deal as dual tag < smartclassroom_library >. In this
situation, all classroom-related traffic would be forwarded to
< smartclassroom_library >.

VI. EXPERIMENTAL ANALYSIS
This section aims to assess the tradeoffs of the INF-NDN
IoT system by conducting a comprehensive simulation study.
We aim to compare its performance with the state-of-the-
art scheme SICN [32] (briefly discussed in section II-C).
We begin by describing our simulation setup and subse-
quently present the results obtained from our simulations.

A. EXPERIMENTAL SETUP
In our simulation setup, we implement INF-NDN IoT
in Python using python-NDN [49], pyndn2 [50], and
NLTK [51]. Ten different semantic tags are obtained from
LDA. LDA is trained over 1500 NDN IoT content names
that are relevant to the target supernode. The network model
includes a total of sixteen nodes. All the nodes follow
wired-based communication model. Five out of sixteen nodes
are supernodes converged due to CDB. Four out of sixteen
nodes are randomly selected as consumer nodes and two
nodes are publishers. The transmission range of ordinary
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nodes is limited to one hop (i.e., to the supernode they are
associated with). The principal node is limited to supernodes
in the network(i.e., to the supernodes they are associated
with). The principal node is located in the center of the
network and is reached by its supernodes. In simulation study,
we considered the following evaluation metrics.

1) Name Length: Total characters in the names of
interest/data packets.

2) Name Memory Utilization: Memory utilization by
names of interest/data packet.

3) Retrieval Time: Total amount of time the interest packet
takes to successfully reach the producer, time taken by
the producer to process, and Data packet to reach back
to the requester.

4) Number of Hops: It refers to the count of intermediary
nodes that packets traverse between the provider and
consumer.

5) Intrest Satisfaction Rate: Total number of Data pack-
ets successfully retrieved to interest packets in the
network.

6) Query Satisfaction Rate: Ratio of total successfully
satisfied data against a total of query-based interest
sent.

7) Energy Consumption: The aggregate energy is utilized
by the nodes for the transmission of the interest packet.

FIGURE 17. Content name length.

B. EXPERIMENTAL RESULTS
1) NAME LENGTH
The average name length as a function of a number of content
names (interest and data) can be visualized in Fig. 17. Results
demonstrate that the average length of content names is
decreased by approximately 40.05% compared to SICN. The
rationale is that SICN does not incorporate any mechanisms
to shorten the length of content names. In contrast, INF-NDN
IoT effectively reduces the character count of content names
by leveraging various NLP techniques such as data cleaning,
normalization, abbreviation, stemming, stopword removal,
and segmentation.

Our findings demonstrate the effectiveness of incorporat-
ing NLP techniques in streamlining content names, resulting
in more concise names. It is to be noted that name lengths
are related to entries of content names in CDB-based FIB.
The name length does not include the semantic tag. The
rationale behind this is that INF-NDN IoT removes the tag
while creating an entry in the CDB-based FIB.

2) NAME MEMORY UTILIZATION
Memory utilization is directly proportional to the length
of names. A larger length of NDN name increases the
memory footprints. Fig. 18 demonstrates the relationship
between memory utilization (in megabytes) of content names
and the total number of content names with respect to
INF-NDN IoT and SICN. Results show that INF-NDN IoT
improves memory utilization by harnessing the capabilities
of NLP, resulting in shorter content names. INF-NDN IoT
does not introduce extra components or information in
the structure of the NDN name. On the contrary, SICN
incorporates additional identifiers, increasing its overall
length and memory footprint. In addition, SICN also includes
longer and more descriptive names and repetitions of ‘‘/’’
or ‘‘$’’. These extra characters increase the overall memory
utilization.

FIGURE 18. Content name memory.

3) NUMBER OF HOPS
Fig. 19 shows the average no of hops count on the y-axis
as a function of the number of nodes on the x-axis. Results
demonstrate that the INF-NDN IoT reduces the number of
hops required to reach the destination. One core reason for
the reduction in the number of hops is that all supernodes are
assigned semantic tags and share CDB. Due to the semantic
tags, supernodes perform semantic and selective forwarding.
Semantic-based forwarding enables supernodes to select
interfaces aligning with the specific semantic requirements
of the transmitted data.

As a result, not all nodes participate in packet forwarding.
By involving fewer nodes in the forwarding process, the
number of hops a packet needs to traverse is 4 when overall
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FIGURE 19. Average number of hop counts.

FIGURE 20. Interest energy consumption.

network nodes are 16. If numbers of nodes are increased to
50, the average hop count for INF-NDN IoT is 10. On the
contrary, SICN’s average hop count is 7 and 15 when a total
number of nodes is 16 and 50 respectively, which is more than
INF-NDN IoT. SICN forwards data on behalf of matching
IDs, namely, geo, semantic, and publisher IDs.

In the scenario of mismatching IDs ormobility of publisher
and consumer, SICN performs broadcasting. As a result, the
average hop count is increased.

4) ENERGY CONSUMPTION
Total energy consumption as a function of the number of
interest packets is illustrated in Fig. 20. INF-NDN IoT
consumes less energy than SICN in the case of forwarding
interest packets. The reason is that the principal node
forwards the interest packet to the producer supernode. Same
as, all ordinary nodes directly communicate with supernodes,
eliminating the need for any intermediate node. In the
worst case, if the supernode doesn’t have data, supernodes
directly forward the interest packet to the producer supernode
due to CDB. This also minimizes the intermediate nodes.
As a result, INF-NDN IoT prevents the occurrence of

FIGURE 21. Interest satisfaction rate.

FIGURE 22. Query satisfaction rate.

broadcast storms and minimizes collisions in the network.
Consequently, the overall energy consumption across the
network is significantly reduced. In contrast, SICN uses
a hybrid approach. It efficiently handles interest flooding
by matching three-dimensional IDs. If there’s a match,
forwarding occurs smoothly; otherwise, SICN broadcasts
the interest when IDs don’t match. As a result, the energy
consumption of SICN is higher than INF-NDN IoT.

5) INTEREST SATISFACTION RATE
Fig. 21 shows the relationship between interest packets and
ISR. we increase interest packets from 0 to 25 per second.
Results show that INF-NDN IoT performs better. The reason
is that INF-NDN IoT directly fetches the content from the
producer. The principal node directly forwards the interest
packet to the relevant producer or supernode and fetches
the data without involving intermediate nodes. This semantic
awareness leads to a higher interest satisfaction rate as it
improves the precision and accuracy of data retrieval. On the
contrary, SICN does not explicitly incorporate semantic tags
in the NDN name. It primarily focuses on publisher ID
and geographical information and broadcasts in the worst
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case, thus decreasing the interest satisfaction rate. SICN
schemes involve multiple intermediate forwarders in the
communication, causing congestion and collisions in the
network and thus decreasing ISR.

6) QUERY SATISFACTION RATE
Fig. 22 illustrates the query satisfaction rate against query-
based interests. Results demonstrate that INF-NDN IoT
achieves a higher satisfaction rate as compared to SICN. The
reason is a correlation between semantic tags and supernodes.
The correlation between tags and supernodes has categorized
the smart campus network into distinct contextual smart
areas, each of which is identified by its corresponding tags.
The contextual nature of the query-based interest name is
used by the principal node in forwarding the interest to
the supernode that shares the same semantic tag. As a
result, semantic data retrieval is achieved which is directly
proportional to the query satisfaction rate. On the contrary,
SICN only supports query satisfaction rate when semantic
ID is matched either with geo ID or publisher ID in the
forwarding table. Otherwise, SICN does not provide semantic
data retrieval if there are non-semantic IDs to match.

7) INTEREST RETRIEVAL TIME
Interest retrieval time (IRT) results of INF-NDN IoT and
SICN are illustrated in Fig. 23. We increase the number of
interest packets from 0 to 25 per second. Results clearly
demonstrate that INF-NDN IoT shows a substantial reduction
in retrieval time. The reason is that INF-NDN IoT develops
query optimization mechanisms enriched with semantic tags.
Optimized query directly goes to the relevant supernode with
the same semantic tag and fetches precise and most relevant
data. In this way, the delay associated with retrieving the
identical data packet is significantly reduced compared to
sending multiple interest requests. This obviates the need
for multiple, separate interest requests for each individual
data packet. Overall, INF-NDN IoT outperforms the SICN
with 78% to 90% in retrieval time. On the contrary, SICN
consumes additional time on every node in the calculation
of matching ID. In SICN, the geographic IDs of publishers
and consumers are changed with their physical mobility (not
network or channel mobility).

In addition to exploring the scalability of INF-NDN IoT,
we choose IRT as a scalability metric. We increased the
number of interest packets in increments of 50. We observed
that with each increment of 50 interest packets per second,
the IRT increased by an average of 0.06 second. Therefore,
it is important to note that our solution does not introduce
significant overhead with the increasing number of interest
packets, as measured by IRT.

The rationale for selecting IRT as a scalability metric is
that the proposed scheme is specifically designed for small
IoT environments. INF-NDN IoT is well-suited for networks
where traffic can be categorized into distinct semantic areas,
a capability that is not feasible in very large-scale networks
such as [52] and [53].

FIGURE 23. Interest retrieval time.

VII. CONCLUSION AND FUTURE WORK
In this article, we proposed INF-NDN IoT for intelligent
naming and forwarding. To accomplish this, INF-NDN IoT
applies NLP to optimize the content names and remove name
ambiguities. Afterward, semantic information is obtained
from content names, and semantic tags are assigned.
In parallel, INF-NDN IoT finds the set of backbone nodes
in the network called supernodes, to support semantic-
assisted forwarding. These supernodes are also assigned
semantic tags to develop a correlation between naming and
forwarding. To demonstrate the proposed methodology’s
effectiveness, the principal node is responsible for the
selection of supernodes and NLP-based functionalities.

As demonstrated by the results, the principal node
effectively resolves any name ambiguity in the content name
and forwards the interest packet based on the semantics of
the content names. In addition, INF-NDN IoT reduces the
average content name’s length up to approximately 40.05%
and memory utilization by removing unnecessary characters
from content names. INF-NDN IoT surpasses the target
scheme with 70 to 90% in retrieval time. Moreover, the
proposed scheme also achieves a higher interest satisfaction
rate and lower energy consumption, thus outperforming the
state-of-the-art benchmark.

The architecture of INF-NDN IoT meets the essential
needs for the basic requisites of NDN IoT. However,
it marks just the initial stage of developing a concrete
NDN-based architecture for IoT. Many important aspects
remain unexplored in this scheme andwill be addressed in our
future work. One of these challenges is the scalability in terms
of infrastructure. The scope of INF-NDN IoT is currently
limited to small-scale environments, where ICN network
traffic can be categorized into distinct semantic groups. This
semantical categorization also presents scalability challenges
in maintaining smooth and frequent communication across
interdomain networks. Currently, only the principal node
handles naming tasks and assigns semantic tags. Introducing
hundreds of supernodes also requires hundreds of semantic
tags in the network. In addition, it is not feasible to
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semantically categorize all nodes in a very large-scale
network. Therefore, the implementation of INF-NDN IoT
on a very large-scale network which includes thousands of
network nodes is yet to be resolved. To address this, we plan
to develop a universal semantic naming and forwarding
scheme designed to facilitate effective communication across
domains. We also intend to create a decentralized intelligent
method in the future that can operate independently at the
local level. Moreover, the semantic evaluation of CS and PIT
also has been deferred to future work.
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