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ABSTRACT Traditional Chinese medicine (TCM) named entity recognition for supporting downstream
tasks is receiving increasing attention. However, mainstream named entity recognition models applied
to the TCM domain are still affected by the following two challenges: lack of domain knowledge and
imbalance between entity classes. Therefore, we propose ANeTCM, a model that enhances both domain
knowledge and inter-entity balance. Specifically, we first use a large number of TCM medical case data
to continuously pretrain Roberta and enhance its domain knowledge. Secondly, the sequence annotation is
converted into a machine reading comprehension task, and gated linear units are incorporated to further
enhance the model’s feature learning capability. Finally, the weights of the samples are adjusted using a
normal distribution to address the imbalance of entity classes. We conducted extensive experiments on two
TCM named entity recognition datasets and selected several competitive models. The experimental results
show the effectiveness of our model.

INDEX TERMS Traditional Chinese medicine, named entity recognition, machine reading comprehension,
gated linear units, normal distribution.

I. INTRODUCTION
Traditional Chinese medicine (TCM) represents thousands
of years of Chinese medical tradition, and it is of great
significance to protect and preserve this precious cultural
heritage [1]. By better organizing and recording information
on herbs, remedies, and names of diseases in traditional
Chinese medicine, it helps to preserve and pass on traditional
knowledge. Chinese medicine still has a wide range of
applications in contemporary medical and pharmaceutical
research [2]. Combining traditional Chinese medicine with
modern medicine promotes the modernization of Chinese
medicine and improves therapeutic efficacy. While herbs and
medicinal plants in traditional Chinese medicine may contain
potential new drugs, the identification and collation of these
plant or animal resources can greatly expedite the research
and development of new drugs.
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Named entity recognition (NER), an important fundamen-
tal task in natural language processing (NLP), is applied
to many unstructured texts [3]. In recent years, NER tasks
have achieved good performance based on the pre-trained
model BERT [4], [5]. Applying NER technology in TCM
is helpful for supporting downstream tasks, such as TCM
knowledge graph construction [6] and Q&A [7]. This can
effectively promote the development of TCM in modern
times. However, traditional Chinese medicine named entity
recognition (TCM-NER) [8], as a special field in NER,
is characterised by its specialisation, leading to the fact that
generic NER methods cannot be well adapted to the TCM-
NER task. Continuous pre-training is widely used in the
professional field to enhance domain knowledge [9]. The
era of large model based also helps in acquiring domain
knowledge and learning [10].
However, there is currently no specialized large model in

the TCM-NER domain, and training large models heavily
relies on hashrate resources. At the same time, the imbalance
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in the category of TCM entities can worsen the decline in
recognition performance. As a result, we faced the following
limitations when conducting the TCM-NER task: (1) The
model’s lack of knowledge about the domain leads to an
inability to efficiently identify specialized entity classes.
(2) The problem of imbalance in the TCM-NER task’s entity
classes exacerbates the difficulty of identifying sparse entity
classes.

To address the above issues, we propose ANeTCM,
a model that improves domain knowledge and achieves
a balance among entity classes. We obtained TCM-BERT
by continuously pre-training Roberta [11] using a large
amount of medical case data,1 thereby acquiring a substantial
amount of domain knowledge. The model feature learning
capability is then further enhanced by machine reading
comprehension [12] and gated linear units [13]. Finally, the
loss function is improved by drawing inspiration from the
normal distribution function in order to enhance the ability
of recognizing sparse entity categories.

Experiments show that ANeTCM is effective for TCM-
NER tasks. We conducted comparative experiments on the
two datasets provided by the ‘‘Chinese Medicine Instruc-
tion Manual Entity Recognition Challenge’’2 and GitHub.3

Our approach achieves a significant performance improve-
ment compared to several competitive models. Specifically,
we make the following contributions:

• We introduce the ANeTCM, A model for enhancing
TCM-NER domain knowledge and balancing entity
classes. This approach improves TCM entity class
recognition performance in TCM-NER tasks.

• The experiments showed that ANeTCM was more
effective than generic NER model in the TCM-NER
task.

• Wemodel outperforms other pre-trainedmodels and loss
functions in the TCM-NER task.

II. RELATED WORK
Traditional NER methods are classified into probabilistic
statistical models [14] and deep learning models [15], [16].
In recent years, deep learning-based models have made sig-
nificant advancements. Converting the NER task to an MRC
task enhances the feature learning capability of the model by
introducing external knowledge [12], [17]. As the field of
NER has become more specialized, generic approaches no
longer fulfill the requirements of specific domains. Zhang
et al. [18] proposed a distant supervision via back-labeling
approach for the TCM-NER task. Xu et al. [19] proposed
a character-level based approach for recognizing named
entities in Chinese medicine. Ma et al. [20] proposed a multi-
granularity text-driven NER model based on Conditional
Generative Adversarial Network (MT-CGAN) to implement
TCM-NER using a small annotated corpus. Ma et al. [21]

1https://www.yiankb.com/
2https://tianchi.aliyun.com/competition/entrance/531824/information
3https://github.com/cshan-github/TCM_NER_datasets

proposed a TCM-NER model with lexicon information and
text local feature enhancement of text. We employ the MRC
architecture as the backbone network for our ANeTCM
model.

With the advent of the pre-trained model era [22],
models have been able to achieve good performance on
domain tasks. Roberta [11] achieves significant performance
improvement across NLP tasks by increasing the amount
of data used for training and eliminating the next sentence
prediction objective from the BERT model. Lawformer [23]
is pre-trained for the legal text domain and significantly
improves the performance of natural language processing
tasks in the legal domain. Liu et al. [24] proposed a two-stage
transfer learning model to generate TCM prescriptions from
a few medical records and TCM documentary resources.
However, pre-training models for TCM-NER tasks are
currently lacking or not available as open source.

Meanwhile, the imbalance in entity categories has been a
challenge for the NER task [25], [26] introduced a smoothing
factor based on the cross-entropy function to reduce the
contribution of the weights of the easily recognizable
samples. Li et al. [27] propose a gradient equalisation
mechanism that performs a corresponding normalisation
based on the proportions of the sample gradient mode-length
distributions, allowing for a more balanced contribution of
the various types of samples to the updating of the model
parameters. In order to achieve a more balanced distribution
of data, various methods have been proposed to over-sample
the minority categories [28] and under-sample the majority
categories [29].

However, the studies conducted by the aforementioned
researchers on domain knowledge and data imbalance have
not been incorporated into the TCM-NER task, taking
into account the specific characteristics of the domain.
We propose the ANeTCM model for TCM-NER, which
enhances the benefits of TCM in terms of domain knowledge
acquisition and balancing entity classes.

III. METHOD
Our ANeTCM approach utilizes large amount of medical
case data to continuously pretraining model, and convert the
sequence labelling task into a machine reading comprehen-
sion task (see Figure 1). We detail the methodology in this
follows.

A. READING COMPREHENSION DATA LABELLING
We are building a machine reading comprehension model
based on a large-scale pre-trained BERT model. Given an
input X = x1, x2, . . . , xn, where n is denoted as the nth word
in the sentence, and then every phrase is found in X . Firstly,
the dataset is converted into a ternary form of (Q,A,C),
where Q denotes the question generation template, A uses
xstart,end to denote the start and end positions of the entities
in the sentence, and C represents the input text. Second,
a problem q = q1, q2, . . . , qm is generated for the TCM
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TABLE 1. Conceptual description of all entities.

entity, where m is denoted as the mth word in the problem.
A triple (qy, xstart,end ,X ) can be obtained by generating a
problem qy. Therefore, we constructed the problem of prior
knowledge of entities using entity definitions, as shown in
Table 1.

B. ANETCM FRAMEWORK
Our model mainly consists of three modules: continuously
pre-training module, feature extraction Module and normal
distribution sampling module.

1) CONTINUOUSLY PRE-TRAINING
We proposed continuous pre-training module that builds
upon a foundational pre-trained language model, such as
BERT (Bidirectional Encoder Representations from Trans-
formers) or its derivatives. The core idea is to further
pre-train this model on a large corpus of medical case
texts, which are rich in TCM-specific terminology and

context. This process can be mathematically represented as
follows:

Given a pre-trained language model M0 with param-
eters θ0, we aim to optimize these parameters through
additional training on a TCM-specific corpus DTCM . The
objective is to minimize the loss function L over the corpus,
thus refining the model parameters to θTCM :

θTCM = argmin
θ
L (M(θ ),DTCM ) (1)

The corpus DTCM consists of annotated medical case
reports, clinical notes, and other relevant documents sourced
from various TCM institutions and publications. Each
document in the corpus is tokenized and processed to
align with the input requirements of the pre-trained model.
Special attention is given to the accurate representation of
TCM-specific entities such as drug, syndromes, symptoms,
and food.
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The continuous pre-training involves a multi-step proce-
dure. We employ the MLM objective, where certain tokens
in the input are masked, and the model is trained to predict
these tokens based on the surrounding context. Formally, for
a given sequence X = x1, x2, . . . , xn, a subset of tokens xm is
masked, and the model aims to maximize the likelihood:

LMLM = −

∑
x∈xm

logP
(
x|x\m; θ

)
(2)

Additionally, the NSP task is incorporated to enhance the
model’s understanding of sentence-level coherence. Given
two sequences xA and xB, the model is trained to predict
whether xB follows xA:

LNSP = −

∑
(xA,xB)

logP ( isNext |xA, xB; θ) (3)

2) FEATURE EXTRACTION
The feature extraction module is designed to leverage the
strengths of MRC and GLUmodels to effectively capture and
utilize the intricate features present in TCM texts. This hybrid
approach ensures a robust representation of contextual and
domain-specific information, which is essential for accurate
NER.

The MRC model is employed to understand and extract
relevant information from the text by posing it as a question-
answering task. Given a context C and a query Q, the MRC
model predicts the start and end positions (s, e) of the answer
span within the context. The probability distributions for the
start and end positions are computed as:

Ps = softmax (Ws [h1,h2, . . . ,hn]) (4)

Pe = softmax (We [h1,h2, . . . ,hn]) (5)

where hi represents the hidden state of the context at position
i. Ws and We are learnable weight matrices.

GLU models are used to further refine the extracted
features by gating mechanisms that control the information
flow. The GLU layer can be defined as:

GLU(X) = (X · W1 + b1) ⊙ σ (X · W2 + b2) (6)

where X is the input feature matrix, W1 and W2 are
weight matrices, b1 and b2 are bias vectors, σ is the
sigmoid activation function, and ⊙ denotes element-wise
multiplication.

The integration of MRC and GLU models involves a
multi-stage process where the MRC model first extracts
preliminary features from the TCM text. These features are
then passed through the GLU layers to refine and enhance
their representation.

3) NORMAL DISTRIBUTION SAMPLING
The normal distribution-based (ND) loss function is designed
to address class imbalance by assigning different weights to
the loss contributions from different classes. The probability
density function (PDF) of the normal distribution is used to
calculate these weights. Given the logits y produced by the

model, the softmax output y̌ is adjusted using the normal
distribution:

ytrue normal =

 f (0;ytrue,σ )
f (0;ytrue,σ )+f (1;ytrue,σ )

,

f (1;ytrue,σ )
f (0;ytrue,σ )+f (1;ytrue,σ )

 (7)

where f (x; yture, σ ) represents the probability density func-
tion (PDF) of the normal distribution. Here, x is a discrete
value (0 or 1 in this case), yture is the true label, and σ is the
standard deviation of the distribution.

f (x; µ, σ ) =
1

√
2πσ 2

exp
(

−
(x − µ)2

2σ 2

)
(8)

where µ is the mean and σ is the standard deviation.
The weighted loss function is then defined as:

Lweighted_normal
(
ytrue, ŷ

)
= −w0 · ytrue_normal[0] · log(ŷ[0])

− w1 · ytrue_normal[1] · log(ŷ[1])

(9)

where w0 and w1 are weights derived from the normal
distribution to balance the loss contributions.

IV. EXPERIMENTAL AND ANALYSIS
In the following, we evaluate it on the two TCM-NER
datasets and compare it with other competitive models.
Finally, we present the experimental results and the experi-
mental results are all model replication results.

A. DATASETS
In order to verify the effectiveness of our method, we con-
ducted experimental comparisons on the two TCM-NER
datasets. The two datasets are publicly available datasets
provided by the TCM-NER Big Data Competition and
GitHub. We counted the number of each type of entity
in the data, as shown in Figure 2 and Figure 3. The
TCM-SYN dataset include drug ( ), drug ingredient
( ), disease ( ), symptom ( ), syndrome
( ), disease group ( ), food ( ), food group
( ), person group ( ), drug group ( ),
drug dosage ( ), drug taste ( ) and drug
efficacy ( ). The TCM-DIS dataset include SYM
( ), CAU ( ), HER ( ), PRE ( ), EFF ( ).
In our experiments, we converted the original dataset into the
format required by the MRC task, dividing the ratio by 8:2.

B. APPROACHES COMPARED
We compared the proposed ANeTCM framework with the
following baseline and competitive models. At the same time,
experimental comparisons were also made between other
pre-trained models and algorithms used to mitigate sample
imbalance.

• Baseline models: This method incorporates classical
baseline models including BiLSTM-CRF [30], BERT-
softmax [22], BERT-BiLSTM-CRF [31] and MRC [12].

• Competitive models: These three competitive models
are applied to the public and TCM-NER domains,
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FIGURE 1. The architecture of the ANeTCM.

FIGURE 2. Statistical chart of the TCM-SYN dataset.

respectively. Yan et al. [32] proposed formulating the
NER subtask as a task of generating entity-spanning
sequences and addressing it using a unified sequence-
to-sequence (USTS) framework. The PIQN model [17]
establishes a globally learnable instance query, elim-
inating the need for an external knowledge base and
manual construction of instance queries to extract

FIGURE 3. Statistical chart of the TCM-DIS dataset.

entities from sentences in a parallel manner. Zhao et al.
[33] proposed a dynamic optimisation-based ensemble
learning (DOEL) approach for Chinese medicine named
entity recognition.

• Pre-train models: This comparison of pre-trained
models on the included BERTbase [22], BERTwwm [34],
Roberta [11], Macbert [35].
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• imbalance algorithms: The loss balance algorithms
included BCEloss, Focalloss [26], GHMloss [27] and
DOELloss [33].

Our model and baseline models were implemented with
Pytorch on a server with one A100. To ensure fair com-
parisons, we applied the same hyper-parameter setting used
by [33] for all of the methods. The hyper-parameters are
shown in Table 2. The evaluation indicators mainly use
Precision (P), Recall (R) and F1. Recall represents the ratio
of true positives among all actual positives, precision denotes
the ratio of true positives among all predicted positives,
and F1 score represents the harmonic mean of recall and
precision.

TABLE 2. Hyper-parameters used in all models.

R =
TP

TP+ FN
(10)

P =
TP

TP+ FP
(11)

F1 =
2−P− R
P+ R

(12)

where TP represents true positive, FN represents false
negative, and FP represents false positive.

C. EXPERIMENT RESULTS
1) MAIN EXPERIMENTAL ANALYSIS
To validate the effectiveness of our model for the TCM-
NER task, we compared other mainstream models and the
experimental results are shown in Table 3.

Firstly, we compared different classical models BiLSTM-
CRF,BERT-softmax, BERT-BiLSTM-CRF and MRC on the
TCM-SYN and TCM-DIS datasets, which achieved state-of-
the-art performance. The reasons are as follows: (i) methods
such as BiLSTM-CRF, BERT-softmax and BERT-BiLSTM-
CRF perform well in general-purpose NER tasks, but the
terminology and linguistic structure of the TCM domain
are unique. These methods rely on pre-trained general-
purpose language models and cannot fully utilize domain-
specific information. By introducing the MRC mechanism,
we can transform the NER task into a Q&A question
and utilize the question template to effectively guide the
model to focus on domain-specific entities. This approach
is especially well-suited for handling intricate terminology
in the TCM domain. (ii) BERT, as a pre-trained deep

learning model, effectively captures contextual information
through a bidirectional Transformer structure. However,
BERT, when combined with softmax or BiLSTM-CRF, still
struggles to handle long-distance dependencies and complex
contexts, despite its advancements in sequence annotation.
The strategy of combining with MRC enhances the model’s
recognition ability in complex contexts by guiding the
model to understand entity relationships in specific contexts
through constructive questions. Additionally, GLU further
assists the model in effectively filtering and controlling
the information flow when dealing with long sequences,
thereby enhancing the model’s ability to understand and
remember the context. (iii) The loss functions of traditional
Named Entity Recognition (NER) models mainly consist of
cross-entropy or Conditional Random Field (CRF) losses.
However, these may not be effective in handling category
imbalance or complex sequences. We have developed
an enhanced loss function within the MRC framework,
integrated with domain knowledge, to effectively address
the challenges of category imbalance and intricate entity
boundary identification. By weighting different categories
and boundaries during the training process, the model can
more accurately identify named entities in the TCM domain.

Secondly, We compared the mainstream models USTS,
PIQN and DOEL and also obtained state-of-the-art perfor-
mance. The reasons are as follows: (i)Compared toUSTS and
PIQN, although they both performwell in the generic domain,
they do not incorporate the domain-specific characteristics
required for TCM named entity recognition. (ii) Although
DOEL improves the loss function by incorporating TCM
named entity recognition features, it still fails to address the
lack of domain knowledge, resulting in amodel that is inferior
to ours in terms of recognition performance.

2) BASELINE PRE-TRAINING MODEL EXPERIMENTAL
ANALYSIS
The lack of domain knowledge leads to poor recognition
performance. Therefore, we have utilized various baseline
models for experimental comparisons to confirm the effec-
tiveness of pre-training through continuous pre-training,
as shown in Table 4.

We can see that compared to other pre-trained models,
we obtained the highest performance by using a large amount
of medical case data for continuous pre-training. We are
state-of-the-art compared to other pre-trained models. The
reasons are as follows: (i) The medical case data contains
rich TCM-related terminology and expressions. The model
is pre-trained on this domain-specific data to better capture
the linguistic features and expertise in the TCM domain.
(ii) Continuous pre-training enables the model to understand
the context and usage of TCM-related words more deeply,
and improves the accuracy of themodel in recognizing named
entities. (iii) By pre-training on specialized domain data,
the model implicitly learns the TCM knowledge system and
logic, enhancing the accuracy and consistency of named
entity recognition.
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TABLE 3. Comparative experimental results of different mainstream models.

TABLE 4. Comparative experimental results of different baseline models.

3) COMPARATIVE EXPERIMENTAL ANALYSIS OF LOSS
FUNCTIONS
At the same time, we aim to further verify the effectiveness
of our proposed loss function in mitigating data imbalance.
We conducted an experimental comparison with other loss
functions, as shown in Table 5.

From the table, it can be seen that our proposed loss
function obtains state-of-the-art performance compared to
other loss functions. The reasons are as follows: (i) The cross-
entropy loss function is one of the most commonly used loss
functions, but it lacks a specific mechanism to address data
imbalance. When the categories are unbalanced, the model
will tend to make better predictions for the majority class and
ignore the minority class. This leads to poor identification
of rare classes by the model. (ii) Focal loss alleviates this
problem to some extent. It reduces the influence of the
majority class samples by giving greater weights to the
difficult-to-classify samples, thus improving the recognition
accuracy of the minority class. However, the Focal loss
function is still limited in its effectiveness when dealing with
extremely unbalanced data, as it cannot fully address the
issue of scarcity of minority class samples. (iii) GHM loss
enables challenging-to-train samples to receive more focus
by adjusting the gradient. This method partially balances the
importance of the samples; however, in practice, tuning the
parameters of GHM is more complex, and the impact is not
always significant when handling extremely imbalanced data.

Therefore, this enhanced loss function not only effectively
addresses the data imbalance issue but also enhances the

model’s capability to identify samples from minority classes.
This suggests that by analyzing the data characteristics
in detail and combining the advantages and disadvantages
of each loss function, our new loss function is able to
better balance the imbalance phenomenon in the data of
TCM named entities recognition, thus improving the overall
recognition effect.

4) ANALYSIS OF ABLATION EXPERIMENTS
We conducted ablation experiments in order to verify the
validity of each module of the model, as shown in Table 6.

We found that the various modules of the model were
effective in improving the model performance. The reasons
are as follows: MRC provides powerful context-awareness
and fine-grained semantic analysis, enabling the model to
understand and answer complex questions more accurately.
Second, GLU selectively conveys essential information
through its gating mechanism, filters out irrelevant noise,
and introduces non-linear factors to enhance the expressive
capacity and learning efficiency of the model. This also
helps to alleviate the issue of gradient vanishing, ensuring
the stability of the training process. Finally, the enhanced
loss function is optimized specifically for the particular
task. This enables better handling of the distribution of
sample errors, accelerates the model’s convergence pro-
cess, and enhances training efficiency and final perfor-
mance. This combination of multiple modules not only
leverages their respective advantages but also enhances
overall performance through synergy, resulting in improved
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TABLE 5. Comparative experimental results of different loss function.

TABLE 6. Ablation experimental results.

reliability and effectiveness of the model in practical
applications.

FIGURE 4. Visual comparison of attention weights.

5) WEIGHT VISUALISATION AND ANALYSIS
Finally, we conducted the attention weight visualization
comparison experiment to further validate the model’s
validity, as shown in Figure 4.

We found that the distribution of attentional weights in
the baseline model was more spread out. Attentional weights
were distributed across a larger number of positions, indicat-
ing that the baseline model lacks a clear focus of attention
on the words at each position when processing the input
sequence. This may impact its ability to capture long-distance
dependencies. However, the weight distribution of our model
is more concentrated compared to the baseline model. This
suggests that the improved model can explicitly identify
and focus on important words or contextual information
when processing input sequences. This ability contributes to
the enhanced comprehension and generation of the model.
Therefore, by comparing the attention weight graphs, we can

visualize the advantages of the enhanced model on the
attention mechanism, further validating the effectiveness of
our model.

V. CONCLUSION
In this paper, we propse a ANeTCM framework that makes
the elicitation of TCM domain knowledge and data balance.
Specifically, we utilize medical case data for continuous
pre-training to acquire domain knowledge, which is then
combined with MRC and GLU models to effectively capture
important features. In addition, the imbalance of data
is effectively alleviated by improving the loss function.
Experiments show our method’s effectiveness across TCM-
NER datasets, achieving state-of-the-art result.

In the further, we will further optimise the time complexity
of the model, we also hope that our framework will extend to
generalized NER tasks.
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