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ABSTRACT Accumulating a substantial amount of textual data on power equipment defects during
maintenance and inspection stages presents a valuable problem of assessing and grading these text-based
information. This paper proposes a dual-channel text feature extraction model based on the pre-trained
BERT model, applied to the evaluation of power equipment defect levels in textual data. Firstly, a dataset
of power equipment defect levels is established, followed by data augmentation and preprocessing. Then,
a neural network model is constructed, utilizing the pre-trained BERTmodel for initial semantic information
extraction from the text, further extracting features through two modules, Bi-LSTM and CNN, on top of
BERT’s output. Finally, the obtained feature vectors are concatenated to generate the output. Comparative
experiments with other algorithms demonstrate that the proposed method out-performs others in multiple
metrics, achieving an F1 score of 96%. The research findings can serve as a reference for achieving intelligent
processing of power textual information.

INDEX TERMS Power defect text, natural language processing, deep learning, BERT, dual channel model.

ACRONYMS USED
NLP -Natural Language Processing.
RNN -Recurrent Neural Network.
CNN -Convolutional Neural Network.
LSTM -Long Short-Term Memory.
BERT -Bidirectional Encoder Representations

from Transformers.
ALBERT -A Lite BERT.
RoBERTa -Robustly Optimized BERT Pretraining

Approach.
NSP -Next Sentence Prediction.
Bi-LSTM -Bidirectional Long Short-Term Memory.
CRF -Conditional Random Fields.
EPAT-BERT -Electric Power Audit Text BERT.
MLM -Masked Language Model.
FC -Fully Connected.
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I. INTRODUCTION
With the rapid development of China’s power grid, the
extensive and diverse array of power equipment gener-
ates a vast amount of defect texts during daily operations.
These texts include maintenance test records, inspection
and defect elimination records, defect fault description
reports, and event sequence records [1]. These defect texts
not only reflect the operational state of the power grid
but also serve as crucial references for defect analysis
and the maintenance and replacement of equipment within
the grid. As the process of grid intelligence accelerates,
leveraging NLP techniques for the intelligent process-
ing of power equipment defect texts has emerged as an
important approach [2]. However, due to the sensitivity
and specialization inherent in power texts, the develop-
ment of NLP in the field of power text analysis remains
relatively slow.

Natural language texts are characterized by their ambi-
guity and complexity, making it challenging for computers
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to accurately interpret their semantics. Nevertheless,
the advancement of deep learning technology provides a
potential solution through the collection of natural language
texts to train deep neural networks, which can then be
used to extract textual features. In 2011, Socher et al. first
applied RNN to NLP tasks, demonstrating the feasibility and
effectiveness of deep learning models in processing natural
language [3]. Subsequently, Kim Y. drew from the success
of CNN in the computer vision domain and proposed the
Text-CNN, which treats textual data as one-dimensional time
series signals and utilizes convolutional operations to extract
textual features. This approach proved that CNNs could effec-
tively handle textual data and achieve good performance [4].
LSTM, a special RNN structure, has also been shown to
perform well in tasks such as text generation and sequence
prediction [5], [6], [7]. In 2017, the Google team introduced
the Transformer model architecture, which relies entirely on
attention mechanisms for NLP tasks, addressing issues of
long-term dependency and parallel processing in sequential
data [8]. Despite achieving considerable success in NLP
tasks, these models are limited by their network structures
and parameter counts, which hinder their ability to extract
deep semantic information from long texts.

In 2018, researchers proposed the BERT model based
on the Transformer architecture. BERT pre-trains the model
using large amounts of unlabeled text in an unsupervised
manner and then fine-tunes it for downstream tasks. Com-
pared to traditional NLP models, BERT achieved break-
throughs in both accuracy and practicality [9]. Subsequent
research has focused on improving pre-trained models, such
as ALBERT, which optimizes parameter sizes and introduces
order prediction as a pre-training task to accelerate model
training [10]. RoBERTa, which uses a larger dataset and
removes the NSP task during pre-training, while employ-
ing dynamic masking to enhance model performance [11].
XLNet which integrates the autoregressive language model
with permutation language modeling, combining BERT’s
advantages and incorporating Transformer-XL for handling
long sentences, further improving performance over the
BERT model [12].

In the field of power text analysis, scholars have enhanced
the BERT model by adding Bi-LSTM and CRF modules for
power equipment named entity recognition [13]. Improve-
ments have also been seen in a deep analysis model for
power equipment defects based on semantic framework text
mining techniques, and in the EPAT-BERTmodel, which uses
word-level and entity-level masking languages, significantly
outperforming the BERTmodel in power audit text classifica-
tion tasks [14], [15]. Additionally, some research teams have
employed NLP techniques to resolve ambiguities in free-text
power equipment maintenance tickets for better utilization
in supervised learning for fault prediction and classification
technologies [16].

Given the diversity and irregularity of defect record struc-
tures in power equipment defect texts, and the inefficiency
and inaccuracy of current mainstream manual classification

methods, using NLP techniques for the intelligent evaluation
of defect text levels can greatly reduce the workload of main-
tenance personnel. Based on these considerations, this paper
proposes a dual-channel text feature extraction model using
a pre-trained BERT model on a Chinese corpus, applied to
classify power equipment defect text levels. We first estab-
lish a sizeable power text dataset and, during training, use
Bi-LSTM and Text-CNN dual channels to parallelly further
extract features from BERT model outputs. Finally, features
extracted from both channels are integrated to obtain the
final classification result. The results demonstrate that the
classification accuracy of the dual-channel model surpasses
other models, achieving up to 96%, indicating the superior
performance of the proposed new model.

II. TEXT PREPROCESS
A. DATASET
For deep learning models, the quantity and quality of the
training dataset are crucial as they directly affect the model’s
performance. Due to the confidentiality of power grid oper-
ations and maintenance, the defect text datasets of power
equipment used in existing research are typically not publicly
available. Consequently, for the problem of classifying power
equipment defect texts, this paper constructs its own Chinese
power text dataset for model training and testing.

The data primarily comes from power equipment mainte-
nance texts over the past five years from a regional power grid
in Southwest China. These texts are annotated in accordance
with current natural language processing tasks. According to
the ‘‘Defect Text Guidelines’’ stipulated by the State Grid
Corporation of China, the classification of power equipment
defect levels includes three categories: ‘‘general,’’ ‘‘severe,’’
and ‘‘critical.’’ ‘‘General’’ refers to defects that affect the
equipment but still allow it to operate safely. ‘‘Severe’’ refers
to defects that significantly impact safe and economic oper-
ations, allowing only short-term operation and potentially
developing into emergency defects or causing accidents if
not promptly addressed, ‘‘critical’’ refers to defects posing
serious threats to personnel or equipment, likely causing
accidents if not promptly addressed. The collected power
equipment defect texts are classified into three levels: ‘‘gen-
eral,’’ ‘‘severe,’’ and ‘‘critical,’’ with sample counts of 715,
1123, and 1193, respectively. Table 1 shows examples of
these samples

To enhance the diversity of the dataset and improve the
model’s generalization capabilities, data augmentation are
employed to expand the current dataset. Three types of data
augmentation methods are selected: text concatenation, ran-
dom deletion, and synonym replacement. After applying data
augmentation, the expanded dataset contains 10,607 samples,
with 2,502, 3,930, and 4,175 samples for the ‘‘general,’’
‘‘severe,’’ and ‘‘critical’’, respectively.

B. PREPROCESSING
Unlike English sentences, where words are clearly separated
by spaces, Chinese sentences have ambiguous boundaries
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TABLE 1. Dataset sample.

between words and phrases. To facilitate computer under-
standing of the text, the first step in Chinese informa-
tion processing is typically word segmentation, which
involves adding boundary markers between words in Chinese
sentences. Common Chinese word segmentation methods
include Jieba, HanLP, and FoolNLTK. Among these, Jieba
is an excellent third-party Chinese word segmentation tool
based on Python. The word segmentation process for Chinese
data samples generally involves three main steps: first, using
regular expressions to roughly segment Chinese paragraphs
into different sentences. Then, constructing a directed acyclic
graph for each sentence to preliminarily segment the sen-
tences. Finally, applying the hidden markov mode to further
divide continuous single characters.

After word segmentation, sentences need to be converted
into vector form. This allows the model to quantitatively
measure the relationships between words after training, facil-
itating the discovery of connections between words. In this
paper, Word2Vec is used to vectorize all the words based on
the segmentation results. A portion of the Word2Vec results
is projected onto a two-dimensional plane to observe the
positions of words in the vector space. The results are shown
in Figure 1.

FIGURE 1. Word vector projection.

From the figure, it is evident that words with strong
correlations are also relatively close to each other in the
vector space after Word2vec vectorization. For example,

‘‘Power Station’’ and ‘‘Substation,’’ as well as ‘‘10kV’’ and
‘‘35kV,’’ are positioned near each other.

III. DUAL-CHANNEL TEXT EVALUTION MODEL
A. BERT
The BERT model, introduced by Google in 2018, achieved
remarkable performance across various NLP tasks by using
the Transformer architecture combinedwith large-scale unsu-
pervised pre-training tasks. The core idea of BERT is to
leverage the self-attention mechanism of the Transformer,
enabling the model to effectively capture long-distance
dependencies and internal sequence relationships for a more
comprehensive understanding of semantic information.

BERT’s model structure consists of multiple layers of
bidirectional Transformer encoders, each composed of multi-
head self-attention and feedforward neural networks. During
the pre-training phase, BERT employs two tasks for unsuper-
vised training. The first is the MLM task, where the model
randomly masks parts of the input sequence and then pre-
dicts the masked tokens. The second is the NSP task, where
the model determines whether two sentences are adjacent
in meaning. These pre-training tasks enable BERT to learn
general language representations.

Figure 2 shows an example of the sentence ‘‘
(Failure to effectively control new loads)’’

as input to the Bert model. Before feeding the word vec-
tors of text samples into the BERT module, the vectors
undergo token embeddings, position embeddings, and seg-
ment embeddings. Token embeddings add two tokens, [CLS]
and [SEP], to the word vectors, representing the beginning
and end of the text, respectively. Position embeddings capture
the positional information of words within a sentence since
the meaning of a word can vary significantly depending on its
position. Segment embeddings distinguish between two sen-
tences in a sentence pair, used to learn whether two texts are
semantically similar. However, since model proposed in this
study training does not involve sentence pairs, the segment
embeddings are all encoded as EA.

FIGURE 2. Input of BERT.

One of the features of the Transformer is that the number of
inputs is equal to the number of outputs. Therefore, as shown
in Figure 3, BERT’s output consists of C , which corresponds
to the [CLS] token. Since [CLS] is placed at the beginning
of the input sample, its corresponding output C is consid-
ered to represent the overall characteristics of the sentence.
Ti represents the outputs corresponding to the other tokens,
which capture the semantic features of the words within the
sentence.
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FIGURE 3. Output of BERT.

For classification tasks, BERT employs C as the sole
input to the classification head. However, in the domain of
power equipment defect level text categorization, the criti-
cal information for accurate classification is predominantly
encapsulated within specific terms such as the names of
the equipment and the types of defects. Given this context,
it becomes essential to conduct further feature extraction from
BERT’s outputs to enhance the representation of these key
terms. This additional step is crucial for improving the perfor-
mance and robustness of the model in accurately categorizing
power equipment defect levels.

In the subsequent dual-channel feature extraction module,
C is used as the input for the Bi-LSTM module, while Ti
serves as the input for the CNN module, further utilizing the
information extracted by the BERT module.

B. Bi-LSTM
The Bi-LSTM network [17] represents a significant advance-
ment in the field of RNNs. Traditional RNNs face the problem
of vanishing or exploding gradients when handling long
sequences, making it difficult to capture long-term dependen-
cies. LSTM addresses this issue by introducing gating units,
such as forget gates and input gates, effectively enabling
the network to capture and retain long-term sequence infor-
mation. Bi-LSTM improves upon the LSTM structure by
integrating bidirectional information flows, enhancing the
model’s ability to capture long-range dependencies.

FIGURE 4. Bi-LSTM module.

The structure of the Bi-LSTM network is shown in
Figure 4. It consists of two different LSTM layers: one pro-
cesses information in the forward sequence, while the other
processes information in the backward sequence. The outputs
of these two layers are then concatenated. This allows the
network to more comprehensively understand the context
of the input data, enhancing its ability to model complex
relationships within the sequence. In the proposed model, the
Bi-LSTM module processes the output C from the BERT
module, and its output features are concatenated into the
model’s final FC layer module.

C. CNN
CNNs were initially designed for image processing but can
also be applied to sequence data. CNNs use convolutional
kernels (filters) that slide over the sequence to perform con-
volution operations, aiming to detect local features. In text
processing, convolutional kernels typically detect a series
of adjacent words or phrases, similar to how kernels detect
edges or textures in images. Figure 5 shows an example of
CNN processing sequence data. After concatenating the input
sequence, a 3× 3 convolutional kernel performs convolution
operations on the feature map to obtain the corresponding
output feature map.

FIGURE 5. Convolutional operation of sequence data.

The BERT model has a substantial number of features in
its output T1 ∼ TN . Since convolution operations use the
same convolution kernels to perform identical operations at
different positions of the input, sharing parameters, it reduces
the number of parameters required for training. Therefore,
in the proposed model, the CNN module is used to process
the output T1 ∼ TN from the BERT model. It extracts
local features from the sequence through convolutional layers
and utilizes pooling layers to reduce data dimensions while
retaining critical information. Finally, the resulting output is
flattened and concatenated into the model’s final FC layer
module.

D. MODEL STRUCTURE
The dual-channel power equipment defect level text eval-
uation model based on BERT proposed in this paper is
illustrated in Figure 6. The model structure consists of four
modules: BERT, Bi-LSTM, CNN, and FC.

The BERT module is responsible for the initial feature
extraction of word vectors. The first feature vector obtained
is input into the Bi-LSTM module, while the remaining
feature vectors are input into the CNN module. After fur-
ther feature extraction by the Bi-LSTM and CNN modules,
the output vectors are concatenated in the FC layer. The
final output is obtained by dimension reduction through the
FC layer.

Suppose the input sequence of power equipment defect
levels is denoted as X . The operational process of the model
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FIGURE 6. Model structure.

is as follows:

I = E(X ) (1)

[C,T1,T2, · · · ,Tn] = BERT (I ) (2)

[F1,F2, · · · ,Fm] = Bi_LSTM (C) (3)

[Fm+1,Fm+2, · · · ,F2m] =CNN ([T1,T2, · · · ,Tn]) (4)

O = FC ([F1,F2, · · · ,Fm,Fm+1,

· · · ,F2m]) (5)

Equation (1) represents the preprocessing stage of the
model, which involves converting the text into word vectors
X using Word2Vec and the embedding processing before
inputting into BERT. The final input vector obtained is
denoted as I . Equation (2) signifies the inputting of I into
the BERT module, resulting in the output feature vector
[C,T1,T2, . . . ,Tn]. Subsequently, C serves as the input for
the Bi-LSTM module, while [T1,T2, . . . ,Tn] serves as the
input for the CNN module, as depicted in equations (3)
and (4) respectively. The output feature vectors are concate-
nated and fed into the FC layer to obtain the final output O as
demonstrated in equation (5).

IV. MODEL TRAINING AND TESTING
A. MODEL TRAINING
The model is executed using PyCharm Community
2022.2.2 as the Integrated Development Environment (IDE),
and the computer’s operating system is Windows 11.
All models are implemented using PyTorch 1.11.0 deep learn-
ing framework and Python 3.8. The hardware specifications
for local execution are as follows: Intel i5 12400FCPU, 64GB
RAM, NVIDIA 3090 GPU with 24GB VRAM.

The model in this paper is constructed based on the BERT
architecture. The BERT model is initialized using the param-
eters provided byHugging Face for the Chinese BERTmodel.
The Bi-LSTM and CNN parts of the model are initialized
with random initialization. The training is performed with a
batch size of 32, a learning rate of 5 × 10.4, and the Adam
optimizer.

The samples were randomly divided into training set, ver-
ification set and test set according to the ratio of 7:1.5:1.5 for
the subsequent training and testing of the models. The estab-
lished training dataset is utilized for model training. Addi-
tionally, during the training process, the validation dataset is
employed for validation every 5 batches. The training process
yielded the loss and accuracy of the model, as depicted in
Figure 7. From the graph, it can be observed that the model
achieves satisfactory accuracy on both the training and val-
idation datasets after approximately 50 epochs. Moreover,
the accuracy on the validation dataset does not decrease
with increasing epochs, indicating good generalization of the
model and the absence of overfitting.

FIGURE 7. Training loss and accuracy.

B. MODEL TESTING
The model’s performance is evaluated using precision P,
recall R, and F1 score. The calculation formulas for each
metric are shown in Equation (6).

Pi =
T

T + FP
Ri =

T
T + FN

F1i =
2PiPRiR
PiP+ RiR

(6)

In this context, for a specific type of defect level, i,T rep-
resents the number of samples for which the prediction is
correct, FP denotes the number of samples predicted as i but
with incorrect predictions, and FN indicates the number of
samples for which the prediction is i not and has incorrect
predictions. The F1 score, derived from P and R, provides a
comprehensive evaluation of precision and recall.

For the current model, since the predicted output includes
three levels of defect severity, namely ‘‘general,’’ ‘‘severe,’’
and ‘‘critical,’’ the metrics of the model are the average values
of the metrics for these three different defect severity levels,
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as shown in Equation (7).

P =

3∑
i=1

Pi

3

R =

3∑
i=1

Ri

3
F1 =

2PR
P+ R

(7)

The testing dataset established in the previous section
is input into the model for testing. To demonstrate the
effectiveness of the model architecture proposed in this
paper, comparisons and validations are conducted among
LSTM, Bi-LSTM, BERT, BERT-LSTM, BERT-Bi-LSTM,
and BERT-CNN using the same dataset. The obtained results
are presented in Table 2.

TABLE 2. Dataset sample.

From the table, it can be observed that using the pre-trained
BERT model yields better feature extraction performance
compared to using non-pre-trained LSTM and Bi-LSTM
models. Moreover, incorporating additional modules such as
LSTM and CNN after the BERT model for further feature
extraction leads to improved accuracy, and the model size
does not show a significant increase. Ultimately, the proposed
dual-channel model outperforms other models across all met-
rics, demonstrating the feasibility and effectiveness of the
dual-channel approach for evaluating the severity of defects
in power equipment text.

V. CONCLUSION
This study addresses the inefficiency and high error rates
associated with manual grading of power equipment defect
texts. The model proposed in this study is a power equipment
defect severity assessment model based on the pre-trained
BERTmodel. Utilizing Bi-LSTM and CNNmodules, seman-
tic information is extracted from the BERT output, and the
output features from the dual channels are concatenated to
produce the model’s output. The proposed model achieves
precision, recall, and F1-score of 96.4%, 96.2%, and 96.3%,
respectively, on the power equipment defect text dataset
established in this study, showing improvements in various
metrics compared to other algorithms. Future work will focus
on expanding the dataset size, changing pre-trained models,
and exploring multiple downstream tasks on power equip-
ment defect text datasets to achieve intelligent processing of

power text, providing references and support for the intelli-
gent operation and maintenance of power grids.
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