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ABSTRACT Acoustic echo is a persistent issue in telecommunication that degrades the quality of
speech and breaks down communication either entirely or for a period of time; therefore, acoustic echo
cancellation (AEC) systems were developed. The demand for AEC has significantly risen after the global
pandemic 2020 as the speaker and the listener communicate in unpredictable environments such as home
environments where echo and noise significantly disrupt communication. Numerous AEC solutions have
been proposed, including adaptive filters and deep learning techniques. However, their effectiveness is
notably lowered during double-talk scenarios, where both nearend and farend speakers talk simultaneously,
as well as in noisy environments. This paper proposes a novel transQT neural network (TNN), an end-to-
end neural network that leverages the constant Q transform (CQT) and transformer-inspired self-attention
module to eliminate the echo and noise in double-talk noisy scenarios. Additionally, it utilizes the smooth
L1 loss function to enable efficient training and enhance the overall performance of the proposed model.
In the proposed TNN, the CQT is used as the front end to convert the signal from time domain to time-
frequency domain. The primary aim of CQT is to improve speech quality as it aligns more closely with
the human auditory system due to its use of a logarithmic frequency scale. The attention module has been
incorporated among the layers of the proposed models to focus on double-talk and noisy parts of speech.
It aids the AEC model by making it easier to separate the clean target signal from the parts affected by
double-talk and noise. The smooth L1 loss is employed to ensure smooth training and stable and efficient
convergence. It is also less sensitive to variability in data, therefore reducing large errors and overall loss.
An experimental implementation was conducted for both causal and non-causal scenarios. The proposed
TNN model demonstrated superior performance in terms of speech quality, as measured by the perceptual
evaluation of speech quality (PESQ) and it also showed a significant reduction of echo, quantified by echo
return loss enhancement (ERLE). The performance was further evaluated using the correlation coefficient,
which indicates the relationship between the clean and the echo signal.

INDEX TERMS Transformers, self-attention, constant Q transform, acoustic echo cancellation, convolu-
tional recurrent neural network, deep learning.

I. INTRODUCTION
Acoustic echo cancellation (AEC) has always been employed
in hands-free communication. However, with the widespread
adoption of remote communication due to the COVID-19
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pandemic, there is a need to enhance the performance
and efficiency of AEC systems, ensuring uninterrupted
and clear communication between two or more people.
The primary function of AEC is to cancel the acoustic
echo, a type of noise signal that occurs when the farend
signal reflects off a surface, gets captured by the nearend
microphone, and is subsequently transmitted back to the
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farend speaker [1]. This echo phenomenon often results in
the farend speaker hearing their own voice after a delay,
thereby hindering communication. AEC aims to cancel this
echo, thereby facilitating clearer communication. The AEC
system is essential in various applications, including Voice
over Internet Protocol (VoIP) services, smart speakers and
virtual assistants like Amazon Echo and Google Home,
video conferencing systems, hearing aids, and gaming. The
conventional methods for echo cancellation involve adaptive
filters, echo barriers, and echo suppressors [2], with adaptive
filters being particularly prominent and recognized for their
efficiency, stability and broad scope for improvement. The
adaptive filters aim to replicate the echo by finding the room
impulse response. The estimated echo signal is subtracted
from the mixed microphone signal. Figure 1 shows the block
diagram of an adaptive filter based acoustic echo cancellation
system. In this system, the mixed signal z(n) is represented as

z(n) = s(n)+ q(n)+ r(n). (1)

where, s(n) is the nearend signal, q(n) is the echo signal
which is obtained by convolving farend signal p(n) and room
impulse response w and r(n) is the added noise. Figure 1
either represents the singletalk scenario where s(n) = 0, the
double-talk scenario where s(n) ̸= 0, or the noisy double-talk
scenario where s(n) ̸= 0 and r(n) ̸= 0.

ŝ(n) = z(n)− q̂(n). (2)

where, ŝ(n) is the clean target nearend signal, q̂(n) is the
estimated echo signal. The noise r(n) is later removed by
using post filters [14], [15]. In real-world scenarios, the
AEC encounters challenges such as double-talk, where the
farend and nearend speaker are simultaneously active, echo
path change, low convergence speed due to high order FIR
filter, and nonlinearities [3], [4], [5], [6], [7], [8], [9], [10],
[11], [12], [13], [14], [15], [16], [17], [18], [19], leading to
a performance decline. A lot of adaptive filter algorithms
were devised to solve these issues, like subband filter algo-
rithms [3], [4], [5], affine projection algorithms [6], [7], [8],
wavelet-based algorithms [9], [10], Kalman filters [11],
variable step size algorithms [12], [13], post filters [14], [15],
volterra filters [16], [17], and, kernelized adaptive filt-
ers [18], [19]. Despite the development of numerous algo-
rithms to address these challenges, adaptive filters demand
careful selection and tuning of parameters such as step
size, filter length, and regularization terms, making their
performance highly sensitive to these settings. They rely
on simple mathematical models, which may not capture
complex signal patterns, and are focused specifically on
echo cancellation, necessitating separate systems for tasks
like noise suppression and speech enhancement. Therefore,
a better substitute is needed. As deep learning can solve
complicated problems, learn and extract features, handle
multiple audio processing tasks at once, and provide a
single solution for echo cancellation, noise suppression, and
speech enhancement, it has become increasingly popular
in recent years.

FIGURE 1. Block diagram of traditional method.

II. RELATED WORK
In recent years, many deep learning models [21], [22], [23],
[24], [25], [26], [27] have addressed the earlier challenges
and performed better than traditional methods. The models
employ three primary strategies: first, treating the acoustic
echo problem as a speech separation issue, where a mask
segregates the target signal. Secondly, it can be addressed by
modeling the echo path similar to adaptive filters. Thirdly,
a combined approach is adopted, integrating both deep
learning and adaptive filters, referred to as the cascade
model, designed to handle both linear and nonlinear echo
scenarios. Predominantly, deep learning models approach
the AEC problem as speech separation problem where the
deep learning model is trained to predict a ratio mask [20]
which is subsequently applied to the mixed signal to
obtain the separated target signal. Numerous deep learning
models have been developed, including recurrent neural
network (RNN) [21], long short term memory (LSTM) [22],
gated recurrent unit (GRU) [23] which, leverage temporal
features to separate the target signal and, convolution
recurrent neural network (CRNN) [24], [25], [26], [27] which
employs both spatial and temporal features for the separation
task. Despite outperforming the conventional AEC in terms
of performance, these models are not without drawbacks. It’s
enormous and intricate; it is challenging to isolate the clean
signal from the mixed signal when noise and double-talk are
present, and it is difficult to achieve good speech quality.

Until now, the conventional approach to transforming
time to time-frequency (T-F) domain has involved using the
short-time fourier transform (STFT). Given the nonlinear
nature of the human auditory system, it is essential to utilize
a transform that better corresponds to this characteristic,
as opposed to the STFT, which has a linear frequency
representation. Therefore, STFT can be replaced by constant
Q transform. CQT was initially presented by Brown [28],
which features a frequency resolution that adapts based on
the center frequencies of the windows assigned to each
bin. Notably, the center frequencies of the frequency bins
are distributed in a geometric, rather than linear fashion,
similar to the human auditory system. Numerous works have
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FIGURE 2. Block diagram of TransQT neural network.

used CQT as the front end in various audio processing
applications [29], [30], [31], [32], [36].

The challenge of dealing with double-talk and noisy
environments persists, hindering the existing model’s ability
to distinguish between clean speech and mixed signals.
To address this issue, an attention module inspired by
transformers [33] is considered. This module efficiently
identifies patterns associated with double-talk and noise,
directing the model’s focus toward these elements and
facilitating the separation of speech signals [34]. It also
captures global dependencies so that information from all
parts is used to predict the mask. This idea was inspired
by the transformer model [33]. Several models, such as
those referenced in [39] and [40], employ transformer-based
attention networks. These models integrate CNN, LSTM,
GRU, and attention layers to separate echo and noise from
the noisy signal. However, a significant drawback of these
models is their complexity. Additionally, they use the STFT
as the front-end processing, which is inefficient for non-linear
frequency signals like speech, and can suffer from spectral
leakage. These models rely on mean square error (MSE) for
loss calculation, which is sensitive to outliers as the square
function is used.

Therefore, due to the drawbacks of using STFT and
the challenges faced during noisy double-talk scenarios,
a novel transQT neural network (TNN) is proposed, which
replaces STFT by CQT and addresses the issues faced
during the double-talk scenario by adding attention modules.
The main modifications made from existing models include
replacing STFT with CQT, as speech exhibits non-linear
characteristics. Additionally, Smooth L1 loss is used instead
of MSE loss in this paper, balancing the advantages of
both L1 and L2 losses. This approach maintains sensitivity
to small errors (like MSE) while offering robustness to
large errors (like MAE). Finally, a simpler model is
developed to effectively and simultaneously remove echo
and noise. To ensure real-time processing of audio signals
in applications like Voice over Internet Protocol (VoIP) and
live broadcasting, the AEC system must be causal. This
means that the system’s output relies exclusively on past
and current inputs, without requiring future data. In this
paper, the CQT and self-attention module are integrated into
three models (CNN, LSTM, and CRNN). Both causal and

non-causal systems are implemented, and their results and
performance are compared and analyzed against existing
models.

The remainder of the section is organized as follows.
Section III introduces the proposed transQT neural net-
work (TNN) models, experimental setup and data creation
are shown in section IV, results are discussed in section V
and finally, the paper concludes in section VI.

III. PROPOSED METHOD
In this section, the novel transQT neural networks (TNN)
in which three deep learning models (CNN, BLSTM [22],
CRNN [24]), that are based on constant Q transform and
self-attention module is proposed. Figure 2 shows the block
diagram of the proposed TNN architecture. Figure 4 shows
the expanded TNN’s deep learning block which explains
CNN, BLSTM and CRNN individually. The TNN model is
explained below in the following subsections.

A. FRONT-END TRANSFORM
For preprocessing, first framing and windowing are done to
separate the long speech into short frames with overlapping
windows. The proposed model opts for CQT over the
conventional STFT to convert the time series signal to
a frequency domain. This transform is used due to the
limitation of STFT, which exhibits linearity with respect to
frequency, a mismatch with the nonlinear characteristics of
the human auditory system.

The CQT is a frequency transform that provides a
logarithmically spaced frequency axis. CQT of a signal z(n)
can be represented as

ZCQT(k) =
1

N (k)

N (k)−1∑
n=0

z(n)w(n, k) e
−j

(
2π
N (k)Qn

)
(3)

where, window function w(n) is hanning window which has
the identical shape for kth frequency component. The window
length N (k) varies with respect to fk . With its extremely
long window length for lower frequency areas, it offers high
frequency resolution and, as a result, aids in the effective
capture of low noise and speech [29].

Q =
fk

1fk
=

fk
fk+1 − fk

=
1

21/B − 1
(4)
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where, Q is the quality factor which is the ratio of the center
frequency fk to the bandwidth of each window 1fk , fk is the
center frequency of the kth bin in the transform and B is the
number of frequency bins per octave [28].

The primary reason for using CQT to extract features is
• it is less sensitive to pitch and pitch-related features;
therefore, gender doesn’t affect the performance of the
system [31], [32],

• it is represented in logarithmic frequency scale therefore,
it is considered to be nonlinear as the frequency bin
varies logarithmically when the frequency varies [28],
[31], [32],

• it provides high resolution at low frequencies [36],
• it exhibits greater resilience to noise due to its utilization
of a more extended window size, making it less suscep-
tible to the influence of isolated noise peaks [30], [31].

The CQT for the farend signal p(n) and mixed signal z(n)
is obtained, from which the magnitude of both the signals are
calculated. These magnitudes are concatenated and given as
input to the deep learning models.

B. NEURAL NETWORK MODELS
The proposed TNN uses three deep learning models. The
first is the CNN model, which uses only 1D convolution
layers without fully connected (FC) layers. This model
represents a novel approach of using only the convolution
layer as both input and output, which is absent in prior
works. The significant advantage of this model is that it
can capture the spatial and spectral properties of the audio
signals and identify different patterns in the speech signal.
A non-causal convolution layer can be easily converted
to a causal by padding extra zeros in the beginning. For
kernel size m, a padding length m-1 is added. The second
model is the BLSTM model, which has bidirectional LSTM
layers that are a forward and a backward LSTM and a
fully connected layer, as proposed by Zhang et al. [22].
Its primary strength is leveraging information from both
preceding and subsequent audio frames, enabling it to
learn complex temporal dependencies. For causal and non-
causal BLSTMs, the forward pass is the same as given
in equation 5 and 7, but only the backward pass changes,
as shown in equations 6 and 8. To convert the non-causal
BLSTM layer to causal, the backward LSTM is applied
manually to ensure causality, processing up to the current
time step t and flipping the sequence for each time step.
Non-causal:

−→
h t = LSTMforward (xt ,

−→
h t−1) (5)

←−
h t = LSTMbackward (xt ,

←−
h t+1) (6)

Causal:
−→
h t = LSTMforward (xt ,

−→
h t−1) (7)

←−
h t = LSTMbackward (xt ,

←−
h t−1) (8)

The linear layer is also made sure to process only the
current input for causal system at any given point in time t.

The final and last model combines the CNN and BLSTM
layers to form a CRNN architecture, adopted from [24]
model. This model’s advantage lies in capturing the signals’
global temporal and local spatial features together.

An ideal ratio mask (IRM) [20] is used as the training
target. The mask-based approach is chosen as it can adapt
to varying noise conditions, making the AEC system more
robust in real-world scenarios where noise levels and types
can fluctuate. These three models are trained to predict
an ideal ratio mask, which is subsequently applied to the
mixed signal through element-wise multiplication to obtain
the clean target signal.

IRM =
(
S(t, f )2

Z (t, f )2

) 1
2

(9)

FIGURE 3. Block diagram of self attention module.

where, S(t, f ) is the magnitude of the clean nearend target
signal and Z(t, f ) is the magnitude of the mixed signal. Here,
(t, f ) signifies the specific time-frequency bin. The models
undergo training utilizing the rectified linear unit (ReLU)
and sigmoid activation function, given that the value of the
IRM varies between 0 and 1. Batch normalization, employing
a batch size of 32, is applied during both training and
validation. Given the depth of the models and the increased
number of neurons, a dropout of 20% is implemented in the
hidden layers.

C. SELF ATTENTION
Self-attention modules based on the Transformers [33] are
added between the hidden layers. Self-attention is also called
scaled dot product attention, where the query, key, and values
are formed into a matrix Q,K, and V, respectively [31].

Attention(Q,K ,V ) = softmax
(
QKT
√
dk

)
V (10)

where, dk is the dimension of the queries and keys. Dot
product attention is used as it is faster and space efficient [33].
The block diagram of the self-attention module is shown
in Figure 3. Here, weights are assigned to different parts of
the signal based on their relevance to the task. The inclusion
of these modules directs attention to specific segments of
the audio signal, focusing particularly on areas associated
with double-talk and noisy regions in this context. Attention
mechanisms facilitate parallel computation across various
segments of the input signal, resulting in faster training and
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FIGURE 4. Expanded block diagram of the deep learning module (CNN(left), BLSTM(middle), CRNN(right)).

TABLE 1. Hyper parameters and size of the models.

inference times. Causal attention can be implemented by
applying a mask to the QKT as given in equation 11, where
the elements of the main diagonal are set to a very large
negative value (e.g., negative infinity) so that after applying
softmax, the values of the future frame becomes zero.

Attentioncausal(Q,K ,V ) = softmax
(
Mask(QKT )
√
dk

)
V (11)

where,

Mask(R)(i, j) =

{
R(i, j), i ≤ j
−∞, otherwise

(12)

where, R = QKT .

IV. EXPERIMENTAL SETUP
In this section, the data creation process is elucidated,
followed by the evaluation of the structure of each model, and
the evaluation metrics are explained. This work implements

and benchmarks three deep-learning models encompassing
CNN, BLSTM, and CRNN, where CQT is used as the
front-end transform step to extract features. Additionally,
a transformer-based self-attention module is incorporated
into eachmodel, resulting in six different and distinct models.
The results demonstrate that the proposed frameworks signif-
icantly enhance echo cancellation and achieve a tremendous
improvement in the quality of speech.

A. DATASET
The proposed method is evaluated based on two databases:
the customised TIMIT database [22] and the AEC-Challenge
dataset [38]. The TIMIT dataset contains recordings of
630 speakers, each speaking ten sentences of different
lengths. The speech waveforms are sampled at 16kHz
sampling frequency. In this experiment, the speech signals
are used to create four subdivided data, the farend, echo,
nearend and mixed. The farend and nearend are taken as
male-female pair, male-male pair, and female-female pair
directly from the TIMIT dataset. The speech signals from
the single speaker are combined to form 9 second long
farend speech signals. The room impulse response (RIR)
is generated using the image method [37] where the room
dimension is [5,4,6]m, the source position is [2,3.5,2]m, the
receiver position is [2,1.5,2]m, with a reverberation time of
0.7s. Then, the echo signals are created by convolving the
farend signals and the room impulse response. The nearend
is created by adding silence before and after the speech
signals and is made into 9s long sentences. The mixed signal
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TABLE 2. Comparison of results in double-talk and noisy double-talk scenario using TIMIT dataset.

is created by adding the echo, nearend signals and, white
noise. Altogether, there are 3000 speech files for training,
340 speech files for validation and 30 speech files for testing.

The other dataset is the AEC-Challenge dataset [38],
an open-source database offered by Microsoft. It contains
about 10,000 synthetic speech signals of length 10s each,
including farend speech, nearend speech, microphone speech
signal, and echo signal. The dataset includes different RIRs,
varying signal to echo ratios (SER), which measure the level
of echo present in the signal, and varying nearend to farend
ratios (NER), which measure the relative strength of the
nearend signal to the farend signal. The SER in the dataset
is between −10dB and 10dB. Various real world noises are
incorporated into both farend and nearend speech signal. Out
of the 10,000 speech files, 9,000 speech data are taken for
training, 900 are taken for validation, and 100 files are used
for testing.

B. TRAINING FRAMEWORK SETUP
There are two sets of experiments being implemented in
this paper. One employs STFT+attention, and the other is
CQT+attention. In the initial set of experiments, the long
sequence is segmented into 20ms frames, as this duration
can effectively capture detailed features in both the frequency
and time domains. These frames have a 50% overlap, which
facilitates smoother transitions between frames and offers
a balanced trade-off between computational complexity
and model performance. Then the time domain signal is
transformed to the frequency domain using STFT with the
help of a Hanning window of size 320, thus finding its
magnitude and phase. In the second experiment, CQT is
performed using a Hanning window with a hop size of
256 samples for both the farend and mixed signal. The
octave bins are 72, and the bins are 504 again leading
to finding the magnitude and phase of farend and mixed
signal. The magnitudes are concatenated in both experiments
and given to the deep learning models. There are three
deep learning models. Firstly, the CNN model has one
input layer with 1008 neurons, two hidden 1DCNN layers
with 1008 neurons and one output 1DCNN layer with 504.

The BLSTM(bidirectional LSTM) model has an input
layer of 1008 neurons, four BLSTM hidden layers with
600 neurons and one FC output layer with 504 neurons.
The CRNN model has one input layer with 1008 neu-
rons, two 1DCNN hidden layers with 504 neurons, two
BLSTM layers with 600 neurons, and one FC output layer
with 504 neurons. All three models are embedded with
a self-attention mechanism. The network is trained with
32 utterances per mini-batch, and the Adam optimizer is used
with a learning rate of 0.0003. After 20 epochs the learning
rate changes to 0.01. Smooth L1 loss function is used as Loss
function.

C. LOSS FUNCTION
A loss function that combines the characteristics of L2 loss,
also known as mean squared error (MSE), and L1 loss,
also referred to as mean absolute error (MAE), is called
Smooth L1 Loss. MAE is more robust to outliers due to
its linear scaling with error, but it can result in unstable
gradients. On the other hand, MSE is more sensitive to
outliers because it squares the error, which leads to larger
gradients. Smooth L1 loss addresses these challenges by
blending the advantages of both, minimizing the effect of
outliers while ensuring stable gradients during the training
process. When the error is minor, it behaves like MSE; when
the error is huge, it behaves like MAE [41]. The loss is
defined as

loss =

{
0.5(si − ŝi)2/beta, if |si − ŝi| < beta
(|si − ŝi| − 0.5) ∗ beta, otherwise

(13)

where, si is the clean nearend speech and ŝi is predicted
nearend speech and beta is set to 1 for this paper. The major
advantage of using smooth L1 loss is it transitions from
quadratic to linear behaviour when the errors are larger [41].
Therefore, it is
• less sensitive to outliers
• differentiable at all points. The differentiability is
essential for efficient training using gradient descent
algorithm.
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FIGURE 5. ERLE and PESQ comparison for singletalk scenario using STFT, CQT, and attention for various deep learning models.

FIGURE 6. Spectrogram of the proposed TNN model.

• leads to smoother optimization which prevents issues
related to exploding and vanishing gradients

• leads to faster convergence.

D. PERFORMANCE METRICS
Three parameters are used to measure the performance
of the echo cancellation model. One is echo return loss
enhancement (ERLE) [22], [24], which measures the echo
reduction between the mixed and the clean signal.

ERLE = 10log10
E[z2(n)]
E[ŝ2(n)]

, (14)

where, z(n) is the mixed microphone signal and ŝ(n) is the
calculated near-end speech signal and E[·] denotes the statis-
tical expectation operation. To measure the quality of speech,
perpetual evaluation of speech quality (PESQ) [22], [24] is
used. The range of PESQ is –0.5 to 4.5 [35]. A larger PESQ
also indicates better speech quality.

The input correlation, represented by the correlation
between the mixed and echo signals, and the output
correlation, denoted by the correlation between the nearend
clean signal and echo, are also determined [9]. This
gives the relation between the clean speech and echo and
how similar they are. The correlation coefficient formula
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TABLE 3. Comparison of results in noisy double-talk scenario using AEC challenge dataset.

is given as

rab =
covariance(a, b)

√
covariance(a, a)covariance(a, b)

, (15)

where, rab is the correlation coefficient of two signals a and b.

V. RESULTS AND DISCUSSION
The results for this paper are based on the test dataset present
in both the TIMIT[22] and AEC-Challenge[38] datasets,
which are from different speakers but generated the same as
that of training and validation datasets. The outcomes of these
models are subsequently compared. Three different deep
learning models (CNN, BLSTM, CRNN) are implemented
with three different modifications (STFT+atttention, CQT,
CQT+attention), and the results are compared with the
existing models and among themselves using TIMIT dataset.
Here, the CNN model is a new model that has only 4 layers
of 1D convolution layer. The first implementation is adding
self-attention to the existing models which uses STFT;
secondly, instead of STFT, CQT is used to convert the time
signal to frequency, and thirdly, attention is included along
with the CQT. Experiments were conducted, and performance
evaluations were tabulated for singletalk, double-talk, and
noisy double-talk scenarios. The proposed TNN model
((CNN/BLSTM/CRNN)+CQT+attention) is compared with
existing models using the AEC challenge dataset for both
causal and noncausal systems. The model size, results and
advantages of the proposed model over the existing models
are discussed below.

A. COMPARISON OF MODEL SIZE
Table 1 outlines the hyperparameters and model size of the
proposed TNN, revealing it to be a medium-sized model
that occupies minimal space during execution. Despite its
moderate size, the TNN delivers excellent performance
compared to larger, more complex models. This is attributed
to the precise front-end transform CQT and the effective
smooth L1 loss function. The preprocessing step ensures
accurate feature extraction, reducing the need for additional
layers, while the loss function captures every detail and is
robust to outliers, enhancing the model’s efficiency. The
CNN model, though smaller than the BLSTM model, yields
more ERLE and has better PESQ than the BLSTM model,
indicating the effectiveness of the CNN model.

B. COMPARISON OF TIMIT TEST DATASET RESULTS
Figure 5 and Table 2 illustrate the ERLE, PESQ, input, and
output correlation coefficients for the TIMIT test dataset.
These metrics are compared and thoroughly examined in this
section. According to the evaluation metrics, the proposed
TNN architecture with CQT and attention performs better
than the existing architectures, which have STFT as frontend,
with no attention module. The CRNN with CQT+attention
was able to produce an ERLE of 51.52dB and a PESQ
of 3.65 for singletalk scenario. The results of the proposed
models are not only assessed with the existing models but
also compared with each other. Among the three proposed
TNN models, the CRNN model implemented with CQT and
attention achieves the highest echo cancellation and speech
quality over all the other models in all scenarios, as seen
in Figure 6. CRNN uses the advantage of CNN’s ability to
capture spatial patterns and LSTM’s capability to capture
temporal dependencies.

C. COMPARISON OF AEC TEST DATASET RESULTS
For AEC challenge dataset, 3 existing models [27], [39], [40]
are compared with the proposed TNNmodel (both causal and
noncausal) using PESQ and correlation coefficients. Three
conditions where, SER is −5dB, 0dB and, 5dB are taken
for analysis of the system. As we can see the proposed
TNN model excels the existing models both with respect to
quality of speech and correlation coefficient in all three SER
conditions. Initially, a noncausal system is designed, which is
then transformed into a causal (real-time) system by ensuring
it relies solely on past and present inputs. The performance
of both the noncausal and causal systems is subsequently
analyzed and assessed.

It is noted that the results of the noncausal systems are
superior to those of the causal systems. This is because causal
systems do not take future values into account, leading to a
decline in performance. Table 3 shows that the performance
of CNN and BLSTM is nearly identical at low SER levels.
However, at higher SER levels, the CNN model surpasses
BLSTM. This advantage is due to the CNN’s ability to
effectively capture spatial features and patterns, and the use
of smooth L1 loss, which works well with CNN [41]. BLSTM
excels in capturing long-term dependencies in sequential
data, due to its bidirectional nature, which allows it to
consider both past and future context. This can be particularly
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beneficial in cases where audio frame sequences exhibit
complex temporal patterns. Combining CNN and BLSTM
layers harnesses the strengths of both, resulting in even
better performance. The proposed TNN achieves an average
PESQ of 2.38.

The use of CQT for the front end contributes majorly to
the clarity of speech. CQT being more resilient to noise,
unaffected by pitch-related features, with a logarithmic scale,
and providing timbral speech quality contributes to the
excellent performance, as shown in Table 3. Typically, the
self-attention module focuses on specific signal segments;
in this context, it directs attention to regions characterized by
double-talk and noise. Consequently, this targeted attention
leads to an enhancement in the speech quality of the pristine
nearend signal. The benefit of employing a hybrid loss is
that it facilitates smooth model training, thereby boosting
the system’s overall performance in producing clean speech.
It effectively preserves data details, particularly in noisy
datasets, making it ideally suited for this neural network.
Incorporating CQT and attention in the proposed model
results in enhanced ERLE, PESQ, and output correlation
coefficients compared to models utilizing STFT without
attention. This reaffirms the importance of the Q transform
and self-attention in improving model performance.

VI. CONCLUSION
AEC is crucial in communication. As the human auditory sys-
tem is nonlinear, the use of STFT cannot bring out the fullness
of the AECmodels, and during double-talk scenarios, special
focus is not given to the existing models. The loss function
significantly impacts the overall performance of the model,
indicating the need for a hybrid loss function. Therefore,
in this paper, a novel TransQT neural network (TNN)
based AEC is presented in which STFT is replaced by
CQT to mimic the human auditory processing and the
integration of an attention module inspired by transformers
to focus on noisy double-talk scenarios with a smooth L1
loss function to ensure smooth and effective training. First,
a noncausal system is designed and implemented. This
noncausal system is then converted to a causal system and
compared with existing causal transformer-based networks.
It uses two databases, the TIMIT and AEC datasets, to train
and validate the proposed system. The proposed TNN-AEC
shows promising results with respect to ERLE, PESQ and
correlation coefficient. The utilization of CQT allows the
TNN-AEC to effectively capture both low and high frequency
components with improved resolution compared to STFT and
also exhibits greater resilience to noise. By introducing the
attention module, the double-talk and noisy patterns in the
speech gain focus, thereby increasing the overall performance
of the AEC system during noisy double-talk scenarios. The
loss function is crucial for effective training and minimizing
overall loss, thus enhancing the performance of the proposed
model. The TNN model outperforms existing models in
both echo and noise cancellation. Future work will focus on
developing multichannel and personalized AEC.
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