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ABSTRACT Amharic stands as the second most widely spoken Semitic language globally, trailing only
Arabic. As a result, it is a highly resourceful language for hardcopy-document collection, and automatic
recognition technology is required. Recognizing handwritten Amharic words is a difficult task because
of factors such as variations in individual handwriting for the same words, connectivity of two words
without spaces, similarities in the shapes of alphabet characters, and noise from scanned images. The
Amharic alphabet has a vast character set that adapted most of its characters from the most popular script
called Ethiopic script, formerly known as Ge’ez script, and added unique characters. Despite significant
advancements in optical character recognition (OCR) research, Amharic script recognition has received less
attention. This study employs a deep learning (DL) approach with additive attention to recurrent neural
networks (RNN) to achieve precise recognition of handwritten Amharic words. Seven convolutional neural
networks (CNN) and two RNN, using a connectionist temporal classification (CTC) strategy, make up this
recognition model architecture, enabling efficient recognition through sequential feature extraction. The
study addressed deep learning data insufficiency by using augmentation techniques to increase datasets. The
study used an original dataset of 12,047 handwritten Amharic words and an augmented dataset of 22,00
images. The developed model achieved an average character error rate (CER) of 2.84% and an average word
error rate (WER) of 9.75% for the testing dataset. These results are indeed promising, offering a glimpse
into the potential of this attention-based approach for handwritten Amharic word recognition. This research
represents a significant step toward bridging the gap in OCR technology for Amharic script and showcases
the transformative capabilities of DL in pattern recognition.

INDEX TERMS Amharic handwriting, CNN, deep learning, handwritten word recognition, pattern
recognition.

I. INTRODUCTION
Amharic stands as the second most widely spoken Semitic
language globally, trailing only Arabic [1], [2], [3]. This
rich language boasts a vast community of over 100 million
speakers; spread across various nations, including Ethiopia,
which is the origin country [4], [5]. Notably, Amharic holds
the prestigious position of being the official language of
Ethiopia [4], [6], [7], [8], underscoring its significance and
influence.

The associate editor coordinating the review of this manuscript and

approving it for publication was Zahid Akhtar .

One of the remarkable aspects of Amharic is its written
form [9], which draws upon the indigenous symbols of the
Ge’ez language [10], predominantly employed in Ethiopia
and Eritrea [11], [12], giving rise to the unique and ancient
script known as the Ethiopic script [13]. The Amharic
alphabet includes a diverse array of characters, encompassing
regular letters, digits, and punctuation marks. Here, the
Amharic language adapted Arabic numerals rather than the
Ge’ez digit [14]. In total, this alphabet comprises a staggering
300 distinct character symbols, as visually depicted in
FIGURE 1. There are 267 alphabetic characters to create
Amharic words, as well as 10 Arabic numerals to display
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FIGURE 1. Amharic alphabetic symbols and their index values were used in this study [7].

numerical values. The Amharic writing system uses the
remaining 23 characters as punctuation marks.

Currently, numerous federal and regional organizations
in Ethiopia are actively seeking to reduce paper usage and
transition to digital workflow [12]. Institutions spanning
hospitals, bank offices, primary school libraries, and locality
offices are inundated with many handwritten documents [13].
Consequently, it is critical to convert these handwritten
resources into digital formats for streamlined management.
The escalating demand for effective OCR technology to
meet this imperative is evident, as OCR serves as a pivotal
component of any text recognition task [15].
OCR operates as a transformative system, capable of

converting both printed and handwritten text from hardcopy
documents into formats comprehensible by computers [16].
Its overarching goal is to convert these documents into
electronic counterparts, making them easier to manage within
computer systems. The implementation of an OCR system,
which is the central problem and popular in pattern recogni-
tion [17], [18], offers numerous advantages to organizations.
It bolsters document management operations, enhances data
accessibility, and expedites the retrieval of information,
collectively contributing to more efficient organizational
processes.

Recognizing handwritten Amharic words is not an effort-
less task with OCR technology. This is due to factors such
as individual writing style variation for the same words [9],
connectivity of two words without space, and small shape
differences among the letters in the alphabet [19], [20].
Noise from scanned images and vast character sets from
the alphabets contribute to this difficulty. So, identifying
handwritten Amharic words in image documents presents a
unique OCR challenge.

Despite the research on pattern recognition for popular
scripts, Amharic OCR has received less attention than other
language OCR studies [2], [5], [21], [22]. Languages such
as Latin, Chinese, and Arabic scripts [23] were studied well
with different approaches. Previous research [1], [2], [24],
[25] on Amharic-related script OCR has mostly been based
on printed texts. But the case of handwritten Amharic texts
has not been studied much [21], [26] because there aren’t

many public research datasets [12], [26]. It is rare to find
publicly available Amharic handwritten text datasets, which
are typically required for deep learning algorithms [23]. So,
developing a DL model and preparing the required dataset is
a must in the handwritten Amharic word recognition area to
fill the gaps.

Conventional transcription and analysis methods often
require manual involvement and can be prone to errors.
Consequently, there is a demand for automated and effective
methodologies capable of precisely recognizing Amharic
words. Such techniques would be critical in preserving
and comprehending handwritten documents, as well as
addressing the challenges associated with traditional meth-
ods. Recent advances in artificial intelligence, specifically
the use of DL techniques, have greatly improved pattern
recognition [12]. They have proven to be more effective than
traditional machine learning (ML) methods [27].
Nevertheless, the effectiveness of these DL techniques is

contingent upon having substantial labeled data, a resource
that can prove challenging and expensive to acquire in
numerous instances. In response to this constraint, image
augmentation has surfaced as a potent strategy. This method
increases both the diversity and volume of training datasets,
enhancing the model’s ability to generalize and improving its
resilience [12].
This study makes significant contributions to the study of

Amharic OCR, offering the following key advancements:

1) Expanding the handwritten Amharic word dataset: A
crucial contribution lies in the expansion of the hand-
written Amharic word dataset from 12,047 to 34,047
images. This substantial increment was achieved
through meticulous data augmentation techniques
applied to the original dataset of 12,047 handwritten
Amharic word images prepared by Abdurahma et al.
[7].

2) Development of a comprehensive recognition model:
The study introduces a comprehensive handwritten
word recognition model developed using the Ten-
sorFlow framework. In this model, the best parts
of CNN layers for automatically extracting features,
bidirectional gated recurrent unit (BGRU) networks for
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sequencing, and CTC loss functions [28] are all put
together. Additionally, this architecture applies an addi-
tive attention mechanism to select the focused region
of the image. This holistic architecture empowers
the model to autonomously extract pertinent features
while harnessing the temporal context of the image.
This integrated approach streamlines the recognition
process and enhances the model’s performance.

3) Performance evaluation of the recognition model: The
study conducts rigorous evaluations of the devel-
oped handwritten Amharic word recognition model.
After conducting various experiments, including the
selection of hyper parameters value, the model’s
performance is evaluated. The proposed method of
handwriting Amharic word recognition appears to be
effective based on these results. These preliminary
findings signify a promising stride forward in the
domain of OCR for handwritten Amharic script
recognition.

These contributions collectively represent significant
strides toward advancing the capabilities of OCR technology
for the Amharic script, illustrating the promise of the
proposed approach in recognizing handwritten Amharic
words with enhanced precision and efficacy.

Throughout this paper, the following sections are divided
into four parts: Section II presents an overview of relevant
research related to handwritten Amharic word recognition.
Section III describes the proposed approach, including the
DL architecture and training procedures. In Section IV,
we examine the experimental setup and present the evaluation
results. Lastly, Section V provides a summary of this study.

II. LITERATURE REVIEW
Exploration in the realm of Amharic OCR remains an
underdeveloped area, both within ML and DL techniques.
This holds particularly true when addressing handwritten
Amharic words. Within this context, this section explores
the details of the Amharic alphabet and its writing system,
exploring diverse methodologies employed for the recog-
nition of handwritten Amharic words. Past research has
predominantly leaned towards traditional MLmethods, while
contemporary studies showcase an increasing trend toward
leveraging DL and ensemble approaches [12].

A. AMHARIC ALPHABET AND WRITING SYSTEM
Amharic follows the right direction in writing systems like
Latin scripts and others. It has 34 base characters [21], [29],
and the remaining characters are derived from those char-
acters by adding small modifications to the base characters
to create the vowel sounds [21], [22], [25], as shown in the
sample in TABLE 1.
In addition to the characters found in TABLE 1, the

Amharic alphabet includes special characters that generate
unique ‘‘ua’’ sounds. Many of these unique characters are
modified versions of the base alphabets, typically altered

TABLE 1. Part of Amharic alphabets [20].

TABLE 2. Amharic special characters.

FIGURE 2. Amharic alphabets shape the difference between the base and
derived characters [21].

at the bottom. These special characters are displayed in
TABLE 2.

As shown in FIGURE 2, the modifications occur in the
middle, bottom, and top. Some modifications also happened
inside and outside of the base alphabet, which creates a
complex structure. Character symbols in handwriting appear
to be nearly identical to the base alphabet. This becomes
difficult to identify due to the writer’s handwritten variation.

B. HANDWRITTEN AMHARIC SCRIPT RECOGNITION
Recognizing handwritten Amharic words is a difficult task
because of the intricate nature of the Amharic characters.
Additionally, annotated datasets are not widely available,
which makes it even more challenging. However, in recent
times, some studies have been conducted to address the gaps
that exist in handwritten Amharic script recognition.

Alemu and Fuchs [9] published a research paper outlining
their approach to recognizing handwritten Amharic bank
checks. The main technique they apply in their study is the
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Hidden Markova Random Field (HMRF). In their study, they
took 7,240 handwritten character images to train the model
written by different individuals to consider handwritten
variation. They used 20 checks with 713 characters to test the
model’s performance. By applying contextual information,
they achieved an accuracy rate of 99.44%, whereas without
contextual information, they achieved an accuracy rate of
89.06%. They recommend using parallel processing to speed
up HMRF computations.

Assabie and Begun [8] conducted a study focusing on
the recognition of offline handwritten Amharic words.
In their study, they used a direction tensor field rather
than segmentation to extract features. 177 writers collected
the data for the study from various documents written in
an unrestricted environment. For training purposes, they
extracted 10,932 distinct words from 307 pages with 300 dpi-
resolution images.

In their study, ‘‘Amharic Handwritten Character Recogni-
tionUsing Combined Features and Support VectorMachine,’’
Reta et al. [30] integrated various feature extraction tech-
niques to address the challenges and complexities associated
with Amharic handwritten character recognition. The study
utilized linear discriminant analysis (LDA) to reduce feature
dimensions. Amulticlass support sector machine (SVM)with
error-correcting output codes (ECOC) served as the classifier.
The algorithm was trained and tested on both the Amharic
dataset and the Chars74K benchmark numeric dataset. Model
validation was carried out using a 10-fold cross-validation
technique. Because of this, the multiclass SVM classifi-
cation method showed a strong algorithm that combined
features well enough to correctly recognize handwritten
characters.

In his study, Tamir [6] investigated the application of CNN
for the recognition of Amharic characters in handwriting. The
architecture consists of two convolutional layers specifically
designed for the classification of handwritten Amharic
characters. Tamir compiled a dataset comprising 30,446
characters sourced from approximately 130 different writers.
Among these, 27,413 and 3,033 characters were utilized for
training and testing purposes, respectively. He implemented
and assessed the suggested model design using the Keras
and TensorFlow frameworks. Following the training phase,
Tamir achieved approximately 99.52% training accuracy
after the first epoch, representing the lowest accuracy
among the epochs. Meanwhile, the testing accuracy reached
approximately 99.71%.

In a study by Agegnehu et al. [31], deep learning
was employed to identify Amharic punctuation marks and
handwritten digits using a CNN architecture. In their study,
they mainly focused on 20 handwritten Ge’ez digits and nine
punctuation marks found in Amharic script. They collected
5800 handwritten images from 100 individuals. After prepro-
cessing, they used 32-by-32-pixel binarized images for model
development and evaluation. They developed four different
models with different CNN architectures. Their models have
two, three, four, and five convolutional layers. At the end of

each model, there is one fully connected layer with 29 classes
in addition to the input layer. The architecture is simple
and precise according to the number of layers, which has
the advantage of reducing model complexity. They utilized
CNN’s automatic feature extraction, eliminating the need for
handcrafted methods. During the model configuration, they
applied trial-and-error approaches. They selected the model
with three convolutional layers that generated the best result
out of the four model configurations.

The lack of openly available digit datasets limits research
on Ge’ez numeral recognition. Before Agegnehu et al.
[31], Nur et al. [26] proposed Ge’ez digit recognition
by creating a recognition model with better accuracy and
an experimental dataset consisting of 51,952-digit images
written by 524 people. The researchers suggested exploring
various deep-learning techniques for recognizing multiple
digits. Their CNN model resulted in 96.21% accuracy.

The majority of researchers focused on the recognition
of printed text in the case of the Amharic language. The
availability of a public dataset for Latin text motivated
researchers to focus on the area. However, there is no enough
available dataset publicly for studying the Amharic words in
this area. This discourages researchers from making efforts
to recognize handwritten Amharic words. In this study,
developing a recognition model with better accuracy and
preparing the experimental dataset advance the state of the
art in handwritten Amharic word recognition.

This study aims to identify handwritten Amharic words in
images using an attention mechanism. To accomplish this,
we incorporate additional DL techniques such as CNN for
automatic feature extraction from the input image, RNN for
temporal context modeling from the image, and CTC for
efficient sequential classification.

III. METHODS
In this section, we explore handwritten Amharic word recog-
nition by featuring an attention mechanism. We dedicate our
study to developing a recognition model that can accurately
identify handwritten words within scanned images. Here,
we provide a comprehensive overview of the proposed model
along with insights into the dataset used for experimentation.

A. THE DATASET PREPARATION
During this research, we realized that having a large dataset is
crucial for developing and testing deep learning models [12].
We conducted a thorough search for a dataset that aligned
with the specific needs of our deep learning task to overcome
the challenge of insufficient data. We used the ‘‘HARD-I’’
dataset, which is accessible on the Google Drive reposi-
tory (https://sites.google.com/view/hawdb-v1) in this study.
The dataset comprises handwritten Amharic word images,
prepared by Abdurahman et al. [7], and collected from
60 individuals of varying ages and educational backgrounds.
This diversity helps the model effectively handle variations in
handwriting.
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FIGURE 3. Synthetic dataset preparation steps.

This dataset contained 12,047 handwritten Amharic word
images that featured 300 unique Amharic alphabets. We clas-
sified the dataset into three subsets: training, validation,
and testing. To facilitate precise evaluation, a validation
dataset was crafted, encompassing 10% of the training
dataset.

When faced with the challenge of a limited dataset for
DL tasks, data augmentation techniques were implemented
to increase its size. Despite resource constraints, we success-
fully incorporated approximately 22,000 augmented images.

Utilizing image augmentation is instrumental in enabling
DL models to effectively learn from limited labeled data,
ultimately leading to enhanced recognition performance. This
technique has evolved into a crucial tool for overcoming
data scarcity, maximizingDL algorithm potential, and finding
applications across diverse domains [12]. The following sub-
sections describe the steps and criteria for preparing synthetic
datasets.

1) IMAGE AUGMENTATION STEPS
Generating the synthetic data follows the following algo-
rithmic steps and the flowcharts of the steps are depicted
in FIGURE 3. Image augmentation replicates real-world
scenarios by applying various transformations to the original
images, allowing the model to better recognize and handle
different image variations. These transformations increase
the variability of the dataset, helping the model generalize
better to new, unseen data. The augmentation steps applied
in this study are rotation, width shifting, height shifting and
zooming.

During augmentation, images randomly rotate up to
10 degrees. Additionally, we randomly adjust the width and
height up to 10%. Also, randomly zooming in or out up to
10%.

2) SAMPLE AUGMENTED IMAGES
The synthetic generation of the dataset provides a more
diverse and challenging set of images, enabling a com-
prehensive evaluation of the OCR model’s capabilities in
handling Amharic words. Sample handwritten Amharic word
images are generated to reflect this diversity. FIGURE 4

FIGURE 4. Describes the presentation of sample images from the HARD-I
database: (a) depicts the original image, while (b) features the
augmented image.

provides visual insights comparing the original dataset with
the augmented dataset, highlighting improvements in our
proposed model’s performance.

B. THE PROPOSED MODEL
In this paper, we leverage the strengths of some DL
algorithms: CNN, Attention Mechanism, RNN, and CTC.
Each of these algorithms plays a crucial role in different
stages of the recognition process [25]. CNN layers excel
at capturing spatial hierarchies in data, making them ideal
for extracting meaningful features from the raw pixel data
of handwritten Amharic characters. This feature extraction
transforms the input into an abstract representation that
highlights relevant patterns. RNN layers, especially GRU
cells, are adept at capturing sequential dependencies and tem-
poral context. For handwritten Amharic word recognition,
understanding the order of characters and their dependencies
is vital. RNN layers model these dependencies, contextu-
alizing characters within the entire word. By combining
CNNs for spatial feature extraction and RNNs for temporal
context modeling, our model leverages the strengths of both
architectures. The CNN extracts spatial features, which are
then processed by the RNN to understand the sequence. This
approach ensures effective learning of both local and global
features, crucial for accurate handwritten Amharic word
recognition.

By combining their capabilities, we’ve crafted an inclusive
and operative method for recognizing handwritten Amharic
words. The selection and combination of these DL algorithms
are key contributors to the accomplishment of this research,
ensuring heightened accuracy and reliability in recognition.

The following sections provide a detailed breakdown
of the specific roles each algorithm plays in our holistic
approach.

1) INPUT LAYER
In this recognition model, the input layer is the initial part
of the model that accepts the input image. It takes 32 by
128-pixel images from scanned images with handwritten
Amharic words and makes them ready for the feature
extraction part.We reshaped the input image to form 128 rows
and 32 columns.
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2) CNN LAYERS
Extracting deeper or lower features is important for the
recognition of handwritten words. CNN has the capability
to extract deeper features [32], [33]. So, this study aimed to
extract deeper features from handwritten word images using
CNN, which is known for its exceptional ability to identify
patterns and significant information within images [11].
The scalability of CNN makes it a selective technique for
different image processing applications. Previous studies
have successfully applied CNN to a variety of tasks [34], and
CNN has demonstrated its power, particularly in document
analysis [31]. Therefore, we employed these techniques to
precisely identify the unique features of handwritten words.

To illustrate the effectiveness of CNN in feature extraction,
let’s explore the mathematical representation. Consider an
input image of a handwritten word with pixel values denoted
by I(i,j), where i and j are the spatial coordinates of the image.
Let ok,l represent the output featuremap at the spatial location
(k, l),W(m,n) denote the learnable weights of the kernel at
position (m, n). Each convolution applies a set of kernels to
the input image, allowing for the computation of the output in
‘‘(1)’’. In equation ‘‘(2)’’, we compute the activation function
element-wise after convolution to introduce non-linearity.

Ok,l = σ

(∑M−1

m=0

∑N−1

n=0

(
Ii+m, j+nWm,n

))
(1)

Ok,l = ReLU(Ok,l) (2)

Pooling, often called max-pooling, reduces the spatial
dimensions of the feature maps, aiding in computational
efficiency and mitigating overfitting [12]. We compute the
pooled output in ‘‘(3)’’, which signifies the maximum value
within the designated pooling region.

P = max(Ii:i+F, j:j+G) (3)

where P is the pooled output, and max(Ii:i+F, j:j+G) represents
the maximum value within the specified pooling region. The
dimensions of the pooling filter are denoted by symbols F
and G.

3) ADDITIVE ATTENTION LAYER
The attention mechanism, renowned in machine translation
for its proficiency in unfixed order prediction [35], plays
a central role in our recognition model. It is strategically
designed to refine the model’s focus on pertinent regions
within handwritten words. Specifically, we leverage the
additive attention mechanism, a subtype of soft attention
mechanism, which dynamically assigns weights to different
segments of the sequence during recognition.

In additive attention, the computation of attention weights
involves a learned function that amalgamates information
from both the source (input) and target (output) sequences.
The term ‘‘additive’’ is aptly used because it encompasses a
summation of weighted values.

This mechanism operates dynamically by adjusting the
weights assigned to each element in the input sequence

based on its relevance to the output. Notably, salient regions
in the static representation can dynamically emerge to the
forefront [36]. This dynamic adjustment supplements the
model’s attention to critical features and characters, proving
particularly advantageous when addressing challenges like
inter-class similarity and structural complexity [12].

Handwritten Amharic characters often exhibit subtle
variations that can lead to ambiguity, especially among
visually similar characters. The additive attention mecha-
nism’s ability to dynamically adjust attention weights helps
mitigate confusion between characters with similar appear-
ances. By emphasizing critical features during recognition,
it improves the model’s ability to distinguish between these
visually similar characters.

The structural complexity of handwritten Amharic, char-
acterized by diverse character forms and ligatures, poses
significant challenges to recognition models. Additive atten-
tion enhances the model’s ability to interpret and adapt to this
complexity by allowing it to focus selectively on different
parts of the sequence. This selective attention mechanism
helps capture intricate details and variations within charac-
ters, improving overall recognition performance.

Our model describes the mathematical representation of
the attention operation in ‘‘(4)’’.

ci =

∑T

j=1
αijhj

where, i = 1, 2, . . . ,T (4)

Here, hi is the hidden state at the time step i, T is the length
of the sequence, αij represents the attention weights, and ci
corresponds to the context vectors.

The attention weights αij are computed using a scoring
function that measures the relevance of the input at time step
j to the output at time step i. In our approach, we adopt the
dot product as the scoring function, as shown in ‘‘(5)’’.

scoreij = hihj (5)

Subsequently, the scores are normalized using the SoftMax
function to obtain attention weights, as outlined in ‘‘(6)’’.

αij =
escoreij∑T
k=1 e

scoreik
(6)

In summary, additive attention, as a soft attention
mechanism, significantly enhances the interpretability and
adaptability of the attention process in sequence-to-sequence
tasks, particularly in the context of OCR.

4) RNN LAYERS
Recurrent neural networks which is segmentation-free
networks generate impressive result [37]. In this study,
we leverage BGRU networks which is less complex and
more efficient computationally [38], to proficiently model
intricate sequential dependencies inherent in handwritten
words. The incorporation of BGRU layers substantially
enhances the network’s prowess in capturing contextual infor-
mation efficiently [34], leading to a notable enhancement
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FIGURE 5. The proposed handwritten Amharic word recognition model architecture.

in recognition accuracy [15]. Integrating BGRU layers into
the recognition architecture empowers the model with a
holistic understanding of the inherent structure and context
of handwritten words. This strategic utilization contributes
significantly to the overall effectiveness of our recognition
model.

5) CTC LAYER
The utilization of the CTC technique proves to be indispens-
able for addressing sequential recognition tasks, a character-
istic inherent in handwritten word recognition. This choice
is grounded in the inherent sequential nature of handwritten
word recognition tasks, where understanding the temporal
order of characters is crucial.

In our specific case, employing CTC for recognizing hand-
written Amharic words emerges as a sound technique. CTC
provides the model with the ability to learn from sequences of
varying lengths, eliminating the need for explicit alignment
between input images and their corresponding labels. This
inherent flexibility makes CTC a powerful tool for facilitating
end-to-end training and decoding processes [12].

Central to the effectiveness of the CTC approach is the
CTC loss function, which plays a pivotal role in training the
model. This loss function, as represented in ‘‘(7)’’, quantifies
the dissimilarity between the predicted sequence and the
ground truth labels. Incorporating this loss function into
our training regimen facilitates the model’s learning of the
intricate relationships within the sequential data, contributing
to its ability to accurately recognize and decode handwritten
Amharic words.

LCTC = −

∑
i,j
I (yi,j ̸= blank) log(ŷi,j) (7)

Here, LCTC denotes the CTC loss, ŷi,j represents the
predicted probability distribution for each time step, and yi,j
corresponds to the ground truth label for the given time step.

The integration of the CTC layer, coupledwith the use of its
associated loss function, significantly enhances the model’s
ability to comprehend and recognize handwritten Amharic
words in a sequential manner. This strategic combination

aligns with the inherent characteristics of the task and
contributes to the overall robustness and efficacy of our
recognition model.

The probability P(y | x) in ‘‘(8)’’ is calculated by summing
over all valid alignments between the input sequence and the
label sequence, denoted by A. This set of valid alignments
considers the presence of a blank symbol as well as allowed
repetitions and removals of labels during the alignment
process.

P(y | x) =

∑
a∈A

∏T

t=1
ŷt,at (8)

This consideration ensures that the model accommodates
potential variations in the alignment process, providing a
robust mechanism for capturing diverse patterns within the
handwritten Amharic words.

In essence, the integration of the CTC layer, coupled with a
comprehensive understanding of the associated loss function
and alignment considerations, contributes significantly to
the adaptability and precision of our recognition model.
This combination aligns seamlessly with the nuances of
handwritten Amharic word recognition, ensuring a thorough
and context-aware approach.

The overarching architecture for Amharic word recogni-
tion is depicted in FIGURE 5. The figure is customized
from our previous study [12]. The figure illustrates the
steps of the recognition process, commencing with the
image data sourced from the HARD-I database. The image,
measuring 32 by 128 pixels in our case, undergoes a
sequence of transformations through seven convolutional
layers, each equipped with a ReLU function. Additionally,
two batch normalization layers with a momentum value
of 0.8 each and four max-pooling layers contribute to the
model’s architecture, as outlined in TABLE 3. Following
the CNN layers, the extracted features are reshaped into a
2D format and then directed to the attention layers. Here,
the reshape input is permuted with a permutation size of
(2,1). Then we applied a fully connected layer (dense)
with the Softmax activation function for each time step.
Then the dimension is reduced by selecting the mean value.
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TABLE 3. The proposed model CNN layers and hyper-parameter values configuration.

TABLE 4. The attention layer hyper-parameter values configuration.

TABLE 5. The proposed model RNN-CTC layers and hyper-parameter values configuration.

Then apply the repeat vector to the reduced dimension
using the input dimensions. To get the probability of the
region permutation, it is applied again with size (2,1).
Finally, weighted average multiplication has been applied
between the input and probability results. The attention layer
hyper-parameter configuration and the number of parameters
are depicted in TABLE 4. Subsequently, the sequence is
processed by two BGRU layers, each comprising 128 hidden
units, as specified in TABLE 5. A fully connected (dense)
layer with a Softmax activation function further refines
the features for classification. The number of units in the
dense layer corresponds to the classes or categories in the
recognition task, with a total of 301 classes, encompassing
300 alphabet symbols and a blank CTC space [12]. In this
study, the model is compiled using the Adam optimizer and
CTC loss.

C. PERFORMANCE EVALUATION METRICS
In the field of deep learning, it’s important to assess the
performance of models before launching them in the market.
This involves using different metrics to ensure that the model
is functioning as expected. When it comes to recognition
models, the WER is a commonly used metric for evaluating
performance. The WER is calculated mathematically in
‘‘(9)’’, where the variables Iw,Dw, Sw, and GT represent the
number of word insertions, deletions, substitutions, and the
total number of words in the ground truth text, respectively.

WER =

(
(Iw + Dw + Sw)

GT

)
∗ 100 (9)

IV. EXPERIMENT SETUP, RESULTS, AND DISCUSSION
In this section, we elucidate the setup and execution of the
experiments, present the outcomes, and deliberate on our
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findings. We did four tests to show how well our Amharic
word recognition model works. We also discuss how we
picked the best settings for our model and show the results
we got with those settings. Finally, we take a close look at the
error analysis in the results.

A. EXPERIMENT SETUP
In this study, we harnessed the computational power of a
robust GPU to accelerate image processing tasks, leveraging
the capabilities of Google Collaboratory—an efficient, cloud-
based service enabling remote code execution. Python,
a versatile scripting language, served as our programming
foundation, while the Keras framework, backed by Tensor-
Flow, facilitated the seamless development and training of our
recognition model.

Our approach involved the creation of four distinct
recognition models, each addressing specific considera-
tions. In Case I, we examined the original image without
incorporating attention mechanisms, aiming to establish a
baseline performance. In Case II, we introduced attention
mechanisms to the original images, enhancing the model’s
ability to focus on crucial features. Case III involved
the exploration of augmented images without attention
mechanisms, diversifying the training dataset for improved
generalization. Finally, in Case IV, we combined the benefits
of augmented images with attention mechanisms, seeking to
achieve a comprehensive and high-performing recognition
model. For training consistency across all cases, we opted
for 25 epochs and a batch size of 128. This deliberate
choice ensures a balance between model convergence and
computational efficiency during the training process. The
numerical selection of these parameters was driven by a
careful consideration of the trade-off between training time
and model accuracy.

B. RESULTS
In this section, we present the accomplishments of the
four models developed for recognizing handwritten Amharic
words. Each model underwent rigorous training, with both
training and validation loss metrics being reported throughout
the training phase. Additionally, the models were evaluated
using the same testing dataset to ensure a fair and consistent
comparison of their effectiveness. FIGURE 6 shows the
training and validation loss graphs for Case I, while
FIGURE 7 displays the same for Case II. FIGURE 8 and
FIGURE 9 illustrate the training and validation losses for
Cases III and IV, respectively. These figures provide valuable
insights into each model’s learning progress and performance
throughout the training process.

By examining these graphs, we can assess how well each
model configuration converges and generalizes to unseen
data. The comparison of training and validation losses across
different cases helps identify the most effective model for
recognizing handwritten Amharic words.

We have also provided the percentage of correctly
predicted characters and words. FIGURE 10 displays a

FIGURE 6. Loss of training and validation graph for case I.

FIGURE 7. Loss of training and validation graph for case II.

comparison of the correct character prediction results for
all four cases, while FIGURE 11 shows the comparison of
correct word prediction results for all four cases.

C. DISCUSSION
Since our experimental dataset is small, we applied the
augmented technique to increase the number of images from
12,047 to 34,047. The paper conducts a comparative analysis
of four recognition models, taking into account the attention
mechanism used for handwritten Amharic word recognition,
through the implementation of four scenarios outlined in the
experiment setup subsection.

As shown in TABLE 6, the results indicate that the models
trained with augmented images perform better in terms of
average CER and average WER on the testing dataset of
1200 images. The first model, Case I, achieved an average
CER of 11.44% and an average WER of 33.75% for the
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TABLE 6. Testing results of the developed four models.

FIGURE 8. Loss of training and validation graph for case III.

FIGURE 9. Loss of training and validation graph for case IV.

testing dataset. The second model, Case II, achieved an
average CER of 7.00% and an average WER of 21.42% for
the testing dataset. The third model, Case III, achieved an
average CER of 4.75% and an average WER of 15.33% for
the testing dataset. The fourth model, Case IV, achieved an
average CER of 2.84% and an average WER of 9.75% for
the testing dataset.

The inclusion of an attention mechanism in the image
training enabled the model to perform better. For further

FIGURE 10. A graph of the correct characters’ predictions for all cases.

FIGURE 11. A graph of the correct word predictions for all cases.

reference, it is possible to cross-check prediction results from
FIGURE 10 and FIGURE 11.

1) ERROR ANALYSIS
In this study, we tried to analyze errors that exist in the
Amharic word recognition model. Two sample errors are
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FIGURE 12. Sample error results generated for case IV.

TABLE 7. Effectiveness of the proposed model.

depicted in FIGURE 12, considering case IV. The first
sample handwritten image, which is labeled as (a), has the
word ‘‘ ’’ and the second sample handwritten image,
which is labeled as (b), has the word ‘‘ ’’. In this
figure, characters incorrectly recognized are marked in a red
rectangle.

From the first handwritten word image, the character ‘‘ ’’
is predicted as . In this case, the confusion happened due to
the shape similarity of the characters when written by hand.

In the second handwritten word image, is predicted
due to two and letters being connected to each other
during handwriting. Each character is predicted correctly,
but the character inserted a character during the predic-
tion. The model is confused about character connectivity.
When the space between characters is not sufficient, then the
possibility of an error happening is high.

2) METHOD COMPARISON
While comparing handwritten recognition systems across
various scripts and experimental conditions can be challeng-
ing, we highlight two studies related to this paper to indicate
progress in Amharic handwriting recognition.

Malhotra and Addis [12] employed CNN, RNN, and
CTC techniques, achieving a Character Error Rate (CER) of

17.95% on 6,150 testing samples. Tadesse et al. [39] proposed
a ‘‘Gated Convolution and Stacked Self-Attention Encoder–
Decoder-Based Model for Offline Handwritten Ethiopic Text
Recognition,’’ resulting in a CER of 8.22%.

Our proposedmethod, utilizing CNN,Attention, RNN, and
CTC, achieved a CER of 2.84%, outperforming the previous
two studies. As shown in TABLE 7, our model demonstrates
effectiveness in recognizing Amharic characters.

In our study, we acknowledge the significant work of
Abdurahman et al. [7] in the area of offline handwritten
Amharic word recognition. While their approach using
a CRNN demonstrates strong performance, our research
introduces an alternative method that integrates an additive
attention mechanism. Although our results, with a CER of
2.84%, do not surpass those reported by Abdurahman et al.,
our approach offers distinct advantages, including greater
adaptability and improved interpretability across different
datasets. Also, the differences in how our work and that of
Abdurahman et al. was done show how important it is to look
into different ways to make Amharic text recognition systems
more reliable and useful in a wider range of situations.

3) FUTURE WORKS
One direction for future research involves incorporating
a multilingual word recognition model into our study.
Expanding the model to support multiple languages will
make it more versatile and applicable in diverse linguistic
contexts. This enhancement would require the collection
and processing of multilingual handwriting datasets and the
development of advanced techniques to handle the intricacies
of different scripts and writing styles.

Currently, our study relies on synthetic datasets for training
and evaluation. Future work will focus on utilizing real-life
data sources to better capture the variability and complexity
of handwritten documents encountered in everyday situ-
ations. This transition to authentic datasets will improve
the model’s generalizability and reliability when applied to
practical applications.

Handwritten documents in real-world scenarios often
contain various forms of noise, degradation, and variability,
such as smudges, blurs, ink bleed, and inconsistent writing
styles. Enhancing the model’s robustness to these factors is
crucial for reliable performance. Future research will aim
to develop and integrate techniques that make the model
more resilient to these common issues. Potential approaches
include advanced preprocessing algorithms, noise reduction
techniques, and augmentation strategies to simulate realistic
conditions during training.

By pursuing these future directions, we aim to enhance the
capabilities and applicability of our handwriting recognition
model, making it more robust, versatile, and user-friendly in
real-world scenarios.

V. CONCLUSION
In conclusion, this research on handwritten Amharic word
recognition with an additive attention mechanism has
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successfully addressed the challenges associated with rec-
ognizing handwritten Amharic words. Leveraging a deep
learning approach, specifically, the integration of additive
attention with RNN, our proposed recognition model, con-
sisting of seven CNNs and two RNNs using the CTC strategy,
has demonstrated promising results.

The study not only identified and navigated the complex-
ities of variations in individual handwriting, connectivity of
words without spaces, similarities in alphabet characters, and
noise from scanned images, but also tackled the issue of
data insufficiency through effective augmentation techniques.
The utilization of an original dataset of 10,784 handwritten
Amharic words, augmented with 24,000 images, contributed
to a more robust and diverse training set.

The positive outcomes achieved in the recognition of
handwritten Amharic words demonstrate the additive atten-
tion mechanism’s effectiveness in improving precision. This
research represents a significant stride in bridging the existing
gap in OCR technology for the Amharic script, emphasizing
the transformative capabilities of deep learning in pattern
recognition.

Moving forward, the insights gained from this study
can pave the way for further advancements in the field
of handwritten language recognition, not only for Amharic
but also for other languages facing similar challenges. The
success of our approach highlights the potential for broader
applications of additive attention mechanisms to improve
the accuracy and efficiency of handwritten word recognition
systems.
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