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ABSTRACT In today’s digital era, the escalating phenomenon of cyberbullying is a pervasive and growing
concern. With the increasing prevalence of social media platforms, such as Twitter, online abusive behavior
has become a significant issue that often leads to unpleasant experiences for users. Manual detection of
abnormal and bullying behavior within the realm of social media is inherently not scalable. Moreover, most
existing studies on cyberbullying detection have been predominantly conducted in English and very limited
work has been done on Urdu (a widely used language in Asia). This paper presents an approach for detecting
cyberbullying in Roman Urdu tweets and identifying abuser profiles on Twitter. Firstly, we develop a text
corpus of Roman Urdu tweets with user profile data. Subsequently, we employ Gated Recurrent Unit (GRU)
model coupled with the application of word2vec technique for word embedding to develop a cyberbullying
detection model. Furthermore, we present temporal abusive tweet probability analysis method to provide a
nuanced analysis of the number of bullying and non-bullying tweets sent by individuals within a specific time
interval. To evaluate the performance, we compare the GRU-based approach with other machine learning
models. The results show that the GRU model with lexical normalization gives the best results with an
accuracy of 97% and F1-measure of 97%.

INDEX TERMS Cyberbullying detection, social media, Roman Urdu, machine learning, deep learning,
abuser profile identification.

I. INTRODUCTION
With the advancement in technology and digital inventions,
usage of social media is increasing day by day. Billions of
users are actively engaging with social media platforms such
as Twitter (now X) and Facebook to express their thoughts
and ideas. According to a report, Twitter has 338 million
active users [1], witnessing an average of 200 billion tweets
annually. Around 68.1% of Twitter users are male, and 31.9%
of Twitter users are female. These platforms serve as virtual
arenas for discourse, allow users to share their thoughts on a
wide spectrum of topics related to politics, religion, sports,
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events, and current affairs. Unfortunately, some people use
these platforms for spreading hate and posting bullying con-
tents. The cloak of anonymity provided by social platforms,
wherein users commonly adopt pseudonyms instead of real
names, has contributed to a notable surge in cyberbullying
posts. Consequently, surveillance and monitoring of such
posts is becoming more challenging.

Cyberbullying remains a critical issue on the Internet, with
a concerning number of individuals, especially teenagers,
falling victim to its deleterious effects. According to a survey
by Security.org,1 a staggering 44% of users experienced
online harassment, especially teenagers and kids. Thus,

1https://www.security.org/resources/cyberbullying-facts-statistics/
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cyberbullying has morphed into a significant problem that
affects people’s well-being and mental health, especially
teenagers. Cyberbullying comes in many forms, such as the
use of offensive language, harassment, racism, hate remarks
about one’s choice of lifestyle/religion, personal criticism,
etc. While social media platforms may dedicate a support
team that enables reporting any abusive content/accounts,
expeditious response to such reporting is not always guar-
anteed, thus failing to prevent the damage or satisfactorily
address the affected person’s concerns. Therefore, it is highly
recommended to develop methods to identify cyberbullying
content. While quite a few deep learning and machine
learning approaches have been developed for cyberbullying
detection; these methods are primarily developed for the
English language [2], [3], [4], [5], [6]. On the contrary,
minimal work has been done in the Roman Urdu language,
which is a widely used language in Asia and commonly used
on the social media platform as well [7], [8]. To redress this
gap, we present an approach to detect cyberbullying in Roman
Urdu text on social media using deep learning. We make the
following contribution in this paper:

• We develop a corpus of Roman Urdu tweets for cyber-
bullying detection. We call it the RU dataset. The dataset
is preprocessed using the pre-trained word embedding
technique FastText, trained over 157 languages. We also
compare its performance with other methods, such as
Term Frequency Inverse Document Frequency (TF-IDF)
and word2vec.

• We develop a framework using the GRU model with
word2vec embeddings for detecting cyberbullying in
Roman Urdu tweets and identifying abuser profiles on
Twitter using a computational method.

• We evaluate the performance of lexical normalization
of words and compare the performance of the GRU
model with other machine learning methods for the
cyberbullying detection task. Our approach using the
GRUmodel with lexical normalization achieves the best
performance with an accuracy of 97% and f1-measure
of 97%. Finally, we use simple heuristic to identify
abusive profiles, thus, categorizing the users into normal,
suspected, and abusive users.

The rest of the paper is organized as follows: Section II
presents a literature review of the existing methods for
cyberbullying detection and classification, focusing on dif-
ferent languages along with abuser profile identification.
Section III explains the RU dataset development and annota-
tion. Section IV explains the proposed framework in detail,
including the preprocessing of the data, the GRU-based
pipeline, and the GRUmodel training. Section V presents the
experiments and comparisons with other machine learning
models and discusses the results. Finally, Section VI con-
cludes the paper with suggested future work.

II. RELATED WORK
Cyberbullying and the use of offensive language on social
media, particularly on Twitter, has become a major concern.

Various studies have been conducted to develop methods for
detecting these issues. In this section, we discuss the existing
state-of-the-art research undertaken in cyberbullying and
offensive language detection in multiple languages. We have
categorized the existing research work into three categories:
1) machine learning-based approaches, II) deep learning-
based approaches, III) methodologies dedicated to abuser
profile identification.

A. MACHINE LEARNING APPROACHES
In the past, simplistic lexical methods were once deemed
efficacious for identifying offensive and bullying language.
However, recent research has demonstrated that, aside from
specific terms, the efficacy of these lexical-based methods is
limited. In comparison, machine learning algorithms exhibit
superior speed and formidable performance compared to
these rudimentary lexical normalization approaches. Conven-
tional machine learning models tend to excel in scenarios
with small datasets, yet their performance degrades when
dealing with large-scale datasets. Notably, in the work by
Rasheed et al. [9], a Linear Support Vector Machine (SVM)
was proposed for hate speech detection in Roman Urdu
tweets, surpassing the performance of other models, such as
those utilizing TF-IDF and Count-Vectorizer feature extrac-
tion techniques, by a considerable margin. It’s important
to note, however, that this study was confined to binary
classification. Another SVM-based investigation, as detailed
in Alduailaj and Belghith [10], examined cyberbullying
detection using the Arabic language in conjunction with
TF-IDF feature extraction. The authors introduced a novel
cyberbullying detection technique named ‘‘Passive Regres-
sor’’. This innovative approach not only had the advantage
of improved interpretability but also demonstrated robust
performance in cyberbullying detection specifically tailored
to the Bengali language. Similarly, another investigation
highlighted that leveraging Count-Vectorizer features in con-
junctionwith logistic regression yielded an impressive overall
F1-score of 90% for hate speech detection [14]. This study
employed machine learning techniques for identifying hate
speech in Roman Urdu, and the findings indicate that logistic
regression exhibits superior performance in distinguishing
between hostile and neutral tweets. Furthermore, in the
research by Sreelakshmi et al. [15], a Support VectorMachine
(SVM) employing the Radial Basis Function (RBF) kernel,
combined with character-level FastText, was proposed for
the purpose of detecting hate speech in code-mixed social
media texts that include both Hindi and English. The study
revealed that utilizing character-level features from FastText
provided more information for classification compared to the
traditional word and document-level features.

B. DEEP LEARNING APPROACHES
Deep learning models have demonstrated superior perfor-
mance, particularly when dealing with large datasets, and
they also excel in handling imbalanced data. In the realm
of abusive content detection on Twitter, a hybrid model
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TABLE 1. Summary of previous works.

utilizing the Dolphin Echolocation Algorithm (DEA) in
combination with a Recurrent Neural Network (RNN) fea-
turing word2vec embeddings was proposed [5]. Some other
research studies [5], [11] affirm the increased effectiveness
of neural learning-based approaches in detecting hate speech
when compared to classical machine learning techniques.
Another study [11] focused on the identification of hate

speech in Roman Urdu text. The study revealed that among
various neural network architectures, the Bidirectional Long
Short-Term Memory model (Bi-LSTM) coupled with the
Adam optimizer, and further enhanced by lexical normal-
ization, exhibited the most robust performance. This work
emphasized the significance of lexical normalization in
Roman Urdu due to the language’s numerous variations,
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indicating that using Bi-LSTM without lexical normalization
could result in overfitting. In another study [12], the authors
explored the utilization of Bi-LSTM architecture augmented
with an attention layer for detecting negative user reviews.
This research highlighted that employing Bi-LSTM with
multiple embedding techniques within the neural network
architecture led to notable improvements in hate speech or
negative comment detection.

Khan et al. [4] used a combination of word embedding
and eight different emotional features to feed into the DNN
model and achieved f1-score of 97%, which surpassed that
of various machine learning and deep learning models. This
study also suggested that embedding emotional features in
deep learning models can give better results for Roman
Urdu. Rizwan et al. [16] proposed a deep learning-based
architecture called ‘‘CNN-gram’’ for detecting hate speech
and abusive language in Roman Urdu. The proposed
model is evaluated and compared against several base-
line machine-learning models on the RUHSOLD dataset.
A hybrid model that combines the GRU layers and CNN
layers for hate speech detection is proposed by Zhang et al.
[19]. The authors suggested that GRU is the same as LSTM
with a lesser layer which leads to better performance in
less time. However, this technique is limited only to English
language. Previous work has predominantly focused on
detecting Offensive and hate speech for English language and
other regional languages across the globe [20]. Some studies
have utilized their native languages for this purpose, but there
is limited research on detecting cyberbullying contents in
Roman Urdu.

To best of our knowledge, no study has fully explored
detection of cyberbullying using Roman Urdu tweets and
identifying abuser profiles on Twitter. Moreover, available
datasets and standard dictionaries for Roman Urdu cyber-
bullying text are also limited. Thus, in this paper, firstly,
we develop a corpus of Roman Urdu tweets for cyberbullying
detection called RU dataset. The dataset is preprocessed
using the pre-trained word embedding technique FastText.
Then, we develop a framework using the GRU model with
word2vec embeddings for detecting cyberbullying using
RomanUrdu tweets and identifying abuser profiles on Twitter
using a computational method.

C. ABUSER PROFILE IDENTIFICATION
In addition to the detection of bullying and hate speech
content on social media platforms, there is growing demand
to identify the users’ profiles that are involved in cyberbul-
lying activities [21], [22]. Limited number of studies have
focused on this area as summarized in Table 2. Nurrahmi and
Nurjanah [17] proposed a probabilistic model to measure user
credibility. The study suggested a model for the detection of
abusive tweets in the Indonesian language [17]. Based on a
threshold of abusive content posted in specific time intervals,
the user is categorized as bullying or normal user. Sarna and
Bhatia [23] adopted a distinct method that involved machine
learning models and graphs to identify cyberbullying users.

In this approach, the probability of cyberbullying contents in
a user’s message was utilized. Additionally, they suggested
eight guidelines to extract essential features during the
process of cyberbullying tweet classification, which could be
improved for Roman Urdu.

In a study done on Arabic tweets, based on the
type of tweets, the user’s profile data was analyzed by
Abozinadah et al. [18]. The study used some profile features
and social networking graphs associated with bullying tweets
to measure the degree of abusive content and profile
identification [18]. While the studies mentioned in this
section have made progress in identifying abusive users on
social media platforms, there are still several limitations that
need to be addressed. One limitation is the language-specific
approach used in these studies, which may not apply to
other languages. Moreover, no results validation strategy or
guidelines are available in previous studies. To overcome
these challenges, we propose a computational model to detect
abusive profile posting bullying content in Roman Urdu and
an evaluation strategy for the result’s validation.

III. RU CYBERBULLYING DATASET
A. LIMITATIONS IN EXISTING DATASETS
The linguistic landscape of Roman Urdu is characterized
by scarcity of resources, resulting in limited efforts towards
developing annotated datasets containing cyberbullying
content [11], [14], [16]. Furthermore, the availability of
pre-trained embedding techniques for Roman Urdu remains
constrained. To address these gaps, [11] proposed annotation
guidelines to enable contextual analysis of Roman Urdu
data and curated a substantial dataset of 30,000 tweets,
annotated by domain experts. In a separate study focusing on
hate speech detection [14], the authors adopted an iterative
approach to formulate annotation guidelines for the HS-RU-
20 dataset, tailored specifically for hate speech detection
in Roman Urdu. Additionally, Rizwan et al. [16] explored
the development of the Roman Urdu corpus and examined
the performance of five distinct multi-lingual pre-trained
embeddings, including FastText, LASER, BERT, ELMo,
and XLM-RoBERT, on the Roman Urdu dataset. The study
also proposed a pre-trained embedding technique named as
RomUrEm, but it is not available for researchers to study and
reuse.

B. DATASET DEVELOPMENT
As per the existing literature, the construction of bullying
datasets typically involves extracting offensive content from
online sources using lexicons containing abusivewords or uti-
lizing hate-speech datasets. Nevertheless, while Hatebase.org
provides an extensive collection of multilingual bullying
words, it lacks a lexicon base for the Roman Urdu language.
Additionally, the absence of profile data associated with
Roman Urdu tweets in existing datasets presents a further
challenge. In response to this gap, we have formulated a
lexicon of abusive words for Roman Urdu by conduct-
ing online keyword searches as shown in figure 1. This
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TABLE 2. Summary of abuser profile identification work.

FIGURE 1. Dataset collection and labeling.

TABLE 3. Number of tweets in each category.

comprehensive lexicon encompasses terms associated with
bullying, religious hate, racism, and sexist language. After
extracting a corpus of Roman Urdu tweets using lexicons
and hashtags, labeling annotations were established. These
annotations considered diverse categories of cyberbullying as
discussed in various articles. To ensure unbiased results, class
balancing is performed. The dataset contains an equal number
of bullying and non-bullying tweets, as depicted in Table 3.

In our dataset of tweets labeled as either ‘‘bullying’’ or
‘‘non-bullying’’ in Roman Urdu, there’s a recognition that
labeling can be influenced by personal interpretation and
cultural context. Different people may view the same tweet
differently, leading to labeling inconsistencies. This happens
because the perception of bullying varies based on personal
experiences and cultural norms. Despite having guidelines
for annotators, the subjective nature of bullying contents
may still introduce errors in labeling. These errors can the
generalizability of themachine learningmodels trained on the
data, making it important to address them through strategies
like ongoing quality checks and incorporating uncertainty
measures in model predictions.

C. DATASET ANNOTATION
We annotated the dataset into five distinct categories: Neutral,
Offensive, Religious Hate, Sexism, and Racism. A selection
of tweets from the dataset, along with their corresponding
labels, is shown in Table 4. These annotations were conducted
with strict adherence to the guiding principles defining each
target category.

• Sexism: This category encompasses any manifestation
of online aggression or harassment directed towards an
individual based on their gender or sex [21], [24].

• Offensive/Abusive: This category encompasses any
usage of vulgar language or aggression with the intent to
inflict harm or distress upon the victim [22], [24]. This
may involve derogatory language or threats.

• Racism: This category entails any form of bullying or
aggression directed towards an individual or a group
based on their race or ethnicity [24].

• Religious Hate: This category includes any form of
aggression driven by prejudice or discrimination against
an individual’s religious beliefs or faith system [25].
It involves propagating hate against a specific religious
community or religious groups.

• Neutral: This category refers to tweets that do not fall
into any of the aforementioned categories. It encom-
passes simple tweets that contain no harmful or hurtful
language.

IV. METHODOLOGY
This section describes our proposed method in detail as illus-
trated in Figure 2. The proposed architecture encompasses the
following six phases.

1) Roman Urdu tweets scrapping.
2) Dataset preprocessing.
3) GRU model training for classification.
4) GRU model evaluation.
5) Abuser profile identification.

A. ROMAN URDU TWEETS SCRAPPING
For scraping tweets, we utilized Apify.2 The data selection
was based on the top Twitter trends, encompassing subjects
such as politics, harassment, events, showbiz, and sports.
Data retrieval was accomplished through hashtags, keywords,

2Apify is a Twitter scraping tool available at https://apify.com/
store/scrapers/twitter
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TABLE 4. Sample of tweets from dataset with targeted label.

FIGURE 2. Proposed architecture of cyberbullying text detection and abuser profile identification.

and user profiles. The selection of keywords was determined
by data availability within each category, which includes
racism, sexism, religious hate, abusive content, and neutral
tweets. Initially, a total of 36,000 raw tweets were extracted
from Twitter. Subsequently, manual filtering was performed
to include only Roman Urdu tweets, resulting in 10,670
tweets as illustrated in Table 3.

B. DATASET PREPROCESSING
Before feeding data into the deep learning model, we pre-
processed the data to translate it into the required format. The
preprocessing steps are explained below.

1) Tokenization: During this step, each tweet underwent
tokenization into individual words using the TweetTo-
kenizer API from the NLTK library.3

2) Data Cleaning: This step focused on cleaning the
extracted Roman Urdu tweets. It was observed that
tweets contained various special characters, URLs,
mentions, punctuation marks, hashtags, numbers, and
emojis expressing emotions. These elements were
removed from the dataset using a Python code script.

3) Lower Case Conversion: To ensure standardized and
case-insensitive text for the model, all letters were
converted to lowercase.

3https://www.nltk.org/

4) Stop Words Removal: Stop words refer to irrelevant
words within sentences, such as conjunctions and
prepositions. As Roman Urdu data is already sparse,
removing stop words helps to avoid unnecessary
dimensionality in the dataset. We utilized Roman Urdu
stop words available at4 to filter them out from our
dataset.

5) Lexical Normalization:Given that Roman Urdu lacks
a standard writing style or set of words due to
regional and individual variations, lexical normaliza-
tion becomes crucial. These lexical variations result in
sparse data and can affect the model’s performance.
For instance, the word [world] is written as ‘‘kainat,’’
‘‘kaenaat,’’ ‘‘kayenat,’’ ‘‘kaynat,’’ or ‘‘kainaat’’ in
Roman Urdu. This variation is known as lexical
variation. Reducing lexical variation helps alleviate
data sparsity and improves the model’s performance.
To ensure consistency and handle variations in Roman
Urdu terms, lexical normalization is crucial. This
process involves translating different spellings and
forms of a word into a standardized lexical form,
as depicted in Figure 4. For this purpose, we utilized
a lexicon corpus of 61,000 Roman Urdu words for
normalization of lexical variants, available at.5

4https://github.com/haseebelahi/roman-urdu-stopwords
5https://github.com/mtk12/Roman-Urdu-Lexical-variation-via-

Clustering/
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FIGURE 3. GRU architecture.

6) Word Embedding using word2vec: Following pre-
processing and dataset normalization, the next vital
step in raw data analysis involves feature extraction.
Instead of manipulating raw data directly, the com-
puter converts it into derived numerical values while
preserving the original data’s information. Various
techniques can be employed for feature extraction, such
as Bag of Words, TF/IDF with n-grams, and character
gram. In this study, we employed the word2vec pre-
trained embedding approach utilized by the selected
model, GRU, with a dimension size of 100 and a
vocabulary size of 10,000. The dimension size was
set to train the model over almost the same length
of tweets. The word2vec technique transforms each
word in the corpus based on its contextual meaning
into a 100-dimensional vector. This process allows
semantically related words to be grouped together in
the vector space.

7) Train/Test Data Splitting: The data was split into an
80:20 ratio for training and evaluating the selected deep
learning model.

C. PROPOSED GRU-BASED PIPELINE
Our proposed model is centered around the utilization of
the GRU with a pre-trained embedding technique using
word2vec. The GRU, a variant of Recurrent Neural Network
(RNN), is specifically designed to tackle the vanishing
gradient problem, commonly encountered in traditional
RNNs. This problem arises when gradients in the network
become exceedingly small during back-propagation, lead-
ing to slow training and the inability to learn long-term
dependencies effectively. To address these challenges, the

FIGURE 4. Dataset lexical normalization.

GRU incorporates gating mechanisms that facilitate selec-
tive updating and resetting of the hidden state, enabling
it to capture long-term dependencies more efficiently in
sequential data. Additionally, the GRU possesses a reduced
parameter count compared to conventional RNNs, which
in turn helps in preventing overfitting and improving the
model’s generalization performance. The fundamental GRU
model consists of multiple cells and two gates: an update gate
(zt ) and a reset gate (Rt ), as illustrated in Figure 3. At each
time step (t), the model takes input (xt ) and the previous
hidden state (ht−1) to compute the new hidden state (ht ) using
the following equations for a single GRU cell:

ht = tanh(Wxt + Rt ∗ Uht−1) (1)

Zt = σ (Wzxt + Uzht−1) (2)

Rt = sigma(Wrxt + Urht−1) (3)

The update gate Zt regulates the extent to which the candidate
activation ht influences the current state ht , whereas the reset
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gate rt governs the extent to which the previous hidden state
ht−1 is retained in the current state. The candidate activation
ht is a fusion of the input at time t and a modified version
of the previous hidden state ht−1, where the transformation
is controlled by the reset gate Rt . The architecture of the
GRU model utilized in our study is depicted in Figure 5.
Tokenized tweets and padded sequences are first passed
through an embedding layer with embedding dimensions of
200. This layer maps each word index to a dense vector (word
embedding) and is initialized with pre-trained embeddings,
forming an l× d dense embeddingmatrix, where d represents
the embedding vector dimension for each word, and l is the
number of words in the tweet. The word embeddings are
then fed into the first GRU layer, which captures sequential
information within the text. The output of the first GRU
layer is subsequently passed to the second GRU layer for
further processing, capturing more complex patterns in the
data. The output of the second GRU layer is then fed through
a dense layer with a softmax activation function, generating
probability distributions over the class labels.

The model predicts the final class label by selecting the
one with the highest probability from the output of the
softmax layer. To optimize the model, we use categorical
cross-entropy as the loss function, suitable for multi-class
classification problems with probability distributions as
outputs. For training, we employ the Adam optimizer, known
for faster convergence and improved performance. To ensure
consistent experimental conditions, all network weights are
initialized randomly, and a fixed random seed is applied
across all experiments. The model is trained for 10 epochs
in each experiment, and a saved checkpoint of the learned
weights is utilized to evaluate the test split based on the epoch
with the best predictive performance on the validation split.
If the validation error does not decrease for three consecutive
epochs, the training process is terminated.

D. GRU MODEL TRAINING FOR CLASSIFICATION
In our work, we use GRU with pre-trained embedding to
detect cyberbullying in Roman Urdu. The model was trained
at this stage using a validation split of 80:20 ratio. By utilizing
k-fold cross-validation, bias was significantly reduced as the
majority of the data was employed for fitting. The results
of training during k-fold cross-validation are recorded for
purposes of visualization. In each epoch, the same data is
given to the neural network multiple times to learn various
features from the text. Data is distributed randomly so that
data is not trained over the same pattern. During the data
preprocessing step, the dataset was split into training and
testing sets. A portion of the data was used for model
training, while the remaining portion was reserved for model
testing. The testing dataset underwent cleaning, lexical nor-
malization, and word embedding processes. Subsequently,
the GRU model predictions were generated for the testing
dataset, and the model’s performance was evaluated using
metrics such as accuracy, precision, recall, and F1-score.
The evaluation results were aggregated in tabular format to

facilitate a comprehensive comparison with other baseline
machine learning models.

E. PROFILE IDENTIFICATION
Following the training and testing of the model on the dataset,
tweets were categorized into different types of cyberbullying
activities. These categorized tweets were then employed to
identify abuser profiles based on discernible patterns in the
data. The identification of the abuser profile is primarily
reliant on the frequency of categorized tweets and the
language employed. Further details on the computational
model for abuser profile identification are provided in Results
section.

V. EXPERIMENTS AND RESULTS
In this section, we present the experiments and the
corresponding results. In our work, we used traditional
machine learning models using different embedding tech-
niques and also compared the results with our proposed
lexical normalization-based GRU deep learning model with
two hidden layers. In the dataset prepration, out of the
10,670 tweets, 5,355 were labeled as ‘‘Neutral’’, while
the remaining were categorized as bullying tweets. The
bullying tweets were further divided into the following
categories: ‘‘Abusive/Offensive (3,241)’’, ‘‘Sexism (580)’’,
‘‘Religious Hate (672)’’, and ‘‘Racism (822)’’. The dataset
underwent tokenization, preprocessing, and normalization
before being fed into the selected model. We employed
a pre-trained word2vec embedding for feature extraction
within our proposed pipeline. The deep learning models
were implemented in Python using Scikit-learn, Keras, and
Tensorflow libraries. Additionally, we employed Python
packages such as JSON,Gensim, NLTK, Pandas, andNumpy.

A. TRADITIONAL MACHINE LEARNING MODELS
Initially, we employed six traditional machine learning clas-
sifiers as baseline models to construct multi-classifier cyber-
bullying detection systems. The selected machine learning
models were Support Vector Machine (SVM), Multi-nomial
Naive Bayes (NB), Decision Tree (DT), Logistic Regression
(LR), Random Forest (RF), and Gradient Boosting (GB).
These models were chosen based on a comprehensive
literature review, indicating their effectiveness in hate speech
or bullying data detection. We split the dataset into training
and test sets with a ratio of 80:20. Each model was trained
multiple times on the training set, utilizing a 10-fold cross-
validation technique. We conducted the same experiment
thrice for each model, employing FastText Embedding,
TF/IDF, and word2vec with a vector size of 200 dimensions.
The results for each scenario are summarized in Table 5.
Figure 7 visually presents the performance of each machine
learning model.

B. GRU MODEL PERFORMANCE
Figure 6 depicts the training and validation accuracy of the
GRU Model, which progressively increases with each epoch
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FIGURE 5. GRU model for cyberbullying detection in Roman Urdu.

TABLE 5. Results of traditional machine learning models.

until reaching a peak of 97 percent in the final epoch. Notably,
this achieved accuracy surpasses that of other machine
learning models utilized as binary classifiers in previous
studies. For fair evaluation, the same testing part of the dataset
was used for both traditional machine-learning models and
deep-learning model evaluation. The performance of these
trained models was tested using well-known metrics such as
precision, accuracy, recall, and F1-measure, and the results
are presented in Table 6. The GRU-based approach has
demonstrated superior performance compared to traditional
models in terms of all evaluation metrics, using word2vec
embedding, as illustrated in Figure 8. Notably, among the
traditional machine learningmodels, the Decision Treemodel
exhibits notably higher performance when utilizing TF-IDF
as a feature extraction and word embedding technique,
as shown in the comparison chart of Figure 7.

Referring to the information presented in Table 1, pre-
vious studies have highlighted that the SVM with Count
Vectors and TF-IDF model outperforms both traditional
and deep learning models in binary classification tasks,
as assessed by accuracy, precision, recall, and f-measure.
However, it is noteworthy that the performance of the
SVM degrades when applied to multi-class classification
of tweets. Conversely, the Bi-LSTM with attention layer
(a deep learning model) performs better in the context of
multi-classification of tweets, as reported in the study by
Bilal et al. [11]. In our experimental findings, the GRU-based
deep learning model showcased superior performance to
machine learning models, including SVM, Logistic Regres-
sion, CNN, and Bi-LSTM, particularly when combined with
lexical normalization of the dataset, as demonstrated in
Table 6 and 7.
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FIGURE 6. Performance of GRU for each epoch.

TABLE 6. Results of GRU and traditional machine learning models using word2vec embedding.

C. ABUSER PROFILE IDENTIFICATION
The Roman Urdu tweets data, which has already been
classified by the proposed model with an accuracy of 97%,
is leveraged to detect user behavior. The classification of
users into normal and abusive categories followed these steps:

• Bullying Behaviour (BB): This is calculated by deter-
mining the total number of cyberbullying tweets (Sexism
and Abusive/Offensive) sent by a user, denoted as X.

• Normal Behaviour (NB): This is calculated by deter-
mining the total number of tweets (categories other than
Sexism and Abusive/Offensive) sent by user X.

• Total Number of Tweets (NT): This represents the total
number of tweets sent by a user.

For a user X, the probability of BB, PBB and the
probability of NB,PNB are calculated using equations 4 and 5,
respectively:

PBB =
BB(X )

NT (BB(X ) + NB(X )
(4)

PNB = 1 − PBB (5)

After determining the probabilities based on the
user’s tweets, abuser and normal profiles are identified
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TABLE 7. Comparison of the proposed approach with multi-class classification model of existing studies.

FIGURE 7. Performance of ML models using word2vec. LR = Logistic
Regression, DT = Decision Tree, NB = Multinomial Naive Baye’s, RF =

Random Forest, SVM = Support Vector Machine, GB = Gradient Boosting.

FIGURE 8. Performance of GRU and traditional ML models using
word2vec embedding.

using three rules derived from the study by Sarna and
Bhatia [23]:

1) If PBB < 0.5, the user is categorized as a Normal
User, indicating that more than half of their activities
are normal.

2) If 0.5 ≤ PBB < 0.6 and NT > 1, the user is classified as
a Suspicious User, warranting a warning due to their
bullying behavior being close to that of Abusive Users.

3) If PBB ≥ 0.6 and NT > 1, the user is considered an
Abusive User, as they exhibit intensive cyberbullying
behavior towards others.

Following the classification process, the model effectively
categorized the data into multiple classes. Subsequently,
the users’ behavior and credibility were assessed using
the probabilistic model described earlier. As a result, the
system proficiently identified cyberbullying actors, compris-
ing 922 Normal Users, 57 Suspected Users, and 25 Abusive
Users, as depicted in Figure 9. These findings indicate the

FIGURE 9. Result of abusive profile identification.

presence of cyberbullying tweets within the dataset, and
further reveal that 82 users should be alerted regarding their
usage of abusive or offensive language in their tweets.

VI. CONCLUSION AND FUTURE WORK
The findings of this study underscore the critical challenges
faced by Roman Urdu in the context of cyberbullying content
detection, primarily stemming from the limited availability of
comprehensive datasets containing user profile information.
This scarcity imparts significant implications for the accurate
identification and categorization of abusive content spanning
diverse cyberbullying categories in the Roman Urdu text
on social media. The proposed method, utilizing the GRU
model with pre-learned embeddings, exhibited remarkable
advancements over conventional machine learning and deep
learning models, including LSTM, Bi-LSTM with attention
layers, and CNN. These advancements were observed
across key performance metrics such as accuracy, precision,
and F-measure, with the GRU-based method attaining an
accuracy rate of 97%, outperforming alternative methods
in this domain. Furthermore, our investigation highlighted
the effectiveness of employing Decision Tree and Gradient
Boosting as conventional machine learning classifiers in
conjunction with TF-IDF for cyberbullying detection. These
classifiers demonstrated relatively superior performance,
potentially attributed to the incorporation of lexical nor-
malization during the data pre-processing phase. This stan-
dardization of Roman Urdu words contributed to improved
performance and accuracy. The proposed method exhibited
the capability to successfully classify users into three distinct
categories based on their cyberbullying behavior: Normal
Users (922 instances), Suspected Users (57 instances), and
Abusive Users (25 instances). This categorization provides
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a pivotal foundation for subsequent research and proactive
measures to address cyberbullying issues in the Roman
Urdu context. In future endeavors, the proposed model
holds promise for implementation in various social media
platforms, online safety initiatives, and content moderation
systems, providing automated identification and mitigation
of cyberbullying incidents. Additionally, this framework can
contribute value to community management, parental control
tools, research studies, and educational awareness programs,
thereby fostering safer online environments and facilitating
proactive measures against bullying behavior. To augment
themodel’s capabilities, future investigations should consider
the incorporation of smileys and emojis into the dataset.
This addition has the potential to enhance the prediction and
detection of bullying content by capturing the underlying
emotional context within the tweets. Moreover, addressing
inter-rater reliability and minimizing labeling discrepancies
becomes imperative as data labeling may involve subjective
interpretation in categorizing bullying behavior. Ensuring
consistency in labeling is essential to refine the model’s
performance and enhance its accuracy. Furthermore, in the
context of abusive profile identification, augmenting the
dataset with additional features beyond tweets, such as
the social network of users, daily tweet frequency, and
the use of hashtags or mentions, could yield more precise
and accurate results. Expanding the feature set enables
a comprehensive profiling of users engaged in abusive
behavior, facilitating more effective detection and mitigation
strategies.
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