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ABSTRACT Recent advancements in communication technology have transformed the way the industrial
system works. This digitalization has improved the way of communication between different actors involved
in cyber physical production systems (CPPS), such as users, suppliers, and manufacturers, thus making the
whole process transparent. The utilization of emerging new technologies in CPPS can cause vulnerable spots
that can be exploited by attackers to launch sophisticated distributed denial of service (DDoS) attacks, hence
threatening the availability of the production systems. Existing machine learning based intrusion detection
systems (IDS) often rely on unrealistic datasets for training and validation, thus missing the crucial testing
phase with real-time scenarios. The results generated by the ML models are based on predictions at each
flow level and cannot provide summarized information about malicious entities. To address this limitation,
this study proposed an efficient IDS system that uses both rule-based detection and ML-based approaches
to detect DDoS attacks damaging the infrastructure of CPPS. For training and validation of the system,
we use real-time network traffic extracted from a real industrial scenario, referred to as Farm-to-Fork (F2F)
supply chain system. Both, attacks and normal traffic were captured, and bidirectional features were extracted
through CIC-FLOWMETER. We make use of 8 ML supervised and unsupervised approaches to detect
the malicious flows; and then a rule-based detection mechanism is used to calculate the frequency of the
malicious flows and to assign different severity levels based on the computed frequency. The overall results
show that supervised models outperform unsupervised approaches and achieve an accuracy 99.97% and
TPR 99.96%. Overall, the weighted accuracy when tested and deployed in a real-time scenario is around
98.71%. The results prove that the system works better when considering real-time scenarios and provides
comprehensive information about the detected results that can be used to take different mitigation actions.

INDEX TERMS CPPS, DDoS attacks, Industry 4.0, IDS solution, machine learning, rule-based detection.

I. INTRODUCTION leverages the utilization of various emerging technologies,

The fourth Industrial Revolution (4.0) has transformed fac-
tories into smart cyber-physical production systems (CPPS),
where products, machines, and humans are interconnected
across the whole supply chain. The infrastructure of CPPS
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such as the Internet of Things (IoT), cloud computing, edge
computing, machine-to-machine (M2M) communication,
and artificial intelligence (AI) [1]. These technologies have
transformed factories into massively interconnected CPPS,
laying the foundation for smart factories where the whole
chain, from the user to the production plant, is interconnected.
This integration of networking, storage, and computing
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has enhanced the connectivity between different production
processes and results in better product quality, increased
productivity, reduced cost, and sustainability.

The use of emerging technologies has also resulted in
an increased security threat landscape in the operational
environments of CPPS, which is constantly evolving. This
integration has resulted in novel and non-negligible security
challenges, such as an increase in cyber threats, financial
losses, data breaches, operational disturbances, and reputa-
tion damage. Moreover, since CPPS consists of different [oT-
based systems, sensors, and smart devices from different
vendors, the chances of showing additional vulnerabilities
become much larger, thus leading to potential risks that
malicious actors can exploit. In fact, these vulnerabilities can
be exploited by the attacker to disrupt the normal operation of
the system and consequently result in severe actions, such as
shutting down the production line, compromising the quality
of the products and causing damage to different assets that
are part of the organization. Then it is desirable to deploy an
IDS state-of-the-art solution that can protect the perimeter of
the network and also allow the different sub-components of
the industrial system to communicate with each other without
causing any disturbance.

In this study, we focus particularly on the application of
CPPS in specifically within the farm-to-fork (F2F) specific
supply chain. The F2F supply chain consists of a complete
life cycle from the producers (farmers) to the end user who
consumes it. As the food industry becomes more dependent
on emerging digital technology, the vulnerability to cyber
threats like distributed denial of service (DDoS) [2] attacks
increases drastically which disturbs the whole supply chain
and results in business interruption. The SecuFood project
emphasizes the need and importance of analyzing the threats
and vulnerabilities associated with the food and supply chain
system [3]. The most common attacks that the food industry
faces consist of ransomware and DDoS attacks [4]. In general,
the advancement of CPPS amplifies the risk of DDoS attacks
in the food industry and thus highlights the need for proactive
solutions to maintain the integrity and continuation of the
food supply chain. Protecting against these types of attacks
is mandatory to ensure reliable communication. They can
have undesirable effects on the communication infrastructure.
The different stakeholders involved in the supply chain
of the food industry will be unable to communicate with
each other or will experience delays, which can lead to
serious financial losses. The attacker can target the different
components involved in the communication infrastructure
which are connecting the different stakeholders of the food
supply chain.

The DDoS attacks can threaten the availability of produc-
tion lines and overwhelm services and resources. A sudden
increase in network traffic and resource utilization can affect
the availability of the communication network, resulting in
reduced or even worse no communication between different
sub-components of the supply chain system. A DDOS
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attack aims to obstruct legitimate users from accessing
the services and, in the worst-case scenario, results in
crashing the services. The attacker can achieve its goals by
flooding the service infrastructure with an intense number
of packets, which can result in consuming all the network
resources. In the origin of the denial-of-service (DOS)
attack, the attacker emanates from a single point. It is
quite straightforward to block the malicious IP as they
originated from a single source, by making use of firewalls
[5]. Tt is necessary to understand the tactics, techniques, and
procedures used by the attacker to launch these attacks so
that suitable mitigation actions can be taken. Various types
of techniques can be used by the attacker to increase the
frequency and volume of these attacks, for example, the
attacker can make use of several infected devices, which are
part of a botnet to target the system.

An attacker can use several methodologies to launch
these attacks, such as volume-based attacks, protocol-
based attacks, and application layer-based attacks. Volume-
based approaches focus on consuming network resources
to overload the victims’ network bandwidth. Protocol-based
attacks focus on exploiting vulnerabilities in the network. The
application layer-based attacks disturb the communication
based on the TCP/IP protocol stack. The attackers can make
use of the new attack’s techniques classified as zero-day
DDoS by exploiting the vulnerabilities and security breaches
that have not been discovered yet. The DynDNS was the
largest infrastructure attack that resulted in the denial of
important services [6]. Keeping the system up-to-date to
avoid vulnerabilities and deploying an optimal IDS solution
or firewalls such as pf-Sense, Suricate, and Wazhu, can help
to protect against these attacks. In addition, the impact of
these DDoS attacks and the related vulnerabilities continues
to escalate uncontrollably in the context of large, distributed,
and diverse systems like supply chains. This could potentially
result in the emergence of new attack patterns. These attacks
can cause failures in both software and hardware systems.
DDoS attacks pose a significant threat to the food industry
and can disrupt the entire communication infrastructure. The
food industry supply chain usually has a centralized system to
make communication between different stakeholders which
make them more volatile towards the infrastructure DDoS
attacks. They are particularly susceptible to DDoS attacks,
therefore requiring advanced and modern solutions to defend
against such targeted attacks. This is where the machine
learning plays an important rule as it can learn malicious
patterns and can handle the attacks sophisticated nature.

Different types of approaches can be used to handle these
attacks which includes IDS, deployment of the firewall and
ML based solutions. A classical IDS solution makes use
of signature-based detection or rule-based detection, which
can be used as protection against known attack patterns.
The current advancement into machine learning (ML) has
gained popularity, particularly in the domain of anomaly
detection, and consequently has shifted the trends towards
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the utilization of ML-based IDS. The existing research efforts
[71, [8] [9] make use of ML-based techniques to handle
sophisticated DDoS attacks targeting the industrial system.
Major issues associated with these solutions revolve around
the absence of real-time testing of developed techniques in
real-time scenarios, training with only benign data, and the
utilization of non-realistic attack data for training. They also
faced the limitation of using attack traffic from different
scenarios and the absence of crucial attack information to take
the appropriate actions. Furthermore, there is no information
available regarding the usability and practical utilization of
these detection systems in a real-time industrial environment.
Thus, it is without doubt that examining and providing
protection against DDoS attacks targeting the supply chain
systems demands advanced and robust solutions that can be
trusted and can be used in real-time scenarios.

In this paper, we developed an IDS solution for addressing
the challenges associated with CPPS F2F supply chain
systems against DDoS attacks. The proposed solution makes
use of rule-based detection along with the utilization of
ML approaches to protect against DDoS attacks. The
CICFLOWMETER was used to extract the statistical features
from the network traffic obtained from the F2F supply chain.
These features were used to train the ML model to learn
patterns about normal and malicious network flows. The ML
models perform prediction at each flow level thus resulting
in enhanced detection capability. While rule-based detection
is used to find the known attack patterns. The utilization of
rule-based detection helps in detecting known attack patterns,
while ML approaches help in increasing the attack detection
capability against complicated attack scenarios. The main
objective of using both approaches is twofold: i) to enhance
the detection capability of the IDS along with improving the
decision-making process through reducing the false positive,
and; ii) providing an extra check on the predictions made
by ML models to make sure the results can be used to give
a complete picture of the network situation. Utilization of
ML techniques has achieved the detection of each individual
malicious network flow but it results in generating the
redundancy of alerts for the network administrator if they
are not handled properly. Sometimes they can result in an
increased number of false positives.

The proposed methodology combines the advantages
associated with rule-based detection and thus complements
the detection capability of ML approaches against DDoS
attacks. The ML models make use of the detection at each
individual flow level and classify the normal and malicious
network flows. The rule-based detection further complements
these prediction results and tries to reduce the false positive
generated by the ML models and provides comprehensive
results along with assigning the different severity levels to the
network flows based on the frequency of the flows. One main
issue associated with the existing solution was that they used
non-realistic data to train their system and their validation
in real-time was questionable. This issue was overcome in
the proposed work through the utilization of the real-time
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benign and attack traffic from a real-time scenario of the food
industry supply chain to ensure that the proposed solution can
be used effectively in real-time scenarios. Different standard
evaluation matrices were used to check the efficiency of the
proposed solution in a real-time manner.

The main contributions of the paper can be summarized as
follows:

« We reviewed the state-of-the-art approaches and solu-
tions for handling the attacks in real-time industrial
systems. The proposed study tried to overcome the
limitations and challenges by leveraging the concepts of
both traditional and novel approaches.

e We proposed an IDS system that was trained and
validated through a real-time supply chain industrial
system. A complete pipeline was developed which
consisted of data acquisition, pre-processing, feature
selection, model training, attack detection, and control
actions.

o The proposed IDS system presented a hybrid approach
consisting of both traditional rule-based detection and
novel machine-learning approaches. The ML-based
detection achieved detection at each flow level while the
rule-based detection summarized the detection results.

« We have evaluated the usability of our proposed IDS
by deploying it in an industrial scenario F2F supply
chain system. An adversarial scenario was developed to
validate the efficiency of the IDS system. The system
achieved an overall higher detection accuracy for both
normal and adversarial scenarios.

o We designed an alert system, providing unified alerts
along with recommended suggestions that can be used
for attack mitigation.

The structure of the paper is as follows. Section II
provides a brief overview of existing solutions and state-
of-the-art approaches for the detection of attacks on CPPS,
including the studies for selected attacks. Section III presents
the proposed IDS solution. This section briefly describes
the working of the IDS. Section IV presents the proposed
architecture deployment and the simulation-based test that
was used for the validation of the trained models. Section V
provides a detailed analysis of the performance matrices used
for the evaluation of the trained models. Section VI provides
a discussion of the overall work. Finally, Section VII gives
the conclusion and describes the future work.

Il. BACKGROUND AND LITERATURE REVIEW

The supply chain has become more complex and involves dif-
ferent actors and different components. The communication
infrastructure is considered to be a be backbone of almost all
CPPS specifically in the F2F supply chain where all the actors
need to communicate efficiently with each other. It is thus
vital to utilize several security measures to ensure that this
communication network remains uninterrupted when faced
with numerous security threats. The research community
has developed a great interest in using intrusion detection
systems(IDS) from the perceptive of the CPPS. The IDS
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are mostly used in the field of monitoring the network
infrastructure to protect the systems against intrusion. IDS
constantly collects real-time network data and generates
different types of alert messages. The IDS solution can
classified into different categories based on their deployment
or functionality such as anomaly detection and misuse
detection [10], [11]. This detection uses the attack’s malicious
behavior, such as a database of the attack’s signature. They
sometimes are considered rule-based detection or signature-
based detection approaches [12], [13].

However, the recent popularity of machine learning, when
applied to anomaly detection has driven its deployment to
enhance the performance of traditional IDS, especially in
the detection of spoofing attacks [16]. The ML-IDS solution
requires a significant amount of data to train and validate ML
models to perform the anomaly detection task. The existing
research efforts have utilized several datasets such as CIC-
IDS-2018 [17], CIC-IDS-2019 [18], UNSW-NB15 [19], Bot-
10T [20], AWID3 [21], and CICI0oT2023 [22] to train machine
learning model to achieve the attack detection.

In the existing state-of-the-art, many references may be
found built on a mixture of both classical solutions and
ML techniques to achieve better attack detection. Different
works in the literature have utilized various supervised ML
techniques as the core of the IDS, as in [23], where the
authors present an IDS based on a multi-layer perceptron
neural network for intrusion detection. Also, in [24], the
authors propose a support vector machine (SVM) based IDS
to detect routing layer attacks in an IoT system. In [25],
the authors perform empirical experiments using four ML
classifiers named Random Forest, Decision Tree, Multi-layer
Perceptron, and SVM to test and evaluate the efficiency and
performance of IDS. Few studies rely on using unsupervised
algorithms to detect zero-day attacks. This is the case
in [26], where the authors compare the performance and
computational cost of classification models trained with
unsupervised ML techniques: principal components analysis
(PCA), isolation forest, one-class SVM, and Auto-encoder
for the CIC-IDS-2017 dataset. A mixture of both these
supervised and un-supervised machine-based approaches to
handle the known and unknown attacks was proposed in [27].
Previously discussed works were based on public datasets
to propose different types of ML-based IDS for diverse use
cases. The list of public datasets is very large and not limited
to the ones mentioned above. The efficiency of these public
datasets in the real-time environment is not good enough due
to the complex nature of the F2F supply chain system.

Several research efforts have developed ML-based IDS to
secure critical industrial infrastructure. Saghezchi et al. [7]
has focused on the detection of DDoS attacks happening
in smart cyber-physical production systems (CPPSs). Their
focus of interest was to protect a real-world semiconduc-
tor production factory. They experimented with different
supervised and unsupervised machine learning algorithms to
evaluate the performance of their detection classifier in the
real-time use case of the semiconductor production factory.
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For the training of the algorithm, they used real-time benign
traffic from the use case and attack traces obtained from the
public repository. They utilized the NetMate [6] tool to extract
the 45 bidirectional features, PCA to reduce the number of
features, and various ML models to classify the network
traffic as normal or malicious. The experimental results show
that the Decision Tree approach achieves an accuracy of
99.99%. The main problem with their methodology was that
attack traffic from another scenario was used.

Abosuliman [14] has developed a DDoS-based attack
detection strategy for the real-time industry of the semi-
conductor production factory. The focus of this work was
to detect DDoS attacks happening in industry 4.0. The
proposed architecture consists of extracting the real-time
benign network traffic from the real-time systems. Overall,
45 bidirectional features were extracted from the PCAP file,
and a labeled dataset was generated to train the supervised
ML models. The feature selection is done with the help of the
PCA-BSO algorithm, and the tradeoff between different ML
models was achieved. For the supervised ML, they trained
SVM, logistic regression (LR), and random forest. For the
deep learning architecture, they opted for the convolution
network (CNN), long short-term memory (LSTM), and gated
recurrent unit (GRU). The performance of these algorithms
was tested in a simulation environment. The experimental
results concluded that the supervised ML models work better
as compared to the deep learning models. They utilized only
real-time benign traffic for training but missed the validation
of the proposed architecture in a real-time environment.

Uszko et al. [9] has developed a methodology to detect
attacks occurring in a 5G network. They make use of both
rule-based and ML approaches to detect both the known and
emerging nature of the attacks. The proposed methodology
consists of packet-based inspection and rule-based modules.
They utilized the AWID3 [16] dataset for the evaluation of
their proposed methodology. The efficiency of the system
results in an accuracy of 98.57% and a precision and recall
of greater than 92%. The author’s goal was to create an
efficient system that can be useful in real-time scenarios.
One of the latest datasets, AWID3, was used to train and test
the system. The utilization of both rule-based detection and
machine learning makes the architecture quite reliable for the
detection of both known and unknown attacks occurring in
the 5G infrastructure. The main criticism of this methodology
is that it was not validated with a real-time 5G infrastructure,
and only a public dataset was used for validation purposes.
The efficiency of the system in the real-time industry is
questionable.

Khan et al. [8] proposed a federated learning-based
architecture to secure the supply chain (SC) networks to
handle the privacy and security issues associated with the
supply chain networks. They make use of the distributed
local data training to handle the diverse nature of the supply
chain. The proposed system was evaluated by making use
of the TON_IoT [28] dataset to evaluate their proposed
system and achieve an overall accuracy of 99.33%. One
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TABLE 1. Comparison of the state-of-the-art research efforts in the CPPS domain.

. Nature of Data Methodology s
Reference Industrial System Benign Alack Packeibased | Rule Base Limitation
Semiconductor Attack traffic was used
Saghezchi et al. [7] 8 Real Traffic Traces of DDOS Yes No from another scenario,
Production Factory ; ; i
with no real-time testing
. Semiconductor . No real-time testing
Abosuliman [14] Production Factory Real Traffic Yes and attack info is missing
5G WLAN Testing is done
Uszko et al. [9] infrastructure AWID3 dataset AWID3 dataset Yes Yes with the AWID3 dataset
Linda et al. [15] SCADA Systems Simulated data Simulated data Yes No The r§al»t} me
testing 1S missing
Khan et al. [8] Supply chain 4.0 TON IoT dataset | TON IoT dataset Yes NO TeStlinsgnTi]szr?}g_nme
. . . Trained and tested
Proposed IDS Supply chain Realtime Realtime Yes Yes with real-time industry data.

issue associated with this system was that the scalability into
the real-time SC system was not discussed and evaluation
lacks the synchronization issues between multiple servers
of the federated learning. In [29] make use of the deep
neural network and Decision Tree to detect cyber threats in
the industrial control environment caused by the vulnera-
bilities associated with the integration of the IoT systems.
The proposed system achieves better detection results as
compared to conventional classifiers but real-time testing in
the industrial environment was missing. The [30] utilized
a deep learning-based IDS system to protect the SCADA
networks. The IDS was designed to protect the networks from
conventional and domain-specific attacks that can target the
SCADA networks. The experimental results show that KNN
and RF achieved higher accuracy. They achieved an overall
accuracy of 99.75% in the detection of the attacks.

Various solutions and methodologies were developed to
handle the sophisticated nature of the attack occurring
in the industrial scenarios. The [31] developed 4 stage
methodologies to check the efficiency of the anomaly
detection models in industrial scenarios. They make use
of the deep learning architecture Long-short term memory
(LSTM) and 1-dimensional deep neural network(1D-CNN)
to detect the anomalies and experimental results in the testbed
showed that 1D-CNN is more robust as compared to other
architecture. Wang et al. [32] presented a transformer-based
architecture to predict multi-stage attacks. They utilized the
concept of alert aggregation and specifically predicted the
stage of the attack. For their model’s training, they used a
testbed to develop the datasets of various alerts being used
for training purposes. In [33] an IDS system to handle the
man-in-the-middle attacks occurring in the private networks
of the smart grid industrial systems. They make use of
the real-time data collected from the smart grid to train
their models and achieve an accuracy of 97.6% to 100%.
Huma et al. [34] proposed a hybrid deep learning architecture
for the IoT networks and tested their methodologies with
UNSW-ND15 [19] and DS20S [35] datasets. They achieved
a higher accuracy of around 98% and 99% respectively.
Presekal et al. [36] utilized the attack graph models to handle
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the attacks in the power systems. It makes use of the hybrid
deep learning models along with the Graph convolution
LSTM to achieve early attack detection. The experimental
results have shown that the proposed method can identify
the active attack’s location and achieve an accuracy above
96%. Hu et al. [37] proposed an entropy-based IDS system to
detect stealthy attacks on industrial systems. This approach
was effective in data modification attacks. In [38] discussed
the issues associated with the F2F supply chain system and
presented a FISHY platform that can protect the whole supply
chain system concerning different threats that can happen in
the supply chain network.

In [39], author utilized the physics-based attack detection
to protect the CPPS. In [40], utilized the estimation models
to protect the industrial system against false data injection
and jamming attacks. Dolk et al. [41] designed strategies to
enhance the resilience of the event-triggered system for the
Denial of the system attack. Amodei et.al. [42] makes use
of ML approaches to detect attacks in IoT networks. In [43],
the author argued that Once-Class Support Vector Machine
(OC-SVM) works better for the detection of anomalies in the
SCADA and ICS systems. Linda et al. [15] uses artificial
neural networks to detect the different anomalies in the
SCADA systems. The dataset used for the training was
generated in the test environment. A comparison of the related
research efforts towards complex CPPS is summarized in
Table 1.

The complexity of the CPPS infrastructure requires that the
ML algorithms need to be very precise in the detection of
the attacks. Each CPPS consists of a different infrastructure
which requires the algorithm to be trained with real-time
data. ML-based IDS seems to be a very prominent solution to
detect the latest types of attacks in complex systems but still,
it seems to be insufficient [44] if it is used alone. These ML
models require a large amount of clean data that can be trusted
and can be used further for the training. In the literature, few
researchers make use of both machine learning and rule-based
detection to enhance the decision-making of the IDS which
is the base of this proposal. Saghezchi et al. [7] makes use
of ML-based packet analysis to train their models. The main
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criticism of this research is that the testing in real-time is
missing. The architecture proposed by Uszko et al. [9] makes
use of both packet-based inspection and rule-based detection
to enhance the detection capability of IDS. One major issue
with all these research efforts is that their efficiency in the
real-time industry needs to be evaluated. These systems were
trained and tested with only public datasets or made use
of a mixture of real-time and public datasets. There is no
evidence found on the utilization of these systems in a real-
time environment. There is a strong need to have such an IDS
solution that can overcome these limitations.

Few research efforts have proposed domain-specific
attacks occurring in industrial environments such as IoT, the
Power sector, and semiconductor factories. Mostly they have
used self-generated datasets or public datasets from different
scenarios which makes it difficult to be applicable in the
real world. One major issue with all these research efforts
is that their efficiency in the real-time industry needs to be
evaluated. These systems were trained and tested with only
public datasets or made use of a mixture of real-time and
public datasets. There is no evidence found on the utilization
of these systems in a real-time environment. There is a strong
need to have such an IDS solution that can overcome these
limitations.

Ill. PROPOSED IDS SOLUTION

This section provides the proposed IDS solution for the
real-time detection of attacks in supply chain infrastructure.
The Proposed solution discusses the steps that will be
carried out throughout this paper. The proposed method-
ology is divided into six key steps: 1) Data Acquisition,
2) Pre-Processing, 3) Feature Selection, 4) Model Training,
5) Attack Detection, and 6) Control Actions. These steps with
their inputs and outputs are shown in Figure 1.

A. DATA ACQUISITION

As highlighted previously the first step is data acquisition
which involves the collection of data, extracting features from
the data, and the transmission of the data to be available for
future components. These steps are briefly discussed below.

1) DATA COLLECTION

The data collection task was done by capturing the network
traces from the target CPPS. This task can be performed
by using tools such as tcpdump, wireshark and tstat can be
used to sniff the network packets and can be dumped to a
PCAP file. Among these tools, tcpdump was selected because
of its open-source nature and widespread use in network
flow-capturing tasks. The tool makes use of packet sniffing
techniques to passively capture all the data link layers framer
passing through a specific network adapter. A shell script was
designed to capture the network traffic floating in the targeted
infrastructure which serves as a base for the IDS to start its
working. This network traffic contains all the network flows
consisting of the intended operations in the supply chain.
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During the sniffing mode, the tool configures the network
card to put the packets in a packet queue, later these are
copied to a core protocol stack. These PCAP files are captured
continually and dumped into PCAP file format which are
initially stored locally.

2) FEATURE EXTRACTION

The data collected in the previous step consists of the raw
network traffic which needs to be processed to build into
the desired specific format. This data is then used for the
training of different ML models. Different statistical features
can be extracted from this traffic to characterize the network
flows. There are two highly advanced tools, namely NetMate
[45] and CIC-FLOWMETER [46], that can be employed
to extract valuable statistical network features from the
network traffic. In this study, the CIC-FLOWMETER was
chosen due to its extensive capability of calculating over
80 bidirectional network features from the PCAP files. These
statistically computed characteristics hold a significant role
in data modeling. The tool generates bidirectional flows by
considering the initial received packet and determining the
subsequent and reverse directions. Additionally, the CIC-
FLOWMETERE. generates network traffic characteristics
for both the forwarded and backward flows within the
network. These characteristics encompass variables such
as duration, number of packets, and number of bytes.
Furthermore, it presents six valuable features, including a
timestamp, source IP, and destination IP, which provide
crucial details about a specific flow. The extracted features
were stored in the csv file format.

3) DATA TRANSMISSION

The next step is the transmission of data which is done by
deploying the IDS in the distributed environment. The data
collection part resides in the lower infrastructure from where
it collects the data. Initially, all the extracted features from
the CIC-FLOWMETER were stored in the csv format to be
transmitted for further processing. A Node-JS-based REST-
API was being developed to transmit these csv files to the
Kubernetes environment where the rest of the components of
the IDS are working. It continually waits for the new request
of data and as soon as the request is received, the new csv
files containing the statistical features are converted into the
JSON format and are transmitted.

B. PRE-PROCESSING

Pre-processing is performed on the data to remove uncer-
tainty. It generally refers to adding, removing, and trans-
forming data to achieve the required data for training
purposes. To illustrate the general pre-processing technique,
we begin by using duplication removal. The data set contains
common predictor problems such as missing values, noisy
data, outliers, and other empty labeling-related issues. Below
we have described each step of the pre-processing in
detail.
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FIGURE 1. Flow of the proposed IDS solution.

1) DUPLICATION REMOVAL

The extracted features need to be processed further so
that they can be used for the model training. The CIC-
FLOWMETER extracts 83 network statistical features and
a blank label column. We have utilized the pandas library
available in R to achieve this functionality. The data was
loaded into the pandas data frame which allows the easy
manipulation of the data and then a built-in function was
utilized which finds all the duplicate rows and removes all
the duplicate entries accordingly.

2) REMOVING MISSING ENTRIES

The extracted features contain several entries which either
contain “NA” entries or blank entries. In the first step,
we identified the missing entries and converted them into
the whole data frame and then removed these entries using
the panda’s library built-in functions. We have removed
all the rows which contain either “NA”, “NaN”’ or blank
entries. This removal leads to more reliable and accurate data
analysis.

3) NOISY DATA HANDLING

The collected data contains several discrepancies due to its
retrieval from a real-time system. The timestamp field was
used as a first criterion to filter out the intended network
flow activities. The data can contain several outliers which
can impact the training process. The data needs to be
normalized to reduce the random variability in the data.
The data normalization techniques depend on the data and
ML algorithm used for the model training. We utilized
the Min-Max scaling to normalize the numeric features.
It transforms the features into a specific range of 0 to
1. Normalization of the features along with the type’s
conversion is performed.

4) LABELLING

Initially extracted features from the network flows contain a
label column which is initially empty. For the training the
ML model, the data must be labeled properly so that ML
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models learn the patterns effectively and can perform the
prediction in real-time. We have established the two scenarios
including attack scenario and normal traffic respectively.
Inspired by the data labeling from the article [47] which
was being used for the development of the CIC-IDS-2018
dataset. Although this data labelling approach can lead the
algorithms to be biased towards the IP address, port address,
and protocols can cause overfitting issue. However, to avoid
this problem, during the training stage these features were
being discarded so that models can learn the normal and
attack partners efficiently. Some features such as Bwd PSH
Flags, Fwd URG Flags, and Bwd URG Flags remained
constants for both the benign and malicious traffic and
their values remained zero. Initially, the number of features
extracted from the feature extraction block is 83 along with
a blank label column. However, following the elimination
of features like Flow ID, Src IP, Src Port, Dst IP, Dst Port,
and Timestamp, the number of features was reduced to 77.
Those attributes that exhibited consistency across the traffic
data were subsequently excluded. leaving only the remaining
features to be utilized for the purpose of feature selection.

C. FEATURES SELECTION

Initially, the raw network feature extracted using the
CICFLOWMETER is 83 statistical features along with the
label column. However, not all features are useful for model
training. A few features such as Flow ID, Src IP, Src Port,
Dst IP, Dst Port, and Timestamp were highly dependent upon
the network traffic and environment from where the network
traffic being is collected. The aforementioned features do not
contribute in identifying the normal and attack network flows,
but these features can hold a significant value in identifying
the malicious entities. These features were discarded during
the training stage to prevent the potential bias in the ML
algorithm towards specific ip addresses.

During the feature selection process, the variance of the
few features remains consistent such as Bwd PSH Flags, Fwd
URG Flags, and Bwd URG Flags remained constants for both
the benign and malicious traffic. These features possess a
persistent value of zero, leading to their initial exclusion from
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the analysis. While selecting the features selection algorithm,
we utilized the wrapper methods for the features selection.
The wrapper methods, as described by the warren [48], play
an important role in selecting the optimal number of features
to improve the accuracy of classification accuracy.

We utilized the random search feature selection method
which selects the random subsets of the features and evaluates
their performance on a batch size five. The classification error
was used to optimize the performance of the algorithm. The
stopping criteria for each feature was 20 iterations. During
the optimization stage the best subset of the features We
utilized the random search feature selection method which
selects the random subsets of the features and evaluates their
performance on a batch size of five. The classification error
was used to optimize the performance of the algorithm. The
stopping criteria for the feature selection was 20. During
the optimization stage, the best subset of the features was
constantly updated and at the classification task was then
updated to include only selected features. We used 3 fold
cross-validation strategies to evaluate the performance of the
model. Cross-validation is a robust method to evaluate the
performance of the model by splitting the data into k subsets
where k is equal to 3 in our scenario. Each fold is used as
a validation set while the remaining k-1 folder was used for
training the model. By using this approach, we aim to obtain
the general performance metrics, mitigate overfitting issues,
and ensure the generalizability of the selected features.

D. MODEL TRAINING

The state-of-the-art ML algorithms used by several
researchers are reviewed in Section II. These research efforts
have utilized several methodologies and resulted in achieving
a high accuracy of greater than 90%. It is challenging to
determine the most suitable methods which can be useful
in real-time industrial scenarios. Unlike previous studies,
the proposed study has utilized real-time benign and attack
traffic for the training and testing of the model resulting in
overcoming the limitation associated with public datasets.
Custom datasets obtained from the real-time industrial
scenario were used to test and validate the ML model to get
more realistic results.

Given these factors, we made use of different ML
approaches which were trained to differentiate between the
normal and malicious network flow and the best-performing
algorithms were tested in real-time. We selected overall
8 supervised ML and unsupervised algorithms to start
evaluating the efficiency.

« Naive Bayes is a simple probabilistic algorithm that
is quite simple but powerful enough to be used in
classification-related activities. It can be applied to
detect malicious activities by checking the deviation
through the normal behavior.

« Ranger Forest is a fast implementation of the random
forest algorithm. It is quite suitable for the classification
task and uses different features to identify normal and
malicious flows.
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« Logistic Regression is a statistical method that is useful
for binary classification. It makes use of a sigmoid
function to model the probability of the binary outcome.

o k-Nearest Neighbors (KKNN)is an extended version
of the KNN. The simple KNN algorithm works on
calculating the neighboring distance using the Euclidean
distance while the KKNN makes use of the Kernal
function to calculate the weights of neighbors, resulting
in better non-linear relationships between the data
points.

« eXtreme Gradient Boosting (XGBoost) is quite effec-
tive in different classification regression and ranking
tasks. It is an ensemble learning algorithm that is quite
suitable for structured data.

o Multinomial Naive Bayes (Multinom) is an extended
version of the naive Bayes.

o Neural network is a computational model which
consists of multiple layers. The neural network is used
in the various domains of cyber security to achieve the
task of anomaly detection.

e One-Class Support Vector Machine (OC-SVM)
algorithm can be used for unsupervised ML to train
only on the normal distribution of the data to detect
abnormalities in network traffic.

The performance of the algorithm depends upon optimizing
the hyper-parameters. These models were trained on the
training data obtained from an industrial scenario of supply
chain farm-to-fork use case. After the training and validation,
the models were deployed in real-time scenarios to check
their efficiency. While other complex ML approaches such
as convolution neural network (CNN) and other variants of
the deep learning approaches as reported in the state-of-the-
art can produce remarkable results, they are not explored
in this study. The primary rationale for this was that they
required a large amount of training datasets with a larger
distribution of the attacks.The proposed IDS makes use of
both real-time data for the training and validation of the
system. The selected models are often faster to train and
run as compared to convolution neural networks and other
variants of deep learning models. Another reason for opting
for using these simple ML models lies in the interpretability.
It is easier to understand how the classification decisions are
made. Combining these predictions with rule-based detection
provides comprehensive results. These decisions can be used
for taking some mitigation actions in the real-time scenario.

E. ATTACK DETECTION

Rule-based and machine learning-based attack detection are
two promising approaches for the detection of the network’s
attacks. The rule-based detection uses patterns and predefined
rules, indicating specific attacks in the infrastructure. While
the ML approach uses statistical algorithms to train and
model the algorithms to predict the specific type of network
anomaly. A hybrid approach that utilizes both approaches
results in combining the advantages associated with both
techniques.
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1) ML-BASED DETECTION

Advancements in computing resources over the past few
decades have shifted the trends of using artificial intelligence
in every field. Machine learning has also found its application
in the anomaly detection task due to its extensive capability
and high-accuracy results. The trained models make use of
the statistical algorithms trained on features extracted from
the PCAP file obtained from the real-time infrastructure.
They provide predictions about each bidirectional flow and
assign a predicted label to each flow. A single pcap file can
contain a large number of bidirectional flows and each flow is
predicted as normal or malicious with an accuracy of greater
than 90%. The detection results contain each network flows
which are classified as normal or malicious. This detection is
not sufficient to take any action by the network administrator.
If it is used alone, it can result in triggering a larger number
of alerts for a single pcap file if only ML is used to perform
the alert generation.

2) RULE-BASED DETECTION

Rule-based detection is a classical approach to defend
against known threats. The proposed IDS utilized rule-based
detection to complement the detection capability offered by
ML models. Rule-based detection helps to take quick actions
thus reducing the risk of damage to the network. The ML
models give predictions about each bidirectional flow and
assign a predicted label to each flow. These prediction results
were further enhanced using rule-based detection. A possible
DDoS attack rule that can be implemented in Suricata, the
traditional detection tool, is as follows:

alert tcp any any ->

HOME_NET80(msg: *“Possible DDoS attack”;
flags : S; flow: stateless; threshold: type‘both, track
by_dst, count 200, secondsl; sid:1000001; rev:1;)

The keyword ““alert™ signifies that an alert will be triggered
when the rule’s condition is met. The rule specifically targets
TCP traffic, ensuring that it originates from the local network.
It examines the TCP SYN flag, while the flow being stateless
indicates that each flow is monitored. Additionally, it checks
if there are 200 packets observed within a 1-second interval
to generate an alert. When the DDoS attack is happening
in the network, the system will receive a significantly large
amount of requests which gives an initial indication about
the attack. In this study, our focus was protecting against
DDoS attacks targeting the F2F supply chain environment.
The attacker can use multiple techniques and approaches to
accomplish this task. A similar detection rule implemented
in suricate was coded in R which works on the respective
features available in each bidirectional network flow. The
implemented rule uses volumetric DDoS attack detection
approaches and observes the fact that when a DDoS attack
is happening, it can originate from multiple sources. It also
considers the predictions performed by the ML model and

114902

checks what labels were assigned to one particular flow. The
Pseudo code is given in Algorithm 1.

Algorithm 1 Pseudo Code for DDoS
1: Initialize a dictionary to keep track of counts per
(Src.IP, Dst.IP, Protocol, prediction) tuple
2: Initialize a dictionary to keep track of last-seen times-
tamps per tuple
for each row in df3 do
tuple < (Src.IP, Dst.IP, Protocol, prediction)
currenttimestamp <— row.timestamp
if the tuple is not in the counter then
counter[tuple] < 0
last_seen_timestamp[fuple] <— currenttimestamp
end if
10:  if currenttimestamp — last_seen_timestamp|[tuple] <
1 second then

R A A A

11: counter[tuple] +=1

12:  else

13: counter[tuple] < 0

14: last_seen_timestamp[tuple] <— currenttimestamp
15:  endif

16: end for

The provided pseudo code keeps track of the frequency
of the flows based on the timestamp. It keeps count of the
flows based on IP address, protocol, and prediction done by
the model. It starts the counter with zero and assesses whether
the difference between the current time and the past stamp is
less than or equal to 1 second. In this way, the frequency of
specific flows over time is calculated. The higher frequency
indicates malicious activity.

3) INTEGRATION OF RULE-BASE DETECTION WITH
ML-DETECTION

ML model performs the prediction on each flow, and it as-
signs a predicted label for every flow. These results are then
used by the rule-based detection. The results are loaded into
a data frame. First of all, a dictionary is generated to keep
count of the occurrence for each unique (ip, protocol, and
predicted label) tuple. The last time stamp for each of the
unique tuples is stored in another dictionary. The integration
of the flows is done based on the timestamp. Given the nature
of the DDoS attack, the attacker sends multiple requests for
the target services and the timestamp between these requests
is very small. A counter has been initialized which keeps
track of the current timestamp and last seen time stamp,
if the difference between them lies within the time window,
then it increments the counter and if it is outside then the
counter is again reset. The time window size in this scenario
is considered 1 second and can be adjusted depending upon
the use case. Through using this approach, the prediction
done by the ML detection is summarized and similar
flows are generated through this approach. Further, the
frequency of the network flows was calculated to trigger the
alerts.
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FIGURE 2. An overview of the Agri-food industry [49].

F. CONTROL ACTIONS

The final results obtained from the IDS system consist
of the unique network flows along with their frequency
of being predicted as normal or attack. Alert messages
are further enhanced, and classified into assigning different
severity levels (High, Medium, Low) based on the total
traffic contribution which gives a useful insight into the IP
address which were predicted to be involved in the attack.
The threshold for triggering an alert for taking an action is
based on the contribution of the traffic accommodated by the
top malicious network flows. For the sake of experimentation,
as it was done in a real-time environment, only network flow
that has High severity levels was being used to generate
an alert. The recommended actions to be taken are derived
from the MITRE Framework, which offers a range of
recommendations based on the characteristics of the attacks.
The framework proposes appropriate actions tailored to the
specific nature of the attack. To effectively mitigate DDoS
attacks, it is advisable to either block malicious IP addresses
or the ports that are anticipated to be malicious. This list of
recommended suggestions has been shared with the system
administrator, who can then implement these actions within
the infrastructure.

IV. DEPLOYMENT

The Proposed IDS was tested and validated using the
real-time scenario of a food-based industry, a farm-to-fork
(F2F) supply chain management system.

Fig. 2 gives an overview of the food industry life cycle
which forms complex ICT scenarios [49]. The food industry
life cycle is complex and consists of many actors and stake-
holders responsible for performing different functionalities.
This life cycle consists of all stages from the production of
the food, transportation, distribution and then reaching the
supermarkets where it is consumed by the end users. It can
contain a large amount of information related to food which
is produced during different stages of this supply chain. This
information can be stored in the distributed ledger where the
information remains available for the consumer.
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A. SUPPLY CHAIN INFRASTRUCTURE

The IDS system needs to be trained and then validated
with real-time industry scenarios. The perceptive working
of the proposed IDS into F2F is shown in Fig. 3. This
complex system involves different threat actors, and it is
complicated to handle all the threats that are associated with
these actors. In the F2F supply chain, the data is collected
from different IoT sensors and IoT islands and stored in
blockchain-based ledgers. The F2F supply chain has a SOFIE
web-based application which is being used as an interface
between different actors. It acts as a backbone to interact
with the Farmer, Transporter, housekeeper, and consumer to
insert and see different information related to the food life
cycle. It is an interface that is being used by the users and IT
solution to interact with the whole supply chain. Apart from
several research challenges associated with this complex
supply chain system, it is necessary to protect this SOFIE
platform so that the supply chain normal operations are not
disturbed. This platform is the backbone of the supply chain,
and it is necessary to provide security measures for both
inside and outside threats that can disturb normal operations.
One of the major threats associated with this system is that the
attacker tried to put the system in such a state that it became
inaccessible to the rest of the legitimate actors who wanted to
perform genuine operations. The Goal of the proposed IDS
solution is to defend the systems against this type of internal
and external threats and notify the administrator about the
malicious network flows that are trying to perform some
nasty stuff. The IDS system should monitor the network
traffic in real-time and alert the network administrator against
malicious activity. To start its work, it first needs to be trained
and then deployed in the infrastructure to start its working.

B. DATA ACQUISITION FROM INDUSTRIAL SCENARIO

The proposed IDS requires real-time data for training, which
must be extracted from the real-time environment. In this
implementation, we opted for a distributed deployment,
where data collection is centralized in the lower infras-
tructure, while the rest of the processing modules were
working in a Kubernetes cluster. The training data was being
gathered from the F2F infrastructure. This data consists of
all the operations intended for the SOFIE web application.
This web application interacts with all the actors which
encompassed a supply chain system. The data acquisition
was done by using the tcpdump tool which captured all the
incoming and outgoing traffic intended towards the SOFIE
platform. To start the training the ML models training, we first
collected the normal traffic which was collected. This data
was collected from the real-time operation of the system
where the actors were performing intended operations in the
supply chain such as adding new data about food, shipping
information by transporter, logistic information, and then
markets where the food is being stored. To capture all the
needed info and have all the normal traffic partners, the
normal operation consists of two states of the system.
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FIGURE 3. A workflow of the proposed IDS concerning the farm to fork supply chain.

Type of Data Timestamp Data Size | No. of Features | Total. No of Flows | Duration Label
Normal operation 2023-05-24-13 to 166Mb 83 80000 5 Days Normal
2023-05-29-13
DDoS attack traffic 2023-06-20 158Mb 83 30000 135 mints | Malicious

Initially, the system’s normal operation was captured
during the idle state, where no specific activity was being
carried out on the SOFIE. During this duration still actors
were interacting with the system and this traffic was
also being captured. Subsequently, during the busy state,
we deliberately performed different legitimate operations that
could be conducted by the farmer, transporter, housekeeper,
and consumer. All these operations were collected, captured
and dumped using the data acquisition block of the IDS.
For the training purpose, a total of five days of normal
operation data was used. Similarly, we simulated the different
types of DDoS attacks using different types of approaches.
we conducted DDoS attacks at different intervals and during
different time slots. We designed different attack scenarios
because of the threats towards SOFIE platform. We examined
a scenario where an internal machine was infected and
exploited by the attacker to initiate a DDoS attack through
a botnet. The adversary gained access to an internal machine
as part of the infrastructure by exploiting some vulnerability.
Additionally, we considered a scenario where the requests
were coming through the public router. The DDoS attacks
were generated using various techniques. For instance, the
adversary attempted to send illegitimate requests to different
system services to disrupt normal operations and degrade
system performance. In the worst-case scenario, if the attack
is successful, the system may enter a state of denial of service.
The traffic that was directed towards SOFIE, as depicted in
Fig. 3, was captured and further analyzed. When generating
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the attacks, we intentionally simulated them from within the
organization’s networks, using known IP addresses that were
part of the botnet. These IP addresses were utilized to validate
the detection capability of the IDS. We simulated attacks for
different intervals of time. A sample of the data is shown in
Table 2.

There were a few limitation constraints associated with
this traffic. The normal operation of the system tried to be
captured for five days but it might not have all the operations
intended for the system and can result in complications.
The data might contain simulation artifacts as the attacks
were generated using different attack approaches through
simulation approaches.

The Flow of the IDS in real-time is as follows:

Data Agquisition: The data from the F2F was collected
using tcpdump and stored in the PCAP files which were later
processed by the CICFLOWMETER to extract the features.
It extracted all the statistical features for the bidirectional
network flows. These extracted features are stored in the csv
format which later needs to be transmitted. In a real-time
manner, only features are transmitted rather than PCAP files.
It is harder and time-consuming to transmit the PCAP file so
only extracted features are transmitted which results in better
detection and quick response time.

This extracted csv file was then transmitted through
using the REST API to the Kubernetes environment
where the rest of the IDS modules are working. These
functionalities were accomplished through data collection,
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feature extraction, and data transmission blocks of the
IDS.

C. REALTIME WORKING IN INDUSTRIAL SCENARIO

The training data gathered from the previous step was then
used to start training the machine learning models.

1) PRE-PROCESSING

step of the IDS uses the training data to start transforming this
data into a useful form so that we can use it in the next stage.
Initially, the duplicate entries and NA entries are removed
from the training data. The training data needs to be balanced
to avoid the model overfitting. The data was normalized
to minimize the effect of the noise. The data labeling was
being done considering the duration when it was being
captured. Data labeling was based on the Timestamp fields
and considered the duration of normal system operations. The
same process was repeated for the traffic attack. Labeling was
based on the duration of time during which the attacks were
simulated.

2) FEATURE SELECTION

stage of the IDS is responsible for selecting the optimal
features which can be then used to train the models.
To remove the biasness, features such as ip address and ports
are removed so that the model can be trained adequately and
learns rather than becoming biased towards some specific
ip address. The most valuable features obtained from the
training data were then used to train the ML model.

3) MODEL TRAINING

stage uses this training data to start training the ML model.
Only 80% of the training data was used for the model training
and the rest of the 20% of the data was used for testing
purposes. For the validation purpose again, real-time data
from the infrastructure was used to check that models are
working correctly. Out of all the trained models, only best
best-performing models were used in the deployment stage
where they were validated with new data.

D. SIMULATION-BASED EXPERIMENT

The proposed IDS solution was tested and evaluated through
a simulation-based experiment. The model trained through
training data was then used to validate their effectiveness
after fetching new data from the F2F. For validation purposes
in real-time scenarios, new data is acquired through Data
Acquisition which is followed by the pre-processing step and
then they are followed by attack detection.

Attack Detection: serving as the core of the IDS, utilized
the trained ML model to make predictions for new data and
assign predicted labels to each flow. The rule-based detection
mechanism further refined these predictions, while the
Recommendation/Alert unit proposed suitable actions and
displayed the outcomes on a dashboard of IDS accompanied
by various statistical features that offered deeper insights into
network traffic.

VOLUME 12, 2024

TABLE 3. Comprehensive results during simulation experiments.

Scenario DR Precision | Recall | F1 Score
Normal Activity | 97.87% | 97.87% 100% | 98.92%
DDoS Attack | 98.20% 100% 98.20% | 99.10%

1) ADVERSARIAL SCENARIOS

To check the effectiveness of the IDS system, we designed
adversarial and normal scenarios to verify how the system
behaves when validated with new data. First, we simulated the
normal operation of the system. During the normal operation,
we simulated supply chain operation for known Timestamps.
These actions were captured and transmitted to the attack
detection block automatically in real-time. We assumed that
during this timestamp no malicious activity is performed.
It was expected that the attack detection module which uses
trained ML models followed by rule-based detection should
classify and mark these activities as normal. The trained
model performed predictions for all flows and the results were
followed by rule-based detection which further summarized
the results. These integrated results are then used by the
control actions which can be used by the administrator to take
some mitigation actions.

The detection results under normal traffic conditions are
visualized in Fig. 4(a). As observed, the trained model
accurately predicted the system’s normal behavior, correctly
categorizing the flows as benign. The dashboard provided
statistical information about the network’s different flows,
along with useful statistics concerning traffic share and flow
severity based on their respective shares. Notably, certain
DNS resolution queries were captured alongside the normal
flow of the system, yet they were predicted to be benign
which is correct. The presence of very few false positives
was observed. The rule-based detection assigned a low
severity rating to these false positives due to their infrequent
occurrence.

To validate the IDS system against the DDoS attack,
another adversarial scenario was developed. We replicated
the scenario of one type of attack where the attacker’s
goal was to overwhelm the SOFIE platform. The analysis
of the network traffic reveals a sudden surge, indicative
of anomalous occurrences. The outcomes of the detection
are visually presented in Fig.4(b). The proposed IDS
solution has successfully identified the IP address associated
with malicious flows. Furthermore, the proposed solution
provides the frequency of these predicted flows obtained
through rule-based detection. The severity of the attack is
subsequently determined based on the calculated frequency
and classified as low, medium, and high. It demonstrates,
for instance, that the DDoS attack characterized in the
3rd row of the table as presented in Fig.4(b) exhibits low
severity showing that its frequency of only 1, whereas the
preceding two rows is indicative of actual DDoS attacks due
to their frequencies surpassing a predetermined threshold.
This experimentation utilized the trained Random Forest
model.
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Last Scan Results

csv Excel PDF
pilot i S P Destination.IP Protocol
F2F 26/07/2023 01:45:06 83.235.169.22 192.168.190.240 6
2 2F 26/07/2023 01:45:06 8.0.6.4
F2F 26/07/2023 01:45:06
a F2F 26/07/2023 01:45:06
F2F 26/07/2023 01:45:06 6
6 F2F 26/07/2023 01:45:06
7 F2F 26/07/2023 01:45:06 17
F2F 26/07/2023 01:45:06 17

Showing 1 to 8 of 8 entries

(a) Dashboard showing the statistics during Normal operation

csv Excet POF
Pilot Timestamp Source.1P Destination.IP Protocol
F2F 26/07/2023 01:55:13 192.168.190.24 192.168.169.189 6
2 2 26/07/2023 01:55:13 192.168. 192.168.190.240
3 F2F 26/07/2023 01:55:13 83235 192.168.190.240 6
a 2 26/07/2023 01:55:13 245.129.128.0 o
5 F2F 26/07/2023 01:55:13 8.0.6.4 o

F2F 26/07/2023 01:55:13 .168.169.189

7 FaF 26/07/2023 01:55:13

26/07/2023 01:55:13

26/07/2023 01:55:13

26/07/2023 01:55:13

AENTARTE AR

Showing 1 to 12 of 12 entries

(b) Dashboard showing the statistics under Attack operation

FIGURE 4. Proposed IDS behavior under Normal and Attack Scenario.

The performance of the IDS system during normal and
adversarial scenarios is summarized in Table 3.

We supposed that during the Normal activity, there was
no malicious activity and the same assumption was made

Search:
Frequency Predictions Description Traffic.Share Severity
1 DDOS-HTTP-Attack Severity is low 0.02083333 Low
1 B g Benign Traffic is detected 0.02083333 Low
1 Benign Benign Traffic is detected 0.02083333 Low
1 Benig Benign Traffic is detected 0.02083333 Low
1 Benig Benign Traffic is detected 0.02083333 Low
2 Benig Benign Traffic is detected 0.04166667 Low
1 Benig; Benign Traffic is detected 0.02083333 Low
40 Benig Benign Traffic is detected 0.83333333 High
Last Scan Results
Search:
Yy dicti ipti Traffic.share Severity
3328 High
3267 DDOS attack is detected. gl
1 DDOS-HTTP-Atta Severity is low 0.0001488982 Low
1 Benig Benign Traffic 0.0001488982 Low
1 Benig) Benign Traffic 0.0001488982 Low
71 Benig Benign Traffic is dete 0.0105717689 Low
2 Benig Benign Trafficis 0.0002977963 Low
1 Benig Benign Trafficis 0.0001488982 Low
1 B gl EE‘Higﬂ Trafficis d 0.0001488982 Low
6 Benig Benign Traffic is d 0.0008933889 Low
1 o = Banian Teaffic ie AANN1ARERET 1 e =
TABLE 4. Description of the confusion matrix.
Predicted Labels
True Label . —
Benign Malicious
Benign True Negative (TN) | False Positive (FP)
Malicious False Negative (FN) | True Positive (TP)

during the simulation of the malicious activity. The results
show that the IDS system has achieved 97.87% Detection
Rate (DR) which means that the system has correctly
identified 97.87% of normal flows. In a similar way to the
malicious flows, the system identified 98.20% of malicious
entries. The higher DR for both the normal and malicious
activities shows that the system is quite effective in real-time
which is crucial for cyber-security applications. An extensive
discussion regarding the results of the training and testing
phases is provided in the subsequent section.

V. RESULTS EVALUATION

We make use of the different ML algorithms which were
trained on the real-time data collected from the supply chain.
We make use of the different supervised ML approaches,
namely 1. Random Forest (Ranger), 2. Extreme Gradi-
ent Boosting (xgboost), 3. Neural Network, 4. k-Nearest
Neighbors (kknn), 5. Naive Bayes, 6. Multinomial Logistic
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Regression, and 7. Logistic Regression. For the unsupervised
ML approaches, we make use of the One-Class Support
Vector Machine (OC-SVM) which needs only the benign
traffic for the training.

These algorithms were trained and later tested in the
real-time environment with the new data which was never
used in training. These models were evaluated through var-
ious ML metrics along with the concept of overall weighted
accuracy to test the complete flow of the architecture.

A. PERFORMANCE EVALUATION KEY PERFORMANCE
INDICATORS

In the ML domain, the trained models can be evaluated
through various standard matrices which can be derived
through the confusion matrix. The confusion matrix consists
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of four states, two states being used to represent the correct
predicted decision taken by the algorithm and two states
representing the false predicted decisions. The confusion
matrix for the flow classifications is shown in Table 4.

The TP is a decision that was originally an attacking flow,
and the model has correctly predicted this flow as malicious
while the TN is a decision that was originally benign, and
the model predicted it as benign. FP is the false prediction
which was originally a benign entry while FN is the false
prediction which was originally a malicious flow. Through
this confusion matrix, we can devise several performance
indicators to do the numerical validations of the IDS.

True Positive Rate (TPR) or Detection Rate (DR): It is
defined as the ability of the model to correctly identify the
positive instance as in (1).

TP
" TP+FEN

False Alarm Rate (FAR) or False Positive Rate (FPR): It
is defined as the measure of the proportions of the negative
class that were identified as positive as in (2).

_FP
" FP+ TN

Along with the above-mentioned performance indicators
we also decided to make use of the most widely standard
parameters such as:

Accuracy: Accuracy measures the overall correctness of
the model, indicating the proportion of correctly predicted
instances out of the total instances as in (3)

Accuracy = TP+ TN 3)
TP + TN + FP + FN

Recall: It is a ratio of the true positive predictions done by
model with the the total number of actual positive samples as
in (4).

DR (N

FPR @

TP
Recall = ———— “
TP + FN

Precision: Precision is calculated as a proportion of the
positive predictions made by the model. It determines the

quality of the model as in (5).

L. TP
Precision = ————— (%)
TP + FP
F1 Score: The F1 score is the harmonic mean of precision
and recall. It provides a balance between precision and recall,
with higher values indicating better overall performance as
in (6).

2 x Precision x Recall
Fl1 =

6

Precision 4+ Recall ©)

The above-mentioned matrices will help to get a com-

prehensive understanding of the classification task done by

the ML models. These matrices for each of the models are
discussed in the below section.
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B. PERFORMANCE EVALUATION RESULTS

We evaluated the models through the above-mentioned
indicators. First of all, we trained all the ML models
using the same evaluation settings. Cross-validation with
the 3 folds resampling was used to get the more robust
model performance during the training phase and to get the
model performance optimized. The features selection was
done through wrapper methods and the selected features were
used for the training of the models. The initial evaluation
of the model was done through the overall accuracy as
shown in Fig.5. The best-performing models were Ranger
Forest with the highest accuracy of 99.96%, XGBoost with
99.33%, and KKNN with 99.96%. The Naive Bayes score
is the lowest accuracy as compared to other algorithms. For
further analysis, we make use of several supervised ML key
performance indicators. The confusion matrix was generated
which helps get some interesting insights about the trained
supervised ML models. The results of all these indicators are
summarized in Table 5.

Most of the time, the ML-based IDS are evaluated
on the TPR and FPR. We observed that supervised ML
algorithm performance was quite impressive for almost all
the selected algorithms. The Ranger Forest, which is a fast
implementation of the random forest has achieved an overall
highest accuracy and highest TPR as compared to other
algorithms and the lowest FPR as compared to others. From
the table we can observe that the best algorithm selection
cannot be done based on a single performance parameter
as the performance of all the algorithms with the training
and testing data is very slightly different from each other.
During the training phase of these models, we calculated
the ranking of these models using cross-validation based on
the AUC (Area Under the Curve) both for the training and
testing set. Lower mean ranks indicate better performance,
as the ranks are computed in descending order of AUC
values and Ranger Forest has achieved the lowest AUC value.
As the trained model obtained from the training stage must be
deployed where new data obtained from the real-time setting
is used to validate the system’s performance. In industrial
environments, the IDS system’s goal is to detect those Normal
activities correctly from the malicious traffic. The training
dataset contains imbalanced data containing larger number
of records for the normal entries while having a smaller
attack traffic. The IDS system’s objective was to perform the
detection in real-time where false detection can cause serious
damages. The choice of the optimal criteria of selecting a
model focused on having larger TPR and less FPR. Based on
this selection criteria, Ranger Forest was selected and used in
the deployment infrastructure to perform the predictions.

For the unsupervised ML approach, we utilized the
OC-SVM algorithm which is an extended version of the SVM
that can be trained by using the benign data obtained from
the infrastructure. The algorithm tries to learn the normal
behavior of the benign data for the anomaly detection task.
The algorithm performance depends on the optimization
parameters which must be selected appropriately to maximize
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TABLE 5. Performance of supervised machine learning evaluated on validation data.

Sr. No Algorithm Accuracy | Precision Recall F1 Score TPR FPR Rank
1 Naive Bayes 0.9528 0.9006 0.9988 0.9471 0.9988 0.0811 7
2 Ranger Forest 0.9997 0.9998 0.9996 0.9997 0.9996 0.0001 1

3 Log Regression 0.9991 0.9994 0.9988 0.9990 0.9988 0.0005 5

4 KKNN 0.9996 0.9997 0.9996 0.9996 0.9996 0.0002 2

5 xgboost 0.9993 0.9995 0.9990 0.9992 0.9990 0.0003 3

6 Multinom 0.9990 0.9992 0.9988 0.9990 0.9988 0.0007 4

7 Neural Network 0.9596 0.9996 0.9212518 | 0.9588281 | 0.9212518 | 0.0003836279 6

Performance Evalution

Neural Network [ sE
Log Regression s
Naive Bayes s s
Multinor |G 5
XGBoost | s
Ranger Forest | 5 5
ocsvv I

W Accuracy M Misclassified

FIGURE 5. Different models accuracy comparisons.

the system performance. The normal flows from the training
data were only used to train the algorithm. The performance
of the OC-SVM on different distributions of the data is
shown in Table 6. For the 30% training data, the model
achieves reasonable performance suggesting that the smaller
amount of the data it can effectively learn the patterns and
result in achieving a higher accuracy of 98.6%. With the
50% training data, the model performance improves both in
terms of accuracy and FPR reduced. It seems that the model
is overfitting thus resulting in 100% FPR. For 80% of the
training data, tuning the hyper-parameters gets complicated
and this results in increased FPR. It is worth mentioning
that all the supervised algorithms achieve less FPR rate as
compared to the OC-SVM algorithm. Thus, only supervised
models were used for the validation purpose in a real-time
manner.

We selected the top models based on the above-mentioned
selection criteria which were tested and deployed into the
real-time environment. The normal flows of the system
obtained from the normal operations of the system and the
simulation of the attacks in the controlled environment were
used to evaluate the performance of the proposed solution.
The summary of their performance is shown in Fig. 6.
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TABLE 6. Performance of the un-supervised 0C-SVM on different
distribution of data.

Algorithm | Accuracy | Precision | Recall | F1 Score | TPR | FPR
30-OC-SVM | 0.986 0.985 0.999 10.992 0.999 | 0.044
50-OC-SVM | 0.989 0.987 1 0.993 1 0.041
80-OC-SVM | 0.975 0.985 0.983 | 0.984 0.983 | 0.048

Overall, all the algorithms achieved an overall weighted
accuracy greater than 96%. in a controlled environment. The
ML models have done the prediction on each flow level
which is then employed by the rule-based detection. The
rule-based detection has further summarized these results
and different severity (High, Medium, Low) were assigned
based on their frequency. These results help in taking control
action by the network administrator. For the DDoS attack,
the suitable action is to block the malicious entity’s ip
address.

V1. DISCUSSION

One common problem with the existing research efforts
is that there is no clear discussion about how the models
were trained and how they can be applicable in a real-time
scenario. Another common issue was that the accuracy results
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Overall Weighted Accuracy

98.80%
98.60%
98.40%
98.20%
98.00%
97.80%
97.60%

97.40%
Ranger KKNN
Forest

98.71%

Xghoost

W Weighted Accuracy 97.96% 97.93%

FIGURE 6. Performance of supervised models in real-time scenario.

were very high which can be an indication that the training
process has suffered the model overfitting. It can happen
when the model hyperparameters are not properly optimized.
This problem was considered while preparing the model.
Khan et al. [8] has proposed a framework to handle the issue
associated with the supply chain system. A direct comparison
cannot be due to differences in the training dataset. The
system makes uses of federated learning and achieve an
overall accuracy of 99.33% which is very high. Similarly,
Huma et al. [34] also achieved an accuracy ranging between
97.6% to 100%. The common problem with this system was
that there is no discussion on the usability and validation with
real-time industrial systems.

Uszko et al. [9] has presented a similar methodology of
using rule-based detection along with ML-based detection.
They achieved an efficiency of the system 98.57%. The
rule-based detection was used to achieve the early detection
while the ML was used to detect the sophisticated attack.
In this work, we first employed the machine learning model
to detect the attack and then followed by the rule-based
detection. The IDS system was trained and validated in the
real-time industry of farm to fork thus results in achieving
a training accuracy of 99.96% and validation accuracy of
97.87%. To ensure that the model does not suffer overfitting,
the k-fold cross-validation and data normalization were used
to make sure that the training process was smooth. The
validation results show that the proposed system works better
in the real-time scenario while there was no validation in
real-time done by the existing approaches.

The detection results of machine learning and rule-based
detection are integrated to avoid triggering alerts for each
malicious flow. Initially, the trained ML model performs
prediction at each flow level. It results in generating a high
volume of alerts if these predictions are used directly to
trigger the alerts. The rule-based detection further enhances
these prediction results and calculates the frequency of each
network flow based on aggregation using the timestamp.
If only ML-based detection is used, then it may result in
generating many alerts during a DDoS attack and it will be
hectic for the network administrator to take some actions
against the malicious entities individually as the attacker
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can use multiple IP addresses or bots to launch this attack.
If only rule-based detection is used, then the attacker can use
sophisticated techniques to bypass these rules easily. To take
advantage of both approaches, we combined them to achieve
a low false positive and aggregated results.

The attack detection flow consists of ML-detection results
followed by rule-based detection. The primary reason for
employing rule-based detection following machine learning
detection is to provide an additional layer of security
and enhance the detection capability of the overall system
which ultimately can be used to take the mitigation actions.
The proposed work is a proof of study that makes use
of machine learning and rule-based detection to work in
real-time industry scenarios and was validated with one
particular category of DDoS attack. As the real-time traffic is
being used which contains individual bidirectional network
flows, the model tries to perform the prediction at each
flow level. The individual flows are classified as normal or
abnormal. After employing the rule-based detection these
flows are further summarized resulting in providing useful
insight into the attacking entries. This information is useful
in real-time use cases to take immediate mitigation actions.
If only the machine learning results are used to take the
mitigation actions, then they will result in an increased
number of alerts generation for every malicious network flow
which is not convenient for the network administrator to
take some actions. The rule-based detection simplifies this
alert generation mechanism by utilizing the domain-specific
knowledge or expert rules designed for each particular type
of attack which allows the security network administrator to
tailor responses that align with the kind of threat, e.g. in DDoS
blocking the malicious IP address.

VII. CONCLUSION AND FUTURE DIRECTION

The existing IDS solutions lack in providing appropriate
levels of protection against attacks targeting critical infras-
tructures. One major issue they faced was that they utilized
a combination of real-time and public datasets to train
and validate their models. Moreover, they lack real-time
evaluation of these systems in practical scenarios. In this
paper, we propose an efficient IDS solution to protect CPPS
against DDoS attacks. The proposed IDS solution makes use
of the real-time network traffic obtained from an industrial
scenario, particularly a so-called F2F supply chain system.
The proposed solution has utilized the seven ML approaches
to achieve better attack detection capability and rule-based
detection to complement the results generated by the ML
models. The real-time benign and attack network traffic was
collected in a controlled environment by making use of
the tcpdump. The CIC-FLOW METER was used to extract
network traffic features. The wrapper methods were used
to extract the most influencing features that were used for
the training of the ML models. The IDS solution employed
several supervised and un-supervised ML approaches for
anomaly detection in the network flows. Ranger Forest,
KKNN, and xgboost outperform betters in detecting the
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DDoS attacks with an Accuracy > 99.93% and TPR >
99.90%. For unsupervised approaches, different distributions
of the data were used to train the OC-SVM algorithm.
It achieved an Accuracy > 98.9% and TPR > 98.3 %.

The experimental results have shown that supervised ML
algorithms perform better as compared to unsupervised. The
ML models perform predictions for each network flow.
We utilized rule-based detection to calculate the frequency
of predicted malicious flows over time. A high frequency
indicates the possibility of DDoS attack and assigns different
severity levels to the predicted flows. The proposed IDS
solution with top-performing supervised ML models with
rule-based detection was evaluated further with real-time
simulation of attack and normal traffic obtained at different
intervals of time. It correctly identifies the benign and
malicious network entities and achieves an overall weighted
accuracy of 98.71%. The proposed IDS solution has achieved
an overall high accuracy in the training, testing, and validation
phases.

For future work, this study can be utilized to check
efficiency against other types of attacks that can impact the
CPPS. The performance evaluation of the ML model along
with ensemble learning approaches and rule-based detection
for other types of attacks needs to be investigated. Developing
a collaborative IDS that makes use of different types of
techniques such as rule-based detection, behavior modeling,
and ML-based approaches to predict the different attack paths
can be explored in the future. The proposed IDS solution
should consider alert aggregation for different outputs to
see the correlation between alerts generated by rule-based
detection and ML models which can be used for predicting
the future attack stage. Other attack scenarios such as stealthy
attacks, and data integrity attacks can cause serious damage
to the supply chain system. The proposed IDS system will be
extended to work in a more generic so that its scalability can
be done in other environments.
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