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ABSTRACT Object detection in Unmanned Aerial Vehicle (UAVs) faces a significant challenge in computer
vision. Traditional methods are difficult to model object appearance feature with large scale variations
and viewpoint differences, when drones fly at different altitudes and capture images from diverse shooting
angles. To address this issue, we propose a Learnable Cross-scale Sparse Attention (LCSA) guided feature
fusion method to improve the performance of UAV object detection. Specifically, the LCSA feature fusion
module enables each point in a feature map to aggregate discriminative information from a set of points
with learnable offsets in neighbor feature maps. It enhances local discriminative features of the object by
facilitating semantic information interaction across multiple feature maps. The LCSA can function as a
novel neck method that complements the existing neck methods and is also transplantable to different object
detection frameworks. Moreover, we also employ a scale-aware loss function to integrate the normalized
Wasserstein distance with CIoU in order to improve the incompatibility of IoU for objects with large
scale variance. Experimental results on the SeaDroneSeev2 and VisDrone2019-DET datasets show that
the proposed method achieves superior performance. At a resolution of 640*640, our method achieves
81.9% AP50 and 47.4% AP on SeaDroneSeev2, surpassing baseline 4.9% and 4.8%, achieves state-of-the-
art performance. Furthermore, our method outperforms baseline by 5% AP on VisDrone2019-DET. Code
will be available at https://github.com/qch777/LSACF.

INDEX TERMS UAV object detection, cross-scale feature fusion, sparse attention.

I. INTRODUCTION
With the rapid evolution of unmanned aerial vehicle (UAV)
technology, object detection in UAV [1], [2], [3] has
emerged as a focal point in computer vision for aviation
applications. In comparison to the generic object detection
methods, object detection in UAV presents a multitude of
distinct advantages. Firstly, the UAV images present unique
advantages via their high flight altitude and broad field of
view. Secondly, UAV possesses the capability to survey areas
that are inaccessible to humans, thereby extending the scope
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of monitoring and bestowing object detection tasks with a
broader coverage capacity. These distinct perspectives enable
the comprehensive acquisition of information pertaining
to ground-level objects, thereby conferring an exceptional
capability for holistic object perception.

However, object detection in UAV still confronts signifi-
cant challenges. Firstly, owing to the substantial variation in
visual field and object scale that arises from images captured
at different altitudes necessitates a focused emphasis on
the localization, extraction, and fusion of pivotal features.
As shown in Fig. 1, images captured at lower altitudes show
more details of the objects, highlighting characteristics such
as shape, texture and color. Conversely, images captured

114212

 2024 The Authors. This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ VOLUME 12, 2024

https://orcid.org/0000-0002-4356-1831
https://orcid.org/0000-0002-7033-3690
https://orcid.org/0000-0002-6385-6776
https://orcid.org/0000-0002-3202-1127


X. Zuo et al.: LCSA Guided Feature Fusion for UAV Object Detection

FIGURE 1. Sample images captured in UAV at different altitudes and different shooting angles on the SeaDroneSeeV2 [4]
dataset. The images from left to right are captured from UAV with flying height of 5.4m, 41.1m and 226.9m respectively.

FIGURE 2. Some failure examples with FPN. (The red boxes in left indicate missed detections, while it represents
false positives in right.)

at higher altitudes can obscure the appearance information
of objects. Subsequently, the inherent multi-scale and wide
field-of-view nature of images captured by UAV, which is
imperative to efficaciously address the intricacies associated
with multi-scale features.

In order to extract discriminative feature from raw images,
the generic object detection frameworks usually employ the
Backbone+FPN (Feature Pyramid Network) [5] architecture
for feature extraction and fusion. Although FPN can fuse
features from various scales [6], [7], it is still insufficient in
capturing local discriminative features for extremely small or
large objects. As shown in Fig. 2(b), false positives can appear
when confronted with oversized objects in low-altitude UAV
images, while missed detections are often happen due to the
insufficient appearance feature of small objects in Fig. 2(a).
Although the FPN canmodel multi-scale feature in hand-hold
camera images, the significant feature discrepancy from large
scale variance in UAV image still pose a great challenge to the
performance of UAV object detection.

Although existing multi-scale feature fusion methods have
significantly improved the detection of small objects, they
often rely on manually designed cross-scale connections or
fusion strategies, which are difficult to train and debug,
and tend to be unstable. This is particularly problematic
when dealing with large-scale variations in objects caused
by changes in the altitude of drone photography. In recent
years, attention mechanisms have become a core component
for improving accuracy in the Transformer [8], [9], [10] and
DETR [11], [12], [13] series. However, when attention spans
across global spatial positions, it consumes a large amount of

memory and has extremely high computational complexity.
Manual sparsification methods, such as local windows [14],
extended windows [15], or axial stripes [9], do not reliably
ensure the effectiveness of these strategies.

To address these issues, we propose a Learnable
Cross-scale Sparse Attention guided (LCSA) feature fusion
module, which enables each point in a feature map
to aggregate discriminative information from a set of
points with learnable offsets in neighbor feature maps.
The positions of these points are dynamically learned
during the model training, thereby effectuating semantic
information exchange across scales. It is noteworthy that
the proposed LCSA module minimizes the use of manually
designed cross-scale connections or sparsification methods
by employing learnable parameters that dynamically adjust
to accommodate large-scale variations in objects. LCSA can
function as a novel neck method, significantly outperforms
the FPN, PANet and BiFPN methods. Besides, the LCSA
is also generalizable, which can be plugged into different
object detection frameworks, such as the one-stage, two-
stage, anchor-based [16] or anchor-free [17] detectors.
Furthermore, the LCSAmodule can work in conjunction with
other SOTA neck methods, showing consistent performance
improvement.

Traditional Intersection over Union (IoU) [18] is a key
performance metric of object detection, but it is sensitive
to the size of objects. For the small objects, even a one
pixel shift can result in a considerable change in IoU value
between the predicted result and ground truth. As a result,
it significantly impacts IoU values, leading to a notable
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performance drop for these small and medium size objects.
Fortunately, CIoU [19] takes the location, size and shape of
the object into consideration, which is robust to scale varia-
tion. Motivated by that, we employ a scale-aware CIoU loss
function with Normalized Wasserstein Distance (NWD) [20]
to deal with the scale variation problem. In contrast to
utilizing CIoU or NWD independently, our approach models
bounding boxes as two-dimensional Gaussian distributions
and simultaneously accounts for the comparison of aspect
ratios, areas, and center-point distances. In our experiment,
it is found that these two components complement each other,
leading to improved accuracy.

We have extensively evaluated the performance of our
method on the SeaDroneSeeV2 dataset and also tested
the generalization capabilities on the VisDrone2019-DET
dataset. The main contributions of this work are outlined as
follows:

• A learnable Cross-scale Sparse Attention (LCSA)
guided feature fusion module is proposed to model the
cross-scale feature interaction in the feature pyramid.

• The LCSA can function as a neck method, which is
complementary to the existing neck methods and is also
adaptive to different object detection frameworks.

• A scale-aware CIoU loss function with NWD is
employed to improve the performance of small objects.

• The proposed method has achieved state-of-the-art
performance in terms of mAP on the SeaDronesSeeV2
dataset, and it has also demonstrated significant
improvements on the VisDrone2019-DET dataset.

II. RELATED WORK
A. OBJECT DETECTION
In object detection, two primary paradigms have emerged:
one-stage detectors based on sliding-window mechanisms
and two-stage detectors built on region proposal methods.

The YOLO [21], [22], [23], [24] detector family is a
representative of one-stage object detector. YOLOv5 [25]
incorporates CSPDarknet53 [26] as its backbone architecture,
and leverages data augmentation techniques and adaptive
training strategy which enhancing its overall performance.
FCOS [27] is an anchor-free object detection method, which
employs a fully convolutional network to densely predict the
object center points, categories and bounding boxes from the
feature map. Faster R-CNN [28] is one of the most classical
two-stage object detectors. It introduces a Region Proposal
Network (RPN) for the extraction of candidate regions
and combines it with a classification/regression network.
Cascade R-CNN [29], built upon the foundation of Faster
R-CNN, which proposes a cascade architecture to refine
bounding boxes progressively. Recently, DETR (Detection
Transformer) [11] is proposed for object detection which
is based on the Transformer [30] architecture. It employs
self-attention mechanisms to fulfill object detection tasks by
globally encoding and decoding the entire image, directly
yielding both the class labels and bounding boxes of
the objects. In order to solve the problem of large-scale

variation in target detection from a drone perspective,
DHEM [31] leverages attention mechanisms and multi-scale
feature fusion to enhance feature information. OGMN [32]
improves detection accuracy by introducing auxiliary tasks.
TridentNet [33] adopts a three-branch network structure
and incorporates dilated convolutions to handle scale vari-
ations. TPH-yolov5 [34] integrates Transformer prediction
heads and small-object detection heads. MFEFNet [35]
employs global aggregation progressive adaptive feature
fusion to effectively extract feature information. In this study,
we employed an object detection model for UAVs, designing
a network structure specifically to reduce the impact of large
object scale variations observed from the UAV perspective.

B. ATTENTION MECHANISM
In object detection, attention mechanisms are employed
to select regions of interest or enhance critical features,
thereby enhancing the accuracy of target localization and
classification.

Previous attention mechanisms [36], [37], [38], [39],
[40], [41], [42], [43] have demonstrated the effectiveness
of enhancing neural network feature within a framework.
Nevertheless, they operate on single-layer feature maps and
are limited in integrating global relationships. Fortunately,
Transformers [14], [44], [45], [46] can learn dependencies
within input sequences at a global scale, thus enabling com-
prehensive relationship modeling. However, this approach
can lead to a substantial increase in the model’s parameters
and computational complexity, resulting in higher memory
requirements. In this paper, we employed a sparse multi-scale
attention mechanism, which selectively focuses on specific
regions within the image, reducing computational overhead
and enhancing the model’s efficiency.

C. MULTI-SCALE FEATURE FUSION
Modern object detectors can be mainly categorized into the
CNN-based and DETR-based models. CNN-based object
detectors typically employ feature pyramids to fuse multi-
scale features. Feature Pyramid Network (FPN) aggregates
multi-scale features through a combination of top-down
feature propagation and lateral connections [47], [48], [49],
[50], [51]. Path Aggregation Network (PANet) [52] enhances
FPN by introducing a bottom-up connection, facilitating the
smoother passage of lower-level information to the upper-
most levels. Building upon PANet, Bidirectional Feature
Pyramid Network (BiFPN) [53] processes each bidirectional
path and introduces a straightforward yet efficientmechanism
for weighted feature fusion. CE-FPN [54] utilizes high-level
semantic features and integrates an attention mechanism for
selective feature fusion. FaPN [55] designs feature selection
and feature alignment modules to improve fusion accuracy.

DETR employs attention mechanisms to facilitate
multi-scale feature fusion by enabling the decoder of
the Transformer to integrate information from various
levels of the encoder and the global context. Deformable
DETR builds upon DETR and introduces a deformable
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attention mechanism resembling deformable convolutions.
This adaptive mechanism accommodates changes in object
shape and size, effectively aggregates features from different
levels. RT-DETR [12] achieves multi-scale feature fusion
through FPN and cross-scale attention mechanism. MFDS-
DETR [13] introduces FPN and multi-scale decoder for
multi-scale feature extraction and fusion.

In this study, the proposed LCSA feature fusion module
enhances the discrimination of local object features through
cross-scale semantic information interaction.

D. LOSS FUNCTION
The Intersection over Union (IoU) [18] is commonly used for
performance evaluation in object detection.

It measures the overlap between the predicted region
and the ground truth box by computing the ratio of their
intersection to their union. However, IoU focuses solely on
overlap and doesn’t consider size differences. To address
this issue, the Generalized IoU (GIoU) [56] is introduced,
which takes into account the relative positions and sizes of
bounding boxes simultaneously. However, GIoU would then
be equivalent to IoU when the predicted box completely
encloses the ground truth label. Tomitigate this, the Complete
Intersection over Union (CIoU) [19] is introduced. CIoU
builds upon GIoU by incorporating the aspect ratio and center
point distance of bounding boxes, reducing the impact on
IoU due to the size of the bounding boxes. The Wasserstein
distance is a distance metric employed to quantify the
similarity between two probability distributions. It takes into
account both the global structural aspects and the local
correspondence between the distributions. The Normalized
Wasserstein Distance introduces a normalization procedure
that maps its range onto the interval between 0 and 1. This
adaptation addresses potential range discrepancies in the
original Wasserstein distance when comparing distributions
of varying scales or sizes. In this study, we employed a
scale-aware CIoU loss function with normalized Wasserstein
distance to improve detection accuracy. By establishing a
balance hyper-parameter, we enhance the localization and
evaluation methodologies for objects.

III. METHOD
A. OVERVIEW
The UAV object detection framework is shown in Fig. 3,
which mainly composed of three main components: back-
bone, neck, and head. The ResNet and CSPDarknet53 are
usually used as backbones, while PANet and BiFPN are good
candidates of improved neck methods which also serve as
the input to the detection head. The LCSA module is placed
between the backbone and neck, which can also function as
a novel neck method.

B. LEARNABLE CROSS-SCALE SPARSE ATTENTION
GUIDED FEATURE FUSION
Comparing to the convolutional neural networks, Transform-
ers excels in global feature modeling and fusion, enabling

effective capture of contextual information between feature
maps. However, this approach significantly increases model
complexity and memory consumption. To address this issure,
we propose a LCSA guided feature fusion module inspired
by deformable attention mechanisms, as shown in Fig. 4.
Previous studies usually apply self-attention on a sin-

gle feature map or replace traditional convolutions with
deformable convolutions [57] to enhance feature. However,
the proposed LCSA module operates on multi-scale feature
maps, which selects a set of points with learnable offsets.
These selected points are capable of learning contextual
information from the anchor points in neighbor feature
maps during the model training process. This approach
dynamically adjusts these parameters, thereby mitigating
information loss and improving the discriminative features of
local objects.

The details of the LCSAmodule are shown in Fig. 4. Given
a set of feature maps with L scales, each feature map is
represented as X l ∈ RNl×C , where l is the scale index, Nl is
the number of feature points andC is the number of channels.
Assume pl(x, y) is a feature vector from anchor point (x, y)
in the l-th feature map X l . Then, the feature vector pl(x, y)
is linearly transformed to obtain a set of offset vectors1

1pl(x, y) ∈ R2K with function f , which is formulated
in Eq. 1.

1pl = f (pl) = wl1 ∗ pl (1)

where wl1 is a linear transformation matrix, K is the number
of points sampled in each feature map (e.g. K = 3 in Fig. 4),
k = 1, 2, . . . ,K . For each offset point, the corresponding
feature X l(pl + 1pl) can also be obtained from the input
feature map X l . Since each anchor point can undergo a linear
transformation to obtain multiple offset vectors1plk , forming
a set of offset points, each of these offset points can be
sampled to acquire the corresponding feature X l(pl + 1plk ),
k ∈ [1,K ].
The corresponding anchor points in the (l-1)-th and

(l+1)-th feature maps are denoted as pl−1(x/2, y/2) and
pl+1(2x, 2y) respectively. Due to the effect of fractional
coordinates in x/2 and y/2, bi-linear interpolation are
employed to handle such cases.

Simultaneously, each offset point is associated with an
attention weight Alk ∈ [0, 1], normalized by 6K

k=1A
l
k = 1.

The attention weight Alk is obtained through two linear
transformations applied to the offset point, along with a set
of learnable parametersWp, as shown in Eq. 2.

Alk = Wp · (wl3 · (wl2 · pl)) (2)

where wl2 and wl3 are linear transformation matrices. The
output Y l of the l-th layer feature map is obtained by
computing a weighted sum of the features using the

1In the following text, pl (x, y) is abbreviated as pl for clarity.
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FIGURE 3. Overview of our proposed UAV Object Detection with LCSA module. Our proposed LCSA module works
after backbone for sparse feature fusion, neck module aggregates multi-scale feature maps and head module
outputs the final detection results.

FIGURE 4. Illustration of the proposed LCSA module.(On the left, the proposed LCSA module comprised of Conv,
GroupNorm, Learnable Cross-scale Sparse Attention, Dropout, LayerNorm and FFN module. The right side
illustrates the details of Learnable Cross-scale Sparse Attention.

corresponding attention weights, which is shown in Eq. 3.

Y l =

K∑
k=1

Alk · X l(1plk + pl) (3)

Due to the inherent advantages of the multi-head mech-
anism in improving both training and inference efficiency,
as well as its effectiveness in extracting rich information,
we can extend our approach to incorporate a multi-head
mechanism, as shown in Eq. 4.

Y lh =

K∑
k=1

Alh,k · X l(1plh,k + pl) (4)

where 1plh,k represents the k-th offset in the h-th head of
the l-th layer feature map, and similarly, Alh,k denotes the
attention weight for the k-th offset point in the h-th head of

the l-th layer feature map, where Alh,k ∈ [0, 1]. The attention
weights are normalized through

∑L
l=1

∑K
k=1 A

l
h,k = 1.

Finally, the outputs Y lh from all scales and heads are fused
to obtain the ultimate output feature Y ∗, as shown in Eq. 5.

Y ∗
=

L∑
l=1

H∑
h=1

Y lh ·WOh,l (5)

where WOh,l are learnable parameters, H is the number of
heads.

As shown in Fig. 5, The input of LCSA module are
the multi-scale feature maps which are extracted from the
feature maps output by the P2, P3, P4, and P5 stages of
the model’s Backbone. Through a 1 × 1 convolution, the
channel dimensions of the feature maps are standardized
to 256. It is worth noting that the P3 stage originally outputs
feature maps with 256 channels, so no 1 × 1 convolution is
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FIGURE 5. Constructing multi-scale feature maps for LCSA module.

required for the P3 layer. The feature maps of the P6 stage are
obtained from the P5 stage through a 3×3 convolution. After
achieving channel alignment, each point in any layer’s feature
map can be corresponded to a point in the feature maps
of other layers through positional encoding. Consequently,
each layer’s feature map can utilize the LCSA module to
fuse semantic information from multiple layers of feature
maps.

C. LOSS FUNCTION
Traditional IOU primarily relies on the computation of the
intersection and union of the ground truth and predicted
bounding boxes, neglecting any consideration of the bound-
ing box sizes. CIoU, building upon IOU, takes into account
the aspect ratio and distance between the center points
of the bounding boxes, reducing the impact of bounding
box size on IoU. However, when dealing with large-scale
variations, CIoU may not effectively highlight prediction
errors, especially in the case of small objects, where it might
struggle to accurately reflect positional errors. In contrast,
Normalized Wasserstein Distance can map bounding boxes
of different scales to a consistent range, thereby allevi-
ating the influence of object scale variations. Therefore,
we employ a scale-aware CIoU loss function incorporat-
ing Normalized Wasserstein Distance to more effectively
capture the position and size information of bounding
boxes.

The second-order Wasserstein distance between two-
dimensional Gaussian distributions µ1 = N (m1, 61) and
µ2 = N (m2, 62) can be formally defined as Eq. 6.

W 2
2 (µ1, µ2) = ∥m1 − m2∥

2
2

+ Tr
(

61 + 62 − 2
(

6
1
2
2 6

1
2
1

) 1
2
)

(6)

where m1 and m2 are the center points of µ1 and µ2, 61
and 61 are the covariance matrices of µ1 and µ2, ∥ · ∥F is
the Frobenius norm. For Gaussian distributions Na and Nb
are modeled by bounding box A = (cxa, cya,wa, ha) and
bounding box B = (cxb, cyb,wb, hb), so the above formula

can be simplified as Eq. 7.

W 2
2 (Na,Nb)

=

∥∥∥∥∥
([

cxa, cya,
wa
2

,
ha
2

]T
,

[
cxb, cyb,

wb
2

·
hb
2

]T)∥∥∥∥∥
2

2

(7)

Nevertheless, the distance W 2
2 (Na,Nb) is merely a metric

and cannot be directly employed as a similarity measure.
Consequently, it is necessary to normalize it in order to
produce a measure that can be effectively utilized, as seen
in Eq. 8.

LNWD = NWD(Na,Nb) = exp

−

√
W 2

2 (Na,Nb)

C

 (8)

Let b,bgt denote the center points of the predicted frame
and the real frame, respectively. The variable ρ indicates the
Euclidean distance between these two center points, while c
represents the diagonal distance between the predicted frame
and the minimum closure area of the real frame. The loss
calculation formula of CIoU is defined as Eq. 9.

LCIoU = 1 − loU +
ρ2(b, bgt)

c2
+ αv (9)

IoU is expressed as the ratio of the intersection and union
of the predicted bounding box and the true bounding box. α
is the weight parameter, which takes into account the aspect
ratio details of the predicted box and the real box, and its
expression is Eq. 10. The variable v is employed to quantify
the degree of consistency in aspect ratio, and its mathematical
representation is Eq. 11.

α =
v

(1 − loU) + v
(10)

v =
4
π2

(
arctan

W gt

hgt
− arctan

W
h

)2

(11)

LCIoU+NWD = (1 − β) ∗ LNWD + β ∗ LCIoU (12)

Finally, the reconstructed loss function is calculated as
Eq. 12. Where β is a hyperparameter that controls the
threshold, which combines two loss functions to control the
weight ratio at the same time.

IV. EXPERIMENTS
A. DATASETS AND EVALUATION METRICS
1) SeaDronesSee OBJECT DETECTIONV2 DATASET
SeaDronesSee object detectionv2 is a large-scaled sea-based
visual object detection benchmark. There are a total of
8,930 training photos, 1,547 validation images, and 3,750
test images. In order to enhance the precision of annotation,
we use the sanitized annotations for training and validation.

2) VisDrone2019-DET DATASET
VisDrone2019-DET is a large-scale UAV object detection
benchmark dataset. It encompasses a diverse range of
scenarios and categories, and its primary purpose is to assess
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the effectiveness of object detection algorithms when applied
to UAV imagery. There are a total of 6,471 training images,
548 validation images and 1,610 test images.

3) EVALUATION METRICS
In object detection, average precision (AP) is widely used for
model evaluation. AP is the area under the precision-recall
curve calculated at different thresholds. The calculation
method is as Eq. 13 Precision is defined as the ratio of
the number of true positives (TP) to the number of samples
predicted as positive:

Precision =
TP

TP+ FP
(13)

where FP represents the number of false positives. Recall is
defined as the ratio of TP to the number of samples that are
actually positive, The formula is Eq. 14

Recall =
TP

TP+ FN
(14)

For different confidence thresholds, calculate the precision
and recall values. By interpolating these points, calculate the
area under the precision-recall curve. The formula is Eq. 15

AP =

∫ 1

0
p(r) dr (15)

where p(r) is the precision at a given recall r .
AP50 is determined by calculating the precision when the

IOU is equal to or greater than 0.5. AP75 is computed by
considering instances where the IOU is equal to or greater
than 0.75. Following the coco evaluation metric, the metric
APS quantifies the mean precision of small-sized objects,
defined as bounding boxes with an area of 32 × 32 pixels
or less. Similarly, APM calculates the average precision for
medium-sized objects, which are bounding boxes with an
area between 32× 32 pixels and 96× 96 pixels. Lastly, APL
evaluates the average precision for large-scale objects, which
are bounding boxes larger than 96 × 96 pixels.

B. IMPLEMENTATION DETAILS
Our method is implemented with Pytorch 1.12 on an
Ubuntu 20.04 server equipped with a single GPU (NVIDIA
GTX-3080TI) and a single CPU (Intel i9-12900HX). The
SGD optimizer is employed in this study with an initial
learning rate of 0.01. YOLOv5 and YOLOv8 models are
trained for a total of 100 epochs, while Faster R-CNN and
FCOS models are trained for 50 epochs. The momentum
parameter is set at 0.937. Additionally, a preheating phase of
3 epochs is implemented, with an initial momentum of 0.8.
The initial bias is set to 0.1, and the process of upsampling is
accomplished by the utilization of bilinear interpolation. Both
the training and testing images have a size of 640×640 pixels.
In this study, we present a LCSA feature fusion module,
defaults to using 8 attention heads and 4 sample points.
The Pytorch framework is employed for its implementation,
and a CUDA version is also provided to enhance the

TABLE 1. Comparison on the SeaDronesSeeV2 dataset.

TABLE 2. Comparison on the VisDrone2019-DET dataset.

training speed. Given the huge data volume and plentiful
samples available in the VisDrone2019-DET training set
and the SeaDronesSeeV2 training set, no data augmentation
approach was employed in this experiment. Due to multiple
iterations and optimizations, YOLOv5 has been applied and
validated in numerous real-world projects [58], [59], [60].
It achieves a good balance between speed, accuracy, and
model size, facilitating rapid deployment across different
platforms. This study adopts YOLOv5 as the baseline model,
given its current status as the most efficient and convenient
one-stage detector in the YOLO series. The network’s depth
and width are both 1.00, and the number of parameters is
comparable to that of Faster R-CNN, FCOS, and YOLOv8.
The Faster R-CNN algorithm utilizes the implementation
code provided by the official torchvision library in Pytorch,
whereas the FCOS algorithm makes use of the mmdetection
library.

C. COMPARISON WITH STATE-OF-THE-ART METHODS
Tab. 1 and Tab. 2 presents a comparison between our method
and the state-of-the-art object detection methods on the
SeaDronesSeeV2 and VisDrone2019-DET dataset. We have
compared with current state-of-the-art detectors, including
one-stage, two-stage, anchor-free and anchor-based methods.

a: SeaDronesSeeV2 DATASET
It is evident that ourmethod outperforms all existingmethods,
achieving state-of-the-art performance. Specifically, our
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approach achieves an AP of 47.4%, significantly surpassing
other detectors. Notably, our proposed method not only
improves AP by 4.9% over the baseline model, but also
achieves remarkable improvements in AP50 and AP75
metrics, with increases of 4.9% and 5.8% respectively.

b: VisDrone2019-DET DATASET
It is evident that our approach surpasses the current state-
of-the-art methods in terms of both AP and AP75. Despite
a 7.2% difference in AP50 compared to RRNet, our method
achieves a remarkable improvement of 5% in AP, 7.5% in
AP50, and 6% in AP75 when compared to the baseline.
This demonstrating the strong generalization capability of our
proposed LCSA module.

We conducted an analysis of the factors contributing to
the lower performance of our method compared to ClusDet
and RRnet on AP50. Our approach relies on capturing
effective information by fusing features at learnable points
corresponding to different scales on feature maps. However,
in the VisDrone2019 dataset, the presence of numerous
mutually occluded objects makes it challenging to obtain
valuable information, thereby limiting the performance
on AP50.

In contrast, ClusDet focuses on handling potentially
occluded clustered regions using specializedmethods. RRNet
employs adaptive re-sampling techniques during data aug-
mentation, introducing more occluded targets in the process,
leading to superior performance on AP50. It is noteworthy
that under more stringent evaluation metrics such as AP75
and AP, our method outperforms both ClusDet and RRnet.

D. ABLATION STUDIES
1) THE EFFECT OF EACH MODULE
We analyzed the effectiveness of each proposed module
on the SeaDronesSeeV2 validation dataset, as presented
in Tab. 3.

a: IMPACT OF LCSA
The addition of the LCSA module significantly improved all
metrics, with the most notable increase observed in AP75,
reaching 7.1%. However, FLOPs increase from 107G to
170.0G, and the parameter count increased from 46.5M
to 50.0M. Despite the increased computational load and
complexity, we were still able to achieve a real-time speed
of 76.3 FPS.

b: IMPACT OF RECONSTRUCTING THE LOSS FUNCTION
After the reconstruction of the loss function, the FLOPs
and paramter number remain relatively stable. All metrics
exhibited a significant improvement, with AP75, APS, and
APM showing the most noticeable enhancements, increasing
by 3.7%, 1.4%, and 1.6%, respectively.

c: IMPACT OF OUR METHOD
Our method incorporates the LCSA module and the recon-
struction of the loss function after reconstruction. Compared
to the model with LCSA added, although there is a slight

decrease in AP75 and APS, AP, AP50, APM and APL have
improved by 0.1%, 0.6%, 0.4%, and 0.5%, respectively.

2) THE EFFECT OF LCSA MODULE UNDER DIFFERENT
DETECTION FRAMEWORKS
To validate the generality and effectiveness of the proposed
LCSAmodule, we seamlessly integrated it into representative
Two-stage, one-stage and Anchor-Free algorithms, dividing
them into four experimental groups. The experimental results
are shown in Tab. 4.

Experiments on the SeaDroneSeev2 dataset have shown
that the use of our proposed LCSA module on Faster
R-CNN, YOLOv5, FCOS, and YOLOv8 models yields
improved performance over baseline models. Notably, there
is a significant enhancement in AP50, with improvements of
1.6%, 4.3%, 3.1%, and 1.0% for these respective models.
Furthermore, there are varying degrees of improvement in
AP and AP75 metrics. Simultaneously, it is worth noting
that both parameter count and computational complexity
increase noticeably, resulting in a decrease in real-time
model speed. As a result, we conclude that the LCSA
module is applicable to various of object detection models
utilizing the Backbone+FPN structure, all evaluation metrics
consistently demonstrate its effectiveness. However, it comes
with significant increases in both model parameters and
computational demands.

3) THE EFFECT OF REPLACING FPN WITH LCSA MODULE
In this section, we conducted experiments by removing
the model’s neck and stacking 1, 3, 6, and 9 layers of
LCSA modules, as shown in Tab. 5. When LCSA modules
were stacked to 6 layers, the optimal performance was
achieved. Specifically, AP reached 46.5%, AP50 reached
80.4%, and AP75 reached 46.7%. Compared to the baseline
model without a neck, our proposed method exhibited
improvements of 6.5%, 6.7%, and 5.8% in AP, AP50, and
AP75, respectively. Furthermore, these results surpassed the
performance of the baseline model. It is worth noting that
despite a significant increase in FLOPs, the number of
parameters remained comparable to introducing LCSA into
the baseline model. Although the speed decreased to 51 FPS,
it is still sufficient to meet practical application requirements.

As shown in Fig. 6, we visualized the feature maps of
different feature layers within the LCSA module. Comparing
with the baseline, it is evident that the feature maps in the P3
layer predominantly focus on small objects, while the feature
maps in the P4 and P5 layers cater to medium to large objects,
albeit with limited effect. Since the LCSAmodule learns from
multiple feature layers, it has already aggregated most of the
fundamental features. Therefore, the P3 layer alone can effec-
tively recognize almost all objects, while P4 and P5 are used
to enhance object detection, thereby improving accuracy.

With an increase in the number of stacked LCSA modules,
there is a gradual increase in noise points, especially when
using 9 layers, which leads to a performance decrease due
to excessive noise. Overall, the LCSA module accomplishes
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TABLE 3. Ablation experiments on the SeaDronesSeeV2 dataset.

FIGURE 6. Visualization results of LCSA module with different stacking number under different feature layers. The first
row represents the baseline results, while the others are heatmaps for different stacking number of the LCSA module.
Each column represents a different feature layer.

semantic interactions between cross-scale features, enhanc-
ing the local discriminative features of objects.

4) THE EFFECT OF SERIAL USE OF LCSA MODULE AND FPN
In this section, we integrated the LCSA module in con-
junction with FPN and conducted stacking experiments,

as depicted in Tab. 6. Following the concatenation of LCSA
and FPN, there were notable advancements in the AP, AP50,
and AP75 metrics, with respective values of 48.3%, 80.8%,
and 49.8%. This represents an improvement of 5.7% in AP,
3.8% in AP50, and 8.9% in AP75 over the baseline model.
However, this improvement came at the cost of a reduction in
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TABLE 4. Comparison of experimental results of adding LCSA module to
different SOTA models on the SeaDronesSeeV2 dataset.TS, OS and AF
denotes Two-Stage, One-Stage and Anchor-Free respectively.

TABLE 5. Effect of replacing FPN with LCSA module on experimental
results.* represents the number of stacks.

TABLE 6. Effect of LCSA module stacking times on experimental results. *
represents the number of stacks.

speed from 121.9 FPS to 75.7 FPS, an increase in parameter
from 46.5M to 50.0M and an increase in FLOPs from 109.0 G
to 170.0 G.

As the stacking depth of LCSA modules increased,
in comparison to a single LCSA layer, there was a discernible
boost in AP by 0.7% and 1.2%, accompanied by a marginal
decrease in AP50 and a notable enhancement in AP75
by 0.7% and 0.6%. Simultaneously, parameter count and
computational complexity substantially increased, resulting
in a decrease in real-time processing speed. Analyzing the
visualizations of feature maps in the second to fourth rows
of Fig. 6, the most probable reason for the decrease in AP50
appears to be the influence of background noise. Conversely,
the repeated stacking of LCSA modules enhances the
model’s ability to precisely locate objects, consequently
elevating AP and AP75. In summary, as the stacking depth
increases, it leads to an overall enhancement in the model’s
performance, while the escalation in parameter count and
computational complexity results in a reduction in processing
speed.

5) COMPARISON OF LCSA MODULE WITH DIFFERENT FPN
STRUCTURES
In the current research, various FPN (Feature Pyramid
Network) structures yield different experimental results.
Therefore, in this section, we conducted comparative analysis
experiments using different FPN methods in conjunction
with the LCSA (Semantic Adaptive Convolution) module
we proposed, as shown in Tab. 7. Specifically, among
the traditional FPN methods, BiFPN performs the best.

TABLE 7. Comparison of different neck methods.* represents the number
of stacks.

Compared to the baseline model without a neck, it achieves
a 2.4% improvement in AP (Average Precision), a 4.5%
improvement in AP50, and a 0.7% improvement in AP75.
The use of LCSAmodules stacked six times produces the best
results, with a 3.4% improvement in AP, a 2.2% improvement
in AP50, and a 5.1% improvement in AP75 compared to
BiFPN. However, it comes at the cost of a 2.3M increase in
parameters and a significant rise in computational complexity
by 109.4 GFLOPs.

In summary, the LCSA module enhances model perfor-
mance by promoting semantic interactions between cross-
scale features, allowing the model to focus more effectively
on critical information extraction. Furthermore, stacking
LCSA modules can surpass the performance of traditional
neck methods, but it comes with the trade-off of increased
parameters and computational complexity.

6) ABLATIONS FOR THE NUMBER OF SAMPLING POINTS IN
LCSA
In this section, we conducted experimental analyses on the
LCSA module with varying numbers of sampling points,
and the experimental results are presented in Tab. 8. When
the number of sampling points is set to 1, the LSA module
degenerates into deformable convolution, resulting in a
slight performance improvement. Specifically, AP, AP50,
and AP75 increased by 0.5%, 0.6%, and 0.3%, respectively.
When we increase the number of sampling points to 2 or
more, a significant performance improvement is observed.
The best performance is achieved when the number of
sampling points is set to 6, with an AP of 48.8%. For
4 sampling points, AP50 performance reaches 81.3%, and
with 2 sampling points, AP75 reaches 50.8%. It is worth
noting that this performance enhancement is achieved with
almost no increase in model parameters and only a slight
increase in computational complexity. Further increases in
the number of sampling points result in some performance
fluctuations. Therefore, we conducted feature map analysis
for different numbers of sampling points, which correspond
to different channels, as shown in Fig. 7. When the number
of sampling points is 1, there is significant background noise,
leading to poorer model performance. As the number of
sampling points increases to 2, background noise decreases,
and AP75 reaches its peak. As the number of sampling
points continues to increase, there is a gradual appearance
of slight background noise, resulting in some experimental
fluctuations.When the number of sampling points reaches 10,
background noise interference becomes prominent, leading to
a decrease in experimental results.
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FIGURE 7. Visualization heatmap of LCSA module with different numbers of sampling points. The top row
represents the baseline results, while the others depict feature maps after one LCSA module. Each column
represents different feature layer.

TABLE 8. Ablations for LSA in LCSA. K is the number of sampling points.*
represents the number of stacks.

In summary, as the number of sampling points increases,
the increase in model parameters is not significant, but there

is a noticeable increase in FLOPs, and the speed also slightly
decreases. The model achieves good results when the number
of sampling points is between 2 and 8, but there is some
degree of fluctuation in the experimental outcomes.

7) THE EFFECT OF THE HYPER-PARAMETER β

In this section, we compared the impact of different β values
on the experimental results and other IoU improvement
methods, as shown in Tab. 9. When the β value is set to 0.5,
the best performance is obtained. Compared to the baseline,
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FIGURE 8. Sample detections on SeaDronesSeeV2 dataset, zoom in for more details. From left to right column:
ground truth, baseline and our proposed method.

FIGURE 9. The sample heatmaps on the SeaDronesSeeV2 dataset. From left to right column: ground truth,
baseline and our proposed method.

AP, AP50, and AP75 improved by 1.2%, 1.6%, and 3.7%
respectively. Additionally, APS, APM, and APL also showed
improvements of 1.4%, 1.6%, and 0.5%, respectively. When

β value is set to 0.1 and 0.9, the detection accuracy slightly
decreases due to a mismatch between the object distribution
and size range in the dataset and the β value. Furthermore,
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FIGURE 10. Some representative detections on VisDrone2019 dataset, zoom in for more details.

TABLE 9. The influence of the threshold β value on the SeaDronesSeeV2
dataset.

we compared the experimental results with DIOU and GIOU,
and our method still outperformed these two methods when
β was set to 0.5. Therefore, the above experimental results
demonstrate the effectiveness of adopting the scale-aware
CIoU loss function with normalized Wasserstein distance.

8) SAMPLE DETECTION RESULTS
We have selected representative images from the SeaD-
ronesSeeV2 validation dataset, as shown in Fig. 8. From left
to right, the images represent the Ground Truth, the Baseline,
and our method. We deliberately chose scenarios that include
small objects, large objects, and clustered objects. The
comparison clearly demonstrates that our method excels in
dealing with multi-scale objects, overcoming the limitations
of the Baseline method, which excels at accurately identify-
ing small objects and ensuring error-free detection of large
objects.

We further visualize the heatmaps of the baseline model
and themodel incorporating the LCSAmodule, as depicted in
Fig. 9. The baseline model fails to distinguish the boundaries
of small targets and objects that are closely grouped together.
In contrast, our method provides clearer and more accurate
delineation of the objects and their boundaries. It significantly
improves the issue of missed detections of small objects and
achieves precise localization for medium and large objects.
To showcase the test results, we have selected representative
images from the VisDrone2019 dataset, as presented in
Fig. 10. Our method consistently demonstrates high detection
performance for both large and small objects, as well as in
scenarios with densely packed objects.

TABLE 10. Discussion on different orders of using both LCSA module and
PANet.

9) ADDITIONAL EXPERIMENTS
To investigate the impact of using LCSA module and FPN
structure in different orders, we compared the results of
using LCSA+FPNwith those of using FPN+LCSAmethods.
As shown in Tab. 10, the experimental results demonstrate
that the initial implementation of LCSA for feature enhance-
ment resulted in a slight performance improvement, achieves
a gain of 0.3%, 0.2% and 0.1% on AP, AP50 and AP75.
Compared to using FPN first, LCSA promotes the interaction
of semantic information across different scales to enhance
local discriminative features of objects.

V. CONCLUSION
In this paper, we propose a novel learnable LCSA feature
fusion module for UAV object detection. Serving as an
innovative neck approach, LCSA not only outperforms exist-
ing neck methods, but also complements to them. Besides,
the LCSA module can be plugged into multiple state-of-
the-art object detectors, which improve performance con-
sistently, showcasing its broad applicability. It demonstrates
remarkable effectiveness by facilitating semantic interaction
between cross-scale features and enhancing local discrimina-
tive features of objects. Experiments on the VisDrone2019-
DET and SeaDronesSeeV2 datasets demonstrate that our
method can obtain state-of-the-art performance.

Although our LCSA module has good performance, but it
is not enough to fully meet the needs of real-time monitoring
in drone scenarios. In the future, we will explore more
efficient lightweight cross-scale feature fusion methods, and
reduce the computational overhead of the LCSA module
through sparse or partial sampling methods without signif-
icantly affecting performance, making it advantageous in
practical scenarios.
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