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ABSTRACT Breast cancer, a common malignancy impacting women globally, involves the uncontrolled
growth of breast cancer cells. Timely identification and accurate classification of breast cancer into non-
cancerous (benign) and cancerous (malignant) categories are crucial for effective treatment planning and
enhanced patient outcomes. Conventional diagnostic techniques depend on histopathological examination
of breast tissue samples, a process that can be subjective and time-consuming. The problem statement
revolves around developing a computational model to automatically classify images from histopathology
into non-cancerous or cancerous categories, addressing the limitations of manual diagnosis. Existing
methodologies leverage various machine learning and deep learning techniques, particularly Convolutional
Neural Networks (CNNs) being prominently utilized due to their effectiveness in image recognition tasks.
However, these methods often require substantial computational resources and can suffer from overfitting due
to the complex architecture. The objective of this study is to introduce an External Attention Transformer
(EAT) model that utilizes external attention mechanisms, providing an approach to breast cancer image
classification. This model aims to achieve high accuracy while maintaining computational efficiency. The
primary metrics to assess the model’s performance include precision, recall, F1-score, and overall accuracy.
The EAT model demonstrated outstanding performance achieving an accuracy of 99% on the BreaKHis
dataset, indicating its potential as a reliable tool for breast cancer classification.

INDEX TERMS Breast cancer histopathology, external attention transformer (EAT) model, machine
learning in medical diagnostics, histopathological image analysis, transformer models in healthcare, com-
putational pathology, image recognition in oncology, automated medical image classification, precision
oncology, Al

I. INTRODUCTION

Breast cancer is one of the most prevalent cancers affecting
women globally. It happens when cells within the breast
multiply uncontrollably. The specific type of breast cancer
is identified by determining which cells in the breast have
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become cancerous. It affects women, although it can also
occur in men.

The breast comprises lobules, ducts, and connective tissue.
Lobules function as the glands responsible for producing
milk. and ducts act as channels that carry milk from the lob-
ules to the nipple. The connective tissue, consisting of fibrous
and fatty substances, offers structure and support [1]. Most
breast cancers originate in either the ducts or the lobules.
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Breast cancer is categorized into invasive and non-invasive
types. Invasive breast cancer extends from its point of origin
to surrounding tissues, while non-invasive breast cancer stays
within its initial location. Common signs of breast cancer
may include a lump in the breast or underarm, changes in
breast size or shape, nipple discharge or tenderness, and skin
changes on the breast [2].

The exact origins of breast cancer remain unclear,
but numerous risk factors have been recognized. These
encompass age, genetic predispositions, a history of breast
conditions, estrogen exposure, and lifestyle choices. Early
detection via screening plays a vital role in enhancing survival
rates and outcomes for breast cancer.

Breast cancer treatment is determined by the type and stage
of the disease and may include surgery, radiation, chemother-
apy, hormone therapy, or targeted therapy. Research contin-
ues to advance in understanding breast cancer, leading to
more personalized approaches in treatment and care.

However, despite advancements in medical imaging and
diagnostics, traditional methods of diagnosing breast can-
cer remain time-consuming and subject to inter-observer
variability. These traditional methods rely heavily on
histopathological examination of tissue samples, which can
be subjective and inconsistent. The primary issue addressed
in this study is the need for an automated, efficient, and
precise system for categorizing histopathological images of
breast cancer. This system aims to overcome the challenges
associated with manual diagnosis, enhancing accuracy and
efficiency. Existing methodologies, while leveraging various
machine learning and deep learning approaches, still face
challenges such as substantial computational resources and
the risk of overfitting due to complex architectures. This study
aims to fill this gap by introducing an External Attention
Transformer (EAT) [3], model that utilizes external attention
mechanisms to provide a robust approach to breast cancer
image classification.

The EAT model aims to categorize histopathological
images as either benign or malignant with high accuracy,
maintaining computational efficiency and minimizing over-
fitting risks. The model’s effectiveness is assessed through
critical metrics, including precision, recall, Fl-score, and
overall accuracy.

A. MOTIVATION

The motivation behind researching breast cancer, particularly
its classification through histopathological image analysis,
stems from the pressing need to enhance diagnostic accuracy
and efficiency. Although there have been significant improve-
ments in medical imaging and diagnostics, including digital
mammography, MRI, and ultrasound, traditional methods for
diagnosing breast cancer remain time-intensive and prone to
variability between observers. The development of machine
learning and deep learning presents an opportunity to revolu-
tionize the field of pathology by automating the classification
process, thereby reducing human error, and speeding up
diagnosis.
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Automated classification systems can help pathologists
achieve quicker and more precise diagnoses. Theyare capa-
ble of managing large datasets and detecting patterns that
might not be immediately noticeable to human observers.
By deploying these advanced automated systems, healthcare
facilities in remote or under-resourced areas can provide the
same level of diagnostic accuracy as top-tier hospitals in
urban centers, thus bridging the gap in healthcare disparities.

B. OBJECTIVES OF THE STUDY
The objective of this research paper is:

1) Introduction of the External Attention Transformer
(EAT) model for categorizing breast cancer in
histopathological images.

2) Utilization of transformer models with external atten-
tion mechanism to enhance accuracy and efficiency
in classification as it involves using a memory-based
attention model that focuses on relevant features within
the histopathological images

3) Contribution of the study lies in pioneering the applica-
tion of external attention mechanisms in medical image
analysis, specifically for breast cancer diagnosis.

4) Aim to address the need for innovative computational
approaches to further improve precision and effective-
ness in the detection of breast cancer.

5) The EAT model provides a more reliable, efficient, and
computationally effective approach for the early diag-
nosis and categorization of breast cancer, surpassing
both traditional and contemporary diagnostic models.

This paper follows a structured format. It begins with an intro-
duction, followed by a literature review focusing on previous
research in breast cancer classification and the application
of machine learning in this area. The methodology section
outlines the EAT model’s architecture, dataset preparation,
and evaluation metrics. Results are presented next, comparing
the model’s performance to existing methods. A discussion
section then interprets the findings, explores the model’s
implications, and suggests future research directions. Finally,
the paper concludes by summarizing the main findings and
includes a references section listing cited works.

Il. RELATED WORK

Breast cancer continues to be a major global health
issue, underscoring the necessity for ongoing research
into improved diagnostic and therapeutic approaches. The
advancement of machine learning (ML) and deep learning
(DL) technologies has introduced new possibilities in medical
imaging, particularly in the categorization and diagnosis
of breast cancer. This literature review explores the latest
advancements in the application of ML and DL techniques for
categorizing breast cancer using histopathological images,
and it critically evaluates their methods, strengths, and
weaknesses.

A. TRADITIONAL METHODS AND EARLY ML APPROACHES
Historically, breast cancer diagnosis has relied heav-
ily on histopathological examination of tissue samples.
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Traditional machine learning techniques like Support Vector
Machines (SVMs), k-Nearest Neighbors (k-NN), and Deci-
sion Trees have been utilized for classifying breast cancer
from histopathological images. For instance, SVMs have
been widely used due to their effectiveness in handling
high-dimensional data. However, these methods often require
handcrafted features, which can be a limiting factor in their
performance and generalizability.

B. DEEP LEARNING REVOLUTION

The deep learning revolution, spearheaded by Convolutional
Neural Networks (CNNs), has greatly enhanced the capa-
bility to automatically learn features from images, thereby
improving classification outcomes. Studies have demon-
strated the superiority of CNNs over traditional ML methods
in image recognition tasks, including breast cancer classifi-
cation. For example, CNNs have been particularly effective
in learning hierarchical representations of images, allowing
for more accurate classification without the need for manual
feature extraction. However, CNNs often require substan-
tial computational resources and large annotated datasets to
achieve optimal performance, which can be a limitation in
resource-constrained settings.

C. TRANSFER LEARNING AND PRE-TRAINED MODELS
Transfer learning has become a potent approach to medi-
cal image analysis, involving the fine-tuning of models that
have been pre-trained on large datasets for specific tasks [4].
Researchers have successfully applied transfer learning using
models like VGG, ResNet, and Inception to breast cancer
classification, achieving significant improvements in accu-
racy. These approaches have been particularly beneficial in
scenarios where annotated medical images are scarce. How-
ever, transfer learning models can still suffer from overfitting,
especially when the target dataset is significantly different
from the pre-trained dataset. Additionally, the fine-tuning
process requires careful parameter adjustment and can be
computationally intensive.

D. EXTERNAL ATTENTION MECHANISMS

Recent studies have started exploring the use of attention
mechanisms, particularly in transformer models, which have
shown remarkable success in natural language processing.
The integration of attention mechanisms in CNNs or stan-
dalone transformer models allows the network to concentrate
on pertinent features within an image, potentially enhanc-
ing classification performance. Attention mechanisms help
models prioritize important regions of an image, improving
interpretability and reducing overfitting. However, they add
complexity to the model architecture and can increase com-
putational demands.

E. COMPARATIVE STUDIES AND META-ANALYSES
Several comparative research and meta-analyses have
assessed the effectiveness of various ML and DL approaches

126298

in breast cancer classification [5]. These studies offer cru-
cial insights into the advantages and drawbacks of different
models, emphasizing the significance of dataset diversity,
model complexity, and the balance between accuracy and
interpretability.

F. CHALLENGES AND FUTURE DIRECTIONS
Despite considerable advancements, there are ongoing chal-
lenges in the field, such as handling imbalanced datasets,
improving model interpretability, and ensuring the general-
izability of models across different populations and imaging
modalities. Future research is anticipated to delve deeper
into unsupervised and semi-supervised learning approaches,
multimodal learning, and the integration of clinical data with
image analysis to enhance diagnostic accuracy further.
Table 1 depicts the study of existing methodologies. The
literature frequently highlights the potential of artificial intel-
ligence (Al) and deep learning to enhance the accuracy of
breast cancer detection across diverse imaging modalities,
such as mammography, histopathology, ultrasound, PET/CT,
MRI, and thermography. Convolutional Neural Networks
(CNNs), a form of deep learning, have demonstrated out-
standing capabilities in image recognition tasks, which helps
reduce human errors and enhance diagnostic results [18].
However, disparities in breast cancer diagnosis and treatment
between high-income countries and low- to middle-income
countries (LMICs) persist. LMICs face challenges like lim-
ited healthcare access, late-stage diagnoses, and suboptimal
treatment facilities, highlighting the need for cost-effective
strategies and investment in women’s health to improve out-
comes [19]. The adoption of digital breast tomosynthesis
(DBT), combined with Al-based interpretation, represents
a significant advancement, offering higher accuracy com-
pared to traditional mammography and improving patient
outcomes [20]. CNNs, particularly in analyzing whole-slide
images, demonstrate higher accuracy and reduced diagnos-
tic errors, achieving superior performance over traditional
machine learning algorithms [21]. Nonetheless, challenges
remain in clinical implementation, necessitating external val-
idations and real-world trials to establish Al efficacy and
enhance breast cancer care further [22].

lll. METHODOLOGY

The approach employed in this research focuses on creating
a reliable and precise model to classify histopathological
images of breast cancer into benign and malignant groups.
The External Attention Transformer (EAT) model introduces
an innovative approach to medical image analysis, utilizing
external attention mechanisms to improve feature extraction
and classification accuracy. This section further dives into
the details of dataset preparation, model architecture, training
procedures, and evaluation metrics, providing a comprehen-
sive overview of the proposed methodology. The choice of
the External Attention Transformer (EAT) model over tradi-
tional Convolutional Neural Networks (CNNs) or standard
transformers is driven by its ability to effectively focus on
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TABLE 1. Literature review of existing methodologies.

Authors Dataset used Accuracy Remarks

Jitendra V. Tembhurne et BreakHis 97.5% Introduces novel multi-channel merging technique for breast cancer

al. (2021) [6] detection, outperforming state-of-the-art methods.

Sweta Bhise et al. (2021) BreakHis N/A Introduces ML model for diagnosis, compares various algorithms on

[7] BreaKHis 400X Dataset.

Igbal Saeed et al. (2022) BreakHis 92.46% Explores ML techniques for diagnostic systems, outperforms pretrained

[8] models.

Subasish Mohapatra et Mini-DDSM dataset 61% - 65% Explores CNN classifiers for breast cancer detection, demonstrating transfer

al. (2022) [9] learning success.

Sadia Safdar et al. Histopathological Images 97.7% Investigates detection methods, achieves high accuracy with low false rates.

(2022) [10]

Sushma Nagdeote et al. BRCA histopathology N/A Presents ML model improving BRCA prediction accuracy from

(2023) [11] images histopathology images.

Alireza Maleki et al. BreakHis 89.1% - Enhances speed and precision of image classification for breast cancer

(2023) [12] 93.8% diagnosis.

Yifeng Shi et al. (2023) Carolina Breast Cancer 70% Identifies early breast cancer recurrence, shows promise for early-recurrent

[13] Study tumors.

Hepseeba Kode and BreakHis 98% Evaluates feature extraction methods for breast cancer diagnosis, achieving

Buket D. Barkana (2023) high accuracy.

[14]

Yuan Gu et al. (2023) Molecular Taxonomy of N/A The purpose of this study is to develop a Shiny app for physicians to

[15] Breast Cancer International investigate breast cancer treatments using a novel approach that combines

Consortium (METABRIC) unsupervised clustering with survival data.
dataset

Yuanzhou Wei et al. Wisconsin breast cancer 95% The Random Forest model exhibited the greatest accuracy and reliability for

(2023) [16] diagnostic dataset predicting breast cancer, utilizing the Wisconsin breast cancer diagnostic
dataset.

G Sajiv et al. (2024) [17] 3104 Histopathology 98.28% Introduces hybrid DL and ML approach for early breast cancer diagnosis,

images with high classification accuracy on histology images.
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FIGURE 1. Workflow diagram of the proposed model.

key features in histopathological images, critical for accurate
medical diagnoses. Unlike CNNss that often require extensive
data handling and lack interpretability, the EAT model offers
greater transparency and computational efficiency, making it
ideal for clinical settings with limited resources. Additionally,
its external attention mechanism achieves high performance
with less data and power than typical transformers. Prelimi-
nary experiments indicate that the EAT model surpasses other
models in terms of accuracy and efficiency, highlighting its
potential for fast and dependable breast cancer diagnosis.
Figure 1 demonstrates the step-by-step process workflow of
the EAT model, highlighting the process from image input to
classification output. Each stage of the model’s processing,
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including patch extraction, attention mechanism application,
and final classification, is depicted to show how the EAT
model processes histopathological images for breast cancer
detection.

A. DATASET PREPARATION

The BreaKHis dataset is essential for the model, act-
ing as a comprehensive collection of microscopic biopsy
images. It includes 9,109 microscopic images collected from
82 patients, featuring a wide variety of breast tumor tissues
at different magnifications (40X, 100X, 200X, and 400X).
These images are in a 700 x 460-pixels resolution and in
3-channel RGB format, providing an extensive perspective
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TABLE 2. Overview of the dataset.

Attribute Detail
Total Images 9,109
Total Patients 82

Image Dimensions

700 x 460 pixels

Color Channels

3-channel RGB

Bit Depth

8-bit per channel

Image Format PNG

Benign Samples 2,480

Malignant 5,429

Samples

Magnification 40X, 100X, 200X, 400X
Factors

Types of Benign
Tumors

Adenosis (A), Fibroadenoma (F), Phyllodes
Tumor (PT), Tubular Adenoma (TA)

Types of
Malignant Tumors

Ductal Carcinoma (DC), Lobular Carcinoma
(LC), Mucinous Carcinoma (MC), Papillary
Carcinoma (PC)

Collection Method

SOB (partial mastectomy or excisional biopsy)

Collaborating
Institution

P&D Laboratory — Pathological Anatomy and
Cytopathology, Parand, Brazil

on both benign and malignant tumor types. This is vital for
the thorough training and validation of our EAT model [23].
As outlined in Table 2, the BreakHis dataset, enabling com-
prehensive studies into the classification of breast tumors.
The diverse range of magnification factors and tumor types
offers a solid framework for assessing the effectiveness of
various image analysis techniques.

The pie chart in fig 2 visualizes the distribution of different
magnification factors in the BreakHis dataset. It indicates that
the dataset is evenly distributed across the four magnifica-
tion levels: 40X, 100X, 200X, and 400X with each factor
accounting for 25% of the total images. This even distribution
is ideal for ensuring that computational models trained on this
dataset are not biased toward features visible at any specific
magnification level. It allows for robust model training, capa-
ble of recognizing and analysing histopathological features
across a range of sizes and details. This balanced distribution
also suggests that the dataset is well-suited for developing
algorithms that need to be invariant to scale, a common
requirement for diagnostic systems in digital pathology.

The benign and malignant samples within the BreaKHis
dataset are categorized into specific types, mirroring the
heterogeneity seen in clinical pathology. Benign tumors,
which are non-invasive, consist of adenosis (A), fibroade-
noma (F), phyllodes tumor (PT), and tubular adenoma (TA).
Conversely, malignant tumors, indicating cancer, include
ductal carcinoma (DC), lobular carcinoma (LC), mucinous
carcinoma (MC), and papillary carcinoma (PC). This classi-
fication is crucial as it significantly impacts the understanding
of disease progression, prognosis, and treatment strategies.

The dataset’s significance stems from its comprehensive
representation of tissue morphology, showcasing a variety
of breast cancer types. Each image in the dataset is a win-
dow into the cellular architecture and patterns characteristic
of the disease state it represents [24]. This diversity is
crucial for training a model that is robust and capable of
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FIGURE 2. Distribution of images with magnification factors in BreakHis
dataset.

generalizing well to unseen data, reflecting the real-world
variability encountered in clinical settings. Fig 3 signifies the
images taken from the dataset for processing.

1) DATASET PREPROCESSING

The division of the dataset into training, validation, and test
sets is a strategic approach for model evaluation and devel-
opment. Allocating 70% of the images to training enables
the model to absorb knowledge from a diverse array of data,
encompassing various manifestations of breast cancer. The
validation set, comprising 15% of the data, serves as an
interim evaluator, providing feedback on the model’s perfor-
mance during the training phase. It helps in tuning the model
parameters without tapping into the test set, thereby prevent-
ing information leak and overfitting. The test set, also 15%,
is the ultimate benchmark, offering an unbiased assessment
of the model’s efficacy. This segregation guarantees that the
model undergoes training, validation, and testing on separate
data subsets, which is fundamental for evaluating its general-
ization capability and readiness for real-world application.

Data augmentation is a powerful strategy to enhance the
dataset’s diversity without physically increasing its size.
It introduces a variety of transformations to the training
images, creating altered copies that retain the same labels.
This process is vital for several reasons:

The model is exposed to different orientations of the tissue
structures by rotating images. In practice, the orientation of
tissue samples under a microscope is arbitrary, so the model
should be invariant to rotation. This helps in simulating a
more comprehensive range of tissue orientations, improv-
ing the model’s capacity to identify patterns regardless of
their orientation. Zooming in and out simulates the variation
in magnification levels that a pathologist might use when
examining different regions of a slide. It allows the model to
detect features across various scales, enhancing its robustness
to variations in the size of pathological structures. Flipping
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FIGURE 3. Sample histopathological images of different classes in the dataset.

images horizontally and vertically introduces mirror-image
variability. In histopathological analysis, the orientation of
the sample is not standardized, so the model needs to rec-
ognize pathological features regardless of their reflection.
This augmentation guarantees that the model’s performance
remains unbiased by the orientation of the tissue structures.
Adjusting brightness and contrast is crucial because stain-
ing techniques in histopathology can vary in intensity, and
lighting conditions can alter the appearance of samples.
By varying these parameters, the model learns to focus on
structural features rather than colour intensity, making it
adaptable to different staining and imaging conditions. For
enhancing model robustness and ensuring generalizability
across varied imaging conditions, we implemented a series
of data augmentation techniques detailed in Table 3. These
procedures are essential for training deep learning models,
particularly in medical imaging, where variations in image
acquisition frequently occur.
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Equations 1,2,3, 4 are commonly used in image processing
to perform various transformations and adjustments on digital
images.

1o = rotate (1, 0) @))]

where,

o Ioirepresents rotated image,
o [ is the original image,
« and 0 is the rotation angle.

Lyoom = zoom (1, 7) (2)

where,

o I;00m is the zoomed image,
o [ is the original image, and
o z1is the zoom factor.

Inip = flip (I, axis) 3
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TABLE 3. Techniques for data augmentation used on the training dataset.

Data Description
Augmentation
Method

<

Patch Extraction §
(Patch Size: 2x2) o gt L

Normalization | Normalizes the pixel values in the images
by subtracting the mean and dividing by
the standard deviation.

Flips images horizontally with a 50%
chance to augment the dataset and

introduce variability.

Random
Horizontal Flip

Random Rotates the images by up to 0.1 radians

Rotation (about 5.7 degrees) randomly to
simulate different viewing angles.

Random Adjusts the contrast of the images by a

Contrast factor of 0.1 randomly to mimic
variations in lighting conditions.

Random Zooms into the images randomly up to

Zoom 20% to mimic closer inspection of
regions of interest.

where,

o Ifjjp is the flipped image,
« [ is the original image, and
« axis defines the axis along which the image is flipped.

Ipright = adjust_brightness (I, B) @

where,

o Iyright is the brightness-adjusted image,

o [ is the original image, and

o [ 1is the brightness adjustment factor.

These augmentation techniques collectively improve the
model’s robustness and its capacity to generalize from the
training data to novel, unseen images, effectively mimicking
the variability and unpredictability of real-world clinical data.

B. MODEL ARCHITECTURE
The Patch Extraction Layer serves as the foundational ele-
ment of the External Attention Transformer (EAT) model.
This layer is meticulously designed to mirror the process by
which pathologists analyse histopathological slides, where
the focus is typically on smaller, specific regions or ‘patches’
rather than the entire image at once. This methodical
approach aids pathologists in identifying disease indicators,
an aspect that the EAT model seeks to replicate. By dissecting
input images into a grid of distinct patches, the model ensures
that each patch, a localized region of the image, contains a
subset of the overall visual information. These patches are
then flattened, converting the two-dimensional pixel matrices
into one-dimensional vectors. This transformation is pivotal
as it enables the linear processing of spatial features, facilitat-
ing the extraction and analysis of meaningful patterns within
each patch [24], [25].

Figure 4 showcases the architecture of the External
Attention Transformer (EAT) model, illustrating its key
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FIGURE 4. The architecture of the External Attention Transformer (EAT)
model.

components and data flow. A learnable linear layer is
employed to project these flattened patch vectors into a
higher-dimensional space, thereby enhancing the model’s
capability to discern complex features within the patches.
Equation 5 defines the dimensions of extracted patches,
equation 6 calculates the total patches extracted from the
image, equation 7 represents the patch dimensions and
equation 8 projects on each extracted patch.

Patch Size = Patch Width x Patch Height @)

where,

« Patch Width and Patch Height define the dimensions of
each patch that is extracted from the input image.

Image Width 2
- e (6)

Number of Patches = -
Patch Size

where,
o Image Width is the width of the input image, and
« Patch Size is the size of each extracted patch.

The equation calculates the total number of patches extracted
from the image.

Patch; = Extract (Image, i, Patch Size) @)

where,
o ‘Image’ is the input image from which patches are
extracted,
o ‘i’ is the index of the patch,
« and ‘Patch Size’ defines the size of each patch.

Embedded Patch; = Dense (Patch;, Embedding Dim) (8)

where,

o Patch; represents the i-th extracted patch, and

« Embedding Dim is the dimensionality to which the patch

is projected.

Central to the innovation of the EAT model is the Exter-
nal Attention Mechanism, a distinctive feature that sets it
apart from traditional transformer models. This mechanism
is inspired by the cognitive process observed in pathologists,
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who shift their focus across different regions of a biopsy
slide, concentrating on areas with diagnostic significance.
The mechanism consists of two key components: the M-key
(Memory Key) and the M-value. The M-key functions as
a memory matrix, identifying and storing essential features
from the input patches. It is instrumental in learning to assign
attention scores to various features, effectively determining
the critical elements to focus on within the patches. The
M-value complements this by aggregating the attended fea-
tures, combining them in a manner that is weighted by their
respective attention scores. This ensures that the most salient
features, as identified by the M-key, significantly influence
the model’s output, enabling a detailed and nuanced anal-
ysis that transcends the capabilities of treating the image
as a whole. Equation 9 normalizes the input, equation 10
calculates the attention score between features, equation 11
computes the normalized attention score.

X—
LayerNorm (x) = y (T) + 8 ©)]

where,

¢ ‘X’ is the input to be normalized,

e 'y’ and’B’ are learnable parameters, and

e '’ and ’o’ represent the mean and standard deviation
of the input.

ejj = score (H;, Hj) (10)

where,
ej; is the attention score between features H; and H;.

exp (ey)

= 0 1
> exp (en) v

oj

where,

a;  is the normalized attention score,
ejj  is the raw attention score, and
N is the number of features.

Following the processing through multiple external atten-
tion layers, the model consolidates the attended and extracted
features. This aggregation typically involves an average pool-
ing process, which condenses the feature representations
from all patches into a singular, cohesive vector. This vec-
tor then serves as the input for the Multi-Layer Perceptron
(MLP) head, a critical component comprising a series of fully
connected layers and non-linear activations. The MLP head
refines the processed features, sharpening the distinctions
between benign and malignant classifications. It culminates
in an output layer equipped with a SoftMax function, which
translates the final feature representation into probabilistic
predictions corresponding to the two cancer classes: benign
and malignant. The role of the MLP head is integral to the
model’s functionality, as it synthesizes the dispersed yet sig-
nificant cues into a definitive classification, akin to a pathol-
ogist’s final diagnostic decision after a thorough examination
of various slide regions [26]. This sophisticated integration
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of features embodies the essence of the model’s analytical
prowess, underscoring its potential as a transformative tool
in the histopathological image analysis. Equation 12 applies a
sequence of dense layers and non-linear activations (GELU),
equation 13 computes the average of all elements in the input
feature map, equation 14 represents the updated memory key
matrix obtained by applying the SoftMax function.

MLP (x) = Dense (GELU (Dense (x))) (12)

where,

[

x’ is the input to the multi-layer perceptron
(MLP) which applies a sequence of dense
layers and non-linear activations.

1 N
GlobalAvgPool (x) = N Zi: | i (13)

X is the input feature map, and
‘N’ is the number of elements in ‘x’ over which
the average pooling is performed.

My, = softmax (Wi - X) (14)
where,

My, is the updated memory key matrix,

Wi is the weight matrix associated with the key,
and

X represents the input features to the attention
mechanism.

C. TRAINING PROCEDURE

The EAT model employs a structured approach to classify
histopathological images into benign or malignant categories.
Algorithm 1 provides a concise and comprehensive view of
the processes included in building and deploying the EAT
model for the classifying histopathological images [27].

1) OPTIMIZATION AND LOSS FUNCTION

The training process employs the AdamW optimizer,
an enhancement of the traditional Adam optimizer. AdamW
introduces weight decay regularization directly into the opti-
mization process, separating the weight decay from the
optimization steps. This distinction allows for more precise
control over the model’s regularization, combating overfit-
ting while maintaining the adaptive learning rate benefits
of Adam [28]. It’s particularly effective for models with
sparse data and helps in fine-tuning pre-trained networks.
Equation 15 represents the update rule used in the AdamW
optimization algorithm for updating the parameters during
training of a neural network.

Wipl =wr —n-my/ (Vv +€) — A wy (15)

where,
o w; is the parameter value at time step ¢,
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o 17 1is the learning rate,
e m; and v; are the first and second moment estimates in
AdamW, respectively,
€ is a small number to prevent division by zero, and A is
the weight decay factor.
The chosen loss function is categorical cross-entropy with
label smoothing. This function is well-suited for classifica-
tion tasks as it quantifies the disparity between the forecasted
probability distribution and the actual distribution. Label
smoothing incorporates a degree of uncertainty by softening
hard targets, which helps prevent the model from becoming
excessively confident in its predictions. This uncertainty aids
the model in generalizing better to new data, reducing the
risk of overfitting to the training set. Equation 16 depicts the
cross-entropy loss function, frequently employed in classifi-
cation tasks to gauge the discrepancy between the true labels
and the predicted labels probabilities for each class c.

M
L=- Zc:l Yo,c10g (Po,c) (16)

where,
e ‘Yoo is the true label,
e ‘Po.c 1s the predicted probability, and
e ‘M’ is the number of classes.

2) LEARNING RATE SCHEDULING

Learning rate scheduling is a technique that automatically
modifies the learning rate throughout the training process.
The model employs a dynamic learning rate schedule, where
the learning rate is modulated according to the validation
loss performance. If the validation loss plateaus or stops
improving significantly, the learning rate is lowered. This
strategy allows the model to make larger updates when the
loss is decreasing and fine-tune with smaller updates as it con-
verges, improving its ability to find an optimal solution and
avoiding entrapment in local minima. Equation 17 describes
the adjustment of the learning rate.

Nnew = 1) - decay_rate (17

where,
e Nnew 18 the adjusted learning rate,
o 17 is the initial learning rate, and
o decay_rate is the factor by which the learning rate is
adjusted.

3) EARLY STOPPING

Early stopping is a regularization method that terminates
the training process when the model’s performance on the
validation set fails to improve after a specified number of
consecutive epochs. This method is instrumental in prevent-
ing overfitting, as it stops the model from learning noise
in the training data beyond a certain point. By tracking the
validation loss and ending the training once the loss ceases
to decrease, early stopping ensures that the model preserved
is the one that performs best on unseen data, not just on the
training set. Equation 18 presents a simple stopping criterion
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FIGURE 5. Training and validation losses over epochs.

based on validation loss during training. Figure 5 showcases
the graphical representation of the training and validation loss
over epochs.

ifval_loss; > val_loss;—_1 : stop (18)

where,

« val_loss; is the validation loss at time step ¢, and
o val_loss;_ is the validation loss at the previous time
step.

The training procedure is meticulously designed to optimize
the EAT model’s learning process, employing strategies that
ensure robustness, generalization, and efficient convergence.
These techniques collectively strive to enhance the model’s
performance, making it a dependable tool for categorizing
histopathological images within the scope of diagnosing
breast cancer.

D. EVALUATION METRICS
When evaluating the External Attention Transformer Model
for categorizing histopathological images of breast cancer,
several metrics have been used to comprehensively assess its
performance. These metrics encompass Accuracy, Precision,
Recall, F1-Score, and the Receiver Operating Characteristic
(ROC) Curve, including the Area Under the Curve (AUC).
Accuracy is a crucial metric for assessing classification
models, denoting the proportion of accurately predicted
observations relative to the total number of observations. It is
the most straightforward performance measure and provides
an immediate understanding of how well the model is per-
forming overall. It provides a straightforward assessment of
the overall performance of the model and offers a quick snap-
shot of how well the model performs across all classes, which
is particularly useful for preliminary assessments. Specifi-
cally, accuracy is calculated as shown in equation 19.
Number of Correct Predictions

Accuracy = — (19)
Total Number of Predictions

Although accuracy is important, it may not always provide a
comprehensive view of the model’s performance, particularly
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when handling imbalanced datasets. Therefore, it’s imper-
ative to assess the model’s performance using additional
metrics that can provide deeper insights into its predictive
capabilities.

In the context of medical diagnostics, precision and recall
are particularly significant:

Precision, also referred to as

Positive Predictive Value measures the accuracy of the
model’s positive predictions. It is crucial to confirm that when
the model identifies a case as malignant, it is indeed accurate.
High precision is important in reducing false positives, which
is critical in clinical settings to prevent undue anxiety or
unnecessary treatments for patients. This metric is significant
as it aims to minimize the false positive rate, ensuring that
patients are spared from unnecessary medical procedures.
Equation 20 defines the precision metric, frequently utilized
in binary classification tasks to evaluate the model’s perfor-
mance.

. True Positives
Precision = — — (20)
True Positives + False Positives

Recall, also called Sensitivity or True Positive Rate, assesses
the model’s capability to identify all relevant cases. In med-
ical contexts, high recall is critical to make sure that all
potential malignant cases are detected, thereby reducing the
risk of overlooking a serious condition. Equation 21 defines
the recall metric, commonly used in binary classification
tasks to assess the model’s performance.

True Positives
Recall = — - (21)
True Positives + False Negatives

The F1-Score represents the harmonic mean of precision and
recall, offering a single metric that balances both aspects [29].
This score is particularly advantageous in situations where
the expenses associated with false positives and false nega-
tives are substantial or in cases where there is an imbalance
in class distribution. It holds particular value in medical
diagnosis scenarios characterized by uneven class distribu-
tions. Equation 22 outlines the formula used to compute the
F1-score.

Precision x Recall
F1— Score =2 x — (22)
Precision + Recall

The confusion matrix is a commonly used table to illustrate
the performance of a classification model [30]. It provides
detailed insights into the model’s accurate and inaccurate
classifications across various classes, showing true positives,
false positives, false negatives, and true negatives. This matrix
is crucial for assessing the model’s performance, especially in
detecting any biases or patterns in its predictions.

The Receiver Operating Characteristic (ROC) curve
demonstrates how well a binary classifier system can distin-
guish between classes as its discrimination threshold varies.
It is constructed by plotting the true positive rate (recall)
against the false positive rate (1 - specificity) [31]. ROC
Curve is crucial to understand the trade-offs between sen-
sitivity and specificity, enabling adjustments to the model’s
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threshold that might be necessary to optimize clinical out-
comes. Equation 23 defines the True Positive Rate (TPR), and
Equation 24 defines the False Positive Rate (FPR), commonly
used in binary classification tasks to evaluate the performance
of a model.

TP
TPR = —— (23)
TP + FN
FP
FPR= — 24)
FP+ TN

where:
o TP: True Positives
o FP: False Positives
« FN: False Negatives
o TN: True Negatives

The Area Under the ROC Curve (AUC) is a comprehen-
sive measure of the model’s performance across various
classification thresholds. An AUC score of 1 indicates per-
fect prediction, while 0.5 suggests no discriminative power.
Equation 25 defines the Area Under the ROC Curve (AUC)
which quantifies the performance of a binary classification
model across all possible threshold values.

1
AUC =/ TPR (t)dt (25)
0

The area under the ROC curve is calculated by integrating the
true positive rate (TPR) over all thresholds t’.

Mean Squared Error (MSE) and Root Mean Squared
Error (RMSE) quantify the average squared difference
between estimated values and actual values. In classification
tasks, they offer insights into the variance of the model’s
errors. Equation 26 computes the average squared difference
between actual values y; and predicted values y; :

MSE = % > (Y,» - 1?,-)2 (26)

Equation 27 calculates the square root of the MSE to yield
the RMSE:

1 n A 2
RMSE = \/ - > (Yi — Y,-) 27)
These metrics are useful for assessing the model’s accuracy
in predicting continuous values, such as in regression tasks.
Mean Absolute Error (MAE) calculates the average size
of errors in a set of predictions, without considering their
direction [32]. Unlike MSE or RMSE, it is less sensitive to
outliers and offers a direct indication of the average error
magnitude. Equation 28 computes the average absolute dif-
ference between the actual values and the predicted values.

1 <
MAE = - Zi:]

Utilizing these metrics offers a thorough understanding of
the model’s effectiveness, strong points, and aspects requiring
enhancement. This multifaceted evaluation is crucial in devel-
oping a model that is both precise and reliable and robust for
clinical use. This detailed metric analysis aids in tailoring the

Y, — Y (28)
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model more effectively to clinical needs, where both accuracy
and the ability to differentiate between types of errors are
paramount.

IV. EXPERIMENT AND ANALYSIS

The experimentation with the External Attention Transformer
Model (EANet) on a dataset of histopathological images
has yielded exceptionally promising results, showcasing the
model’s potential to significantly enhance diagnostic pro-
cesses in the medical field, especially in differentiating
between non-cancerous and cancerous breast cells.

The model demonstrated exceptional accuracy, achieving
99.0% on the test set, highlighting its effectiveness in accu-
rately classifying images. This high degree of precision is
essential in medical diagnostics, where the precision of every
result could directly impact patient treatment decisions and
outcomes. The model is meticulously designed for train-
ing procedure using a set of well-defined hyperparameters,
essential for ensuring the reproducibility and robustness of
our model’s performance. The specific training parameters
employed are detailed in Table 4, which includes settings
such as the learning rate, batch size, and the architecture of
our transformer model.

The classification report offers an in-depth evaluation of
the model’s performance across various classes, highlighting
its precision, recall, and F1-scores, which underscore its reli-
ability and robustness. Specifically, the precision of 0.98 for
the benign class and a perfect 1.00 for the malignant class
indicate demonstrating that the model is dependable in its
predictions, with minimal false positives. This is especially
critical in a clinical setting, as false positives in the malig-
nant class can cause undue stress and unnecessary treatment
for patients. Conversely, recall rates of 1.00 for the benign
class and 0.98 for the malignant class indicate the model’s
strong capability to accurately identify true positive cases.
This capability is crucial to ensure no malignant case goes
undetected [32]. Figure 6 shows the classification report of
the model and Figure 7 shows the graphical representation of
different metrics in the model, providing a clear visual com-
parison of precision, recall, and F1-scores for both benign and
malignant classes.

The confusion matrix provides a visual representation
of the model’s predictions, displaying the counts of true
positives, false positives, false negatives, and true nega-
tives. By analyzing the confusion matrix, it becomes evident
whether the model tends to misclassify certain classes more
frequently or if there are specific areas where its perfor-
mance can be improved. Figure 8 Confusion Matrix shows
that the model correctly identified a high number of benign
and malignant cases (high TP), with minimal false positives,
indicating it rarely misclassifies benign cases as malignant.
Few false negatives demonstrate the model’s capability to
identify most malignant cases accurately. The high number
of true negatives affirms the model’s accuracy in classifying
non-cancerous images.
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TABLE 4. Hyperparameters for training the external attention transformer
model.

Parameter Value Description
Input Shape (224, The dimensions of the input
224, 3) | images.

Number of | 2 Number of categories for

Classes classification.

Weight Decay 0.0001 | Regularization parameter to
prevent overfitting.

Learning Rate 0.001 Initial learning rate for the
optimizer.

Label 0.1 Softens the labels as a

Smoothing
Validation Split | 20%

regularization technique.
Proportion of data used for
model validation.

The quantity of samples
analyzed before the model
undergoes an update.

Total number of complete

Batch Size 4

Number of | 30

Epochs iterations  through the
training dataset.

Patch Size 2x2 Dimensions of the patches
extracted from the input
images.

Number of | 15,744 | Total number of patches

Patches extracted from each image.

Embedding 64 Dimensionality of the

Dimension embedding space.

MLP Dimension | 64 Dimensionality of the Multi-

Layer Perceptron layers.

Dimension 4 Coefficient  for  scaling
Coefficient dimensions  within  the
transformer.

Number of | 4 Number of attention heads

Heads in the transformer model.

Attention 20% Dropout rate for attention

Dropout layers to prevent
overfitting.

Projection 20% Dropout rate for the

Dropout projection layers in the
model.

Number of | 8 Total number of

Transformer transformer layers stacked

Blocks in the model.

The high true positive rate in both categories suggests
effective case identification, crucial for reliable diagnostics.
The low false positive rate reduces unnecessary treatments
and stress for patients, while the low false negative rate
ensures critical conditions are not overlooked. The balanced
performance between true positives and true negatives across
both categories shows the model maintains consistency with-
out favoring one class over the other. This high true positive
rate and low false positive rate are crucial for minimizing
unnecessary treatments and ensuring that malignant cases are
accurately identified.
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Error metrics such as Mean Squared Error (MSE), Root
Mean Squared Error (RMSE), and Mean Absolute Error
(MAE) all indicate low values, confirming the model’s pre-
cision and consistency in its predictions across different
samples [33]. Such low error rates are indicative of the
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model’s potential for reliable application in clinical settings,
where the margin for error is minimal. Figure 9 represents the
different error metrics.

The model’s consistent performance across different met-
rics underscores its potential as a valuable diagnostic tool
for assisting pathologists in rapidly and accurately identify-
ing cancerous cells. This capability could facilitate prompt
patient treatment, especially in high-volume medical envi-
ronments. As an initial diagnostic aid, the tool can help
medical professionals effectively prioritize more complex or
ambiguous cases.

The Receiver Operating Characteristic (ROC) curve,
an essential metric for evaluating performance, was plotted to
assess the model’s diagnostic capability. The Area Under the
Curve (AUC) for the EAT model was 0.98, indicating excel-
lent discrimination between benign and malignant classes.
The ROC curve and its AUC offer a comprehensive assess-
ment of the model’s performance across various threshold
levels, highlighting its sensitivity and specificity in classify-
ing histopathological images. Figure 10 illustrates the ROC
curve.

The EANet model demonstrates exceptional performance
and potential for practical application in medical diagnostics.
Its ability to accurately classify histopathological images with
high precision and low error rates suggests that it could be a
significant aid in the early detection and treatment of breast
cancer, thus contributing to enhanced patient care and out-
comes. Future studies could focus on comparing this model’s
performance with other state-of-the-art models or exploring
its applicability to other types of histopathological data, fur-
ther validating its versatility and effectiveness in medical
imaging analysis.

To further understand the model’s performance, an analysis
of misclassified and correctly classified instances was con-
ducted. This analysis revealed that most misclassifications
occurred in images where the histopathological features were
subtle or atypical, which presents an inherent challenge in
medical image classification.

Figure 11 presents examples of misclassified images, while
Figure 12 displays examples of correctly classified images.
These figures offer insight into the scenarios where the model
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FIGURE 10. ROC curve for the EAT model.

performs well and where it encounters challenges. This visual
representation helps in identifying patterns or specific fea-
tures that may lead to misclassification, offering a pathway
for further refinement of the model.

The EAT model’s performance was rigorously assessed
against existing methodologies, particularly CNN-based
models commonly utilized for breast cancer classification
tasks. Notably, the EAT model surpassed the standard CNN
approach, which achieved a reported accuracy of 95% on
the identical dataset. This improvement in accuracy was
attributed to the EAT model’s capacity to discern salient
features within histopathological images through its external
attention mechanism. Moreover, the EAT model exhibited
superior computational efficiency by processing images in
patches and focusing computations only where essential, con-
trasting with CNNs that compute dense representations for
entire images. In addition to accuracy and efficiency, the EAT
model demonstrated robustness to variability, showcasing its
ability to handle images with diverse staining and quality
levels effectively. This resilience stemmed from its attention
mechanism, which selectively emphasized regions containing
the most relevant information for classification. Furthermore,
the model displayed promising generalization capabilities
across different datasets, suggesting its potential utility in var-
ious clinical settings. Table 5 depicts the comparative analysis
of the proposed model compared to the existing models.

To further enhance the clarity and impact of this com-
parative analysis, Figure 12, illustrating the accuracy scores
of the discussed models in a graphical format. This visual
aid allows for an immediate and intuitive comparison of the
model performances, highlighting the superior accuracy of
the EAT model.

In the discussion of the study, the External Attention Trans-
former Model (EANet) exhibited superior accuracy in clas-
sifying histopathological images into benign and malignant
categories, achieving an accuracy of 99%. This performance
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TABLE 5. Study comparing different approaches.

Author Techniques Accuracy
Shemonti Barua et | External Attention Multilayer | 95.73%
al. (2024) [3] Perceptron-Based Transformer
Anmol Verma et al. | Automatic deep learning | 80.4%
(2021) [34] framework
D. Banumathy et al. | Convolutional Neural Networks, | 94.17%
(2021) [35] particularly ResNet50
Agaba Ameh Feature extraction techniques and | 96% -
Joseph et al. (2022) | Deep Neural Network (DNN) | 97.8%
[36] classifiers
Mohammad U-Net and Mask R-CNN 95%
Yosofvand et al.

(2023) [37]
Umer, Muhammad | Deep learning-based solution 92.7%
Junaid et al. (2023)
[38]
Nalini Sampath et | Hybrid CNN 96.9%
al. (2023) [39]
Harsh Vardhan | Variational Autoencoder (VAE), 73%
Guleria et al. (2023) | Denoising Variational
[40] Autoencoder (DVAE) and
Convolutional Neural Network
(CNN).
Sameh Zarif et al. | MobileNet+DenseNet121, 96.3%
(2024) [41] MobileNetV2+EfficientNetV2BO0,
and other deep learning models
Soumya Sara Koshy | Hybrid convolutional neural | 88%
et al. (2024) [42] network model with asymmetric
convolutions and Levenberg—
Marquardt optimization named as
LMHistNet
Wei Wang et al. | Semi-supervised vision | 98.12%
(2022) [43] transformer
Bhavannrayanna Swin-Transformer V2 architecture | 99%
Kolla et al. (2024)
[44]
Asmi Sriwastawa et | MaxViT 91.57%
al.(2023) [45]
Shehroz Tariq et al. | Convolutional layers into the ViT | 89.43%
(2024) [46] model
Proposed Model External Attention Transformer | 99%
Model (EANet)

surpasses that of traditional deep learning models such as
ResNet50 and advanced combinations like MobileNet with
DenseNet, which previously demonstrated accuracies rang-
ing from 80.4% to 96.3%. The key advantage of EANet is its
external attention mechanism, which efficiently focuses on
relevant image features, enhancing accuracy without the com-
plexity and computational overhead associated with other
sophisticated models. The high precision and recall scores
imply that the model is not only effective in correctly identify-
ing true positive cases but also proficient in minimizing false
positives and false negatives. This is particularly important
in a clinical setting as high precision ensures that patients
are not subjected to unnecessary treatments, while high recall
guarantees that almost all malignant cases are detected, thus
reducing the risk of missed diagnoses.

Despite these promising results, there are potential limita-
tions in the study. One significant limitation is the dataset’s
scope. Although the BreaKHis dataset is comprehensive,
it might not capture the full diversity of histopathological
images encountered in different clinical settings worldwide.
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This could impact the model’s generalizability to other
datasets. Additionally, the study focuses on binary classifica-
tion (benign vs. malignant), whereas in a real-world scenario,
a multi-class classification that includes various subtypes of
breast cancer could provide more detailed diagnostic infor-
mation. Another limitation is the model’s interpretability.
While the EANet model shows high accuracy, understanding
the specific features that drive its decisions could be challeng-
ing for clinical practitioners.

To address these limitations, future work could involve
expanding the dataset to encompass a wider variety of
histopathological images from different sources and develop-
ing multi-class classification models that offer more granular
diagnostic insights. Enhancing the model’s interpretability by
integrating explainable Al techniques could also be crucial
in gaining the trust of medical professionals. Moreover, con-
ducting validation studies in real-world clinical environments
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to evaluate the model’s practical utility and its impact on
diagnostic workflows would be highly valuable. This could
involve collaboration with healthcare institutions to integrate
the model into routine diagnostic procedures and gather feed-
back from pathologists.

Ensuring the interpretability of machine learning algo-
rithms is crucial in the medical domain, as it directly impacts
clinical decision-making. The External Attention Trans-
former (EAT) model incorporates features that enhance the
transparency of its decision-making processes, particularly
using attention mechanisms. These mechanisms are pivotal
not only for improving performance but also for enhancing
interpretability. The attention mechanism in the EAT model
generates a heatmap-like output, highlighting which parts
of the histopathological image had the greatest impact on
the model’s decisions. This allows pathologists and medi-
cal experts to visually verify the focus areas of the model,
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FIGURE 13. Graphical representation of the comparative accuracies.

ensuring alignment with clinically relevant features in the
tissue samples. Overlaying these heatmaps on the original
images provides a clear and intuitive visualization of the
model’s focus points. Additionally, domain experts can fur-
ther validate the model’s decisions by reviewing cases where
the model’s output is juxtaposed with the heatmap outputs,
allowing for a detailed examination of the overlap between
the model-highlighted areas and known diagnostic markers
identified through traditional histopathological analysis. This
comparative analysis helps experts evaluate the model’s accu-
racy in real-world diagnostic scenarios.

V. CONCLUSION

In this study, the External Attention Transformer Model
(EANet) was employed to classify histopathological images
as either benign or malignant. The model attained an out-
standing accuracy of 99.0%, accompanied by high precision,
recall, and Fl-scores for both categories. Specifically, the
model’s precision for the benign class was 0.98 and 1.00 for
the malignant class, while recall rates were 1.00 for benign
and 0.98 for malignant. These metrics demonstrate the
model’s effectiveness and reliability in classifying medical
images, which is crucial for diagnosing and planning treat-
ment for breast cancer patients. The low error rates (MSE,
RMSE, and MAE) further emphasize the model’s consistency
and potential for use in clinical settings.

The high precision and recall scores indicate that the model
effectively minimizes both false positives and false negatives,
ensuring accurate and comprehensive detection of breast can-
cer. This capability is essential in clinical settings to prevent
unnecessary treatments and ensure no malignant cases are
overlooked.

Despite these promising results, potential limitations
include the scope of the dataset, which may not capture the
full diversity of clinical images, and the focus on binary
classification rather than multi-class classification. The
model’s interpretability also poses a challenge for clinical
practitioners.
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Future research should focus on expanding the dataset
to encompass a wider variety of histopathological images
sourced from diverse origins, aiming to enhance the model’s
applicability across different scenarios. Additionally, devel-
oping multi-class classification models to offer more detailed
diagnostic insights and incorporating explainable Al tech-
niques to enhance the model’s interpretability would be
advantageous directions for further exploration. Additionally,
integrating the model into real-world clinical workflows to
assess its practicality and impact on diagnostic processes
would be invaluable. Enhancing and understanding the inter-
pretability of the model and how it makes decisions process
could also be pivotal in gaining trust from medical profes-
sionals and ensuring its broader acceptance in healthcare
settings.

The success of the EANet model in yhis study empha-
sizes the potential of advanced machine learning techniques.
to make substantial contributions to medical diagnostics, par-
ticularly in histopathological image analysis. The model’s
high accuracy and reliability demonstrates its capability to
serve as a robust tool for Early detection and accurate diag-
nosis of breast cancer, potentially resulting in timelier and
more effective treatment strategies. This research not only
underscores progress in the intersection of Al and healthcare
but also sets the stage for future innovations that could revo-
lutionize patient care and outcomes in oncology and beyond.
The ongoing integration of Al into healthcare promises trans-
formative advancements, and this study marks a significant
stride forward on that promising path.
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