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ABSTRACT Freedom of expression on social media has provided oppressed people with many opportunities
to raise their voices against violence and injustice, but this freedom is being misused to spread various forms
of hate speech. Several studies have been conducted to identify hate speech in high-resource languages,
however, work on under-resource languages is very limited, especially for Nastaliq Urdu. Pakistan has been
dealing with the issue of hateful and violence incitation content for the last two decades. Therefore, this study
handled the problem of detecting hate speech and fine-grained multi-class target community identification
in Nastaliq Urdu. Using the transfer learning paradigm, two benchmark Urdu transformer models are
explored with fine-tuning. A Nastaliq Urdu Hate Speech and Target Community (HSTC) corpus is designed
by collecting posts from Pakistani Facebook accounts. In particular, the strengths of the Urdu Robustly
Optimized BERT Pre-Training Approach (Urdu-RoBERTa) and Urdu Distillated Bidirectional Encoder
Representations from Transformers (Urdu-DistilBERT) are explored to design an automated system instead
of hand-crafted features. The proposed framework consists of four steps: 1) data cleaning and preprocessing;
2) data transformation; 3) utilization of Grid search for fine-tuning process; and 4) classification (binary
and multi-class). The results on the Nastaliq Urdu corpus showed that the proposed system achieved
benchmark performance for binary classification task (hate speech) and target community detection (multi-
class classification) on hateful Facebook posts. In particular, fine-tuned DistilBERT achieved 86.58%
accuracy and 86.52% f1-score for binary classification and outperformed sixteen baselines. Furthermore,
it demonstrated 84.17% accuracy and 83.91% f1-score for target community (religious, political, and gender-
based) identification and outperformed all baselines. The findings of this study can be beneficial in detecting
and filtering out hate speech in Nastaliq Urdu on the Facebook platform.

INDEX TERMS Nastaliq Urdu, target community, hate speech, DistilBERT, fine-tunning, Facebook.

I. INTRODUCTION
Social media platforms have provided many opportunities to
online users such as communication with friends and fam-
ily, and expressing/discussing ideas freely. However, these
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platforms are often used for spreading hate speech and toxic
comments [1]. Several definitions of hate speech exist in the
literature [2], [3], [4]. However, the majority of researchers
have a consensus on the following definition: ‘‘Hate speech
is a language used to attack/target an individual or a group
on the basis of ethnicity, race, gender, or religion’’ [5], [6].
The interactive nature of social media platforms allows the
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dissemination of hateful content, resulting in organization of
hate crimes which is quite difficult to handle by traditional
law enforcement organizations. In addition, manually identi-
fying such content requires a lot of human effort. Hence, there
is a need for automated identification systems, which is also
a challenge due to the dynamic nature of hate speech. In par-
ticular, hateful content evolves and is highly subjective [7].

Social media organizations (Facebook and Twitter, etc) are
under public and political pressures to deal with hateful con-
tent due to rise in online hate speech. The recent prevention
measures adopted by social media are not effective in detect-
ing such unwanted material and protecting social media users
from harm. The failures are due to the following reasons:
1) it is laborious efforts to tag a large collection of online
content as hate/neutral, which also results in discrimination
due to subjective views and personal biases, 2) to classify
online content as hate/neutral is challenging in the presence
of a diversity of languages, 3) it is an un-reliable approach
to expect from users to report online harmful material fully,
resulting in un-identified a lot of material, and 4) Developing
an automated system for detecting hateful content using the
NLP paradigm is quite challenging due to the presence of
linguistic nuances in context capture. Furthermore, hundreds
of languages are spoken in different regions of the world and
it is not possible to design a single classification system for
two or more languages.

In literature, several studies attempted to develop sys-
tems for identifying hate speech in high-resource languages
such as English [8], and French [9], etc. However, hundreds
of languages are spoken in different regions of the world,
but research on automated systems for hate speech detec-
tion in low-resource languages, especially in Nastaliq Urdu
is limited. Some studies addressed this task by proposing
detection models for under-resource languages such as Ara-
bic [10], Roman Urdu [11], and Nastaliq Urdu [12]. Urdu is
the national language of Pakistan with a population size of
approximately 242 million. In addition, more than 300 mil-
lion people speak Urdu in other regions of Asia, Europe,
and the USA such as India, UK, USA, and Canada. It has
two writing styles; Nastaliq and Roman. As hate speech is
increasing rapidly, there is a high demand to develop auto-
mated and accurate models for identifying hate speech in
Urdu. The study [13] developed a model to classify hate
speech in Nastaliq Urdu tweets. They used BOW features
with SVM and NB models but did not handle target com-
munity detection. Later, the study [14] explored hate speech
in Urdu at the first level and categorized it into three classes
(hate, simple-complex, or neutral). TF-IDF and word2vec
techniques are used with SVM and RF models. Another
study [15] introduced a model for hate speech detection in
Urdu. They explored word unigram, and embedding model
for feature generation but missed target community detection
and did not make their dataset public. Recently, a study [16]
designed an identification model for hate speech in Urdu but
did not handle target community detection. They used word
and char n-grams with LR and CNN models and achieved

significant performance. We found the following issues in the
prior studies; First, the majority of the approaches in Nastaliq
Urdu used hand-crafted (linguistic, semantic, or frequency-
based) features for hateful content identification. Second,
vulnerable target community identification on the hateful
content is not addressed by the prior studies. Third, to the best
of our knowledge, no public dataset is available in Nastaliq
Urdu that supports two levels of hate speech classification.
To address these issues, this study devised the following
research objectives:

1. To develop an automated and high-performance detection
framework to classify Nastaliq Urdu Facebook posts into
hate or not-hate classes.

2. Considering hateful posts; design an accurate and auto-
mated system to detect the vulnerable community being
targeted based on political, religious, or gender-related
conflicts.

3. To explore the strengths of Urdu-RoBERTa and Urdu-
DistilBERTwith fine-tuning to design a high-performance
multi-level (coarse and fine-grained) classification sys-
tem.

To achieve these objectives, we propose a completely
automated end-to-end robust framework for binary (coarse-
grained) hateful content identification and fine-grainedmulti-
class target community detection in Nastaliq Urdu on the
Facebook platform. The potentials of two state-of-the-art
Urdu transformers (RoBERTa and DistilBERT) are explored
with fine-tuning in the design of an automatedmodel. To eval-
uate the efficacy and robustness of the proposed framework,
we designed an annotated Nastaliq Urdu corpus by collecting
posts from Pakistani Facebook accounts. Furthermore, six-
teen SOTA baselines are used to compare the effectiveness
of the proposed framework for the said task. The salient
contributions of this study are presented below:

1) This study introduced a detection system (first attempt)
that used contextual embedding models with fine-tuning
to classify two levels of Nastaliq Urdu hate speech on
Facebook.

2) The potentials of Urdu-RoBERTa and Urdu-DistilBERT
are explored with fine-tuning on the newly designed
corpus to handle the complexity and ambiguity concerns
of Nastaliq Urdu.

3) The fine-tuning is accomplished with the grid search
technique for choosing optimal values of eight
hyper-parameters for both levels of classification tasks.

4) The results showed that the fine-tunedUrdu-DistilBERT
exhibited benchmark performance and outperformed
sixteen SOTA baselines including Urdu-RoBERTa.

5) In particular, the improvement achieved by the proposed
framework for detecting hateful class at the first level
and political and religious communities at the second
level is promising.

The remaining parts of the article are described as; related
work is presented in section II, followed by section III,
which describes the process of corpus construction for coarse
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and fine-grained hate speech detection. Section IV presents
the proposed methodology and experimental setup in detail.
Section V provides the results and Section VI presents the
discussion and limitations of the study. Section VII describes
the conclusion and future suggestions.

II. RELATED WORKS
Various studies are conducted to address the tasks of contro-
versial or unwanted text identification using NLP techniques.
The tasks include the identification of abusive, offensive,
controversial, toxic, and hate speech content. The majority
of previous work has dealt with resource-rich languages
such as English and some European languages, but work
in low-resource languages has been limited. In this section,
we restrict the discussion of related studies to Roman Urdu
and Urdu languages.

A. HATE SPEECH CLASSIFICATION
In 2017, a study gained the attention of researchers and
proposed a detection model for controversial content on Twit-
ter [17]. The TF-IDF weighting method with the traditional
ML model is used and their model presented significant per-
formance. Later, a study [18] developed an Urdu corpus for
spotting propaganda in news articles. Various word embed-
ding, semantic, and lexicon models are explored and word
n-gram delivered the highest performance (91%).

Glossary of Key Terms

MLP Multilayer Perceptron
ML Machine Learning
NLP Natural Language Processing
BERT Bi-directional
HSTC Hate Speech and Target Community
DL Deep Learning
SOTA State-of-the-art
CNN Convolutional Neural Network
RoBERTa Robustly Optimized BERT Pre-training

Approach
BERT Bidirectional Encoder Representations from

Transformers
DistilBERT Distilled-BERT
HPC High-Performance Computing
RF Random Forest
SVM Support Vector Machine
LR Logistic Regression
TL Transfer Learning
Bi-LSTM Bidirectional Long Short Term Memory
BOW Bag of words
NB Naïve Bayes

Likewise, another study [19] introduced the detection
model for offensive content in Roman and Nastaliq Urdu. The
word and char n-grams are used with seven ML models and
their framework achieved promising performance. For slang
and abusive word identification, the study [20] proposed a
custom model for the detection of unwanted content. They

designed a lexicon for feature generation and introduced
a custom classification model. All these studies developed
classification systems for controversial content but missed
further categorization of unwanted content.

Then, a study [21] developed an anti-social behavior
detection model for Nastaliq Urdu. The authors explored
lexicon-based features and compared their model with base-
lines. Likewise, five types of abusive content are categorized
by [22] and the proposed model explored various embedding
methods to design an effective solution. The offensive, sexist,
profane, religious hate, and normal are the classes. Their
model achieved 82% performance. Later in 2021, a study
proposed a model for sentiment analysis based on hate con-
tent identification [13] for Twitter. The authors used several
techniques such as dynamic stop word filtering to handle the
sparsity, and data imbalance issues. Their model achieved
significant performance. Likewise, another study designed a
detection model in the Roman Urdu language for multi-class
hate speech detection [14]. TF-IDF and word2vec models
are used with five ML models and their model obtained
significant performance. A recent study introduced a model
for identifying cyber bullying in Urdu tweets [23]. They
made a public dataset and their model demonstrated signifi-
cant performance with FastText and LSTMmodel. Likewise,
another study proposed a detection model for cyber bullying
in English and Urdu comments [24]. They explored several
ML andDLmodels and obtained best performancewith SVM
model.

Some studies in the literature addressed threatening con-
tent detection task such as an article [25] proposed a system
for threatening text and target identification in tweets but
their dataset has annotation issues. The proposed model pre-
sented the best performance withMLP+word n-gram. Then,
another study developed a detection model for abusive and
threatening content identification in Nastaliq Urdu [26]. The
BERT model is utilized for classification task but they did
not address the community identification task. The study [27]
proposed a system for threatening content identification in
Urdu. The word and char n-grams are used with four DL
models including the ensemble model. The top performance
is achieved by the ensemble model. Likewise, a recent study
proposed a system to address the issue of threatening content
and target identification on Twitter [6]. The authors used
semantic features and the BERT model with fine-tuning.
Their model outperformed the baselines. Recently, a study
proposed a multi-lingual framework for threatening content
identification in Nastaliq Urdu and English languages using
TL [28]. They explored transformer models with fine-tuning
and presented 89% f1-score as the top performance. Another
recent study proposed a detection model for threatening con-
tent in the Urdu language [29]. Their model used a deep
sequential approach and achieved an accuracy of 82%.

Some studies addressed this issue as a toxic content
identification framework such as a study that introduced a
comparatively big corpus for toxic content identification [30].
Their model used various word embedding models with an
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ensemble deep learning model and achieved benchmark per-
formance. For Facebook posts, authors [31] introduced an
offensive content detection model for Nastaliq Urdu. Various
semantic models are explored with traditional ML models
and their model outperformed the baseline but they did not
handle community detection task. Likewise, this study [32]
developed an Urdu dataset in Nastaliq script and proposed
a binary classification model for offensive content detection.
Their study explored word and char n-grams with variousML
and DL models and demonstrated benchmark performance.
Recently, a study introduced a spotting model [15] for hateful
content and its categorization based on Ethnic, Sectarian,
and Interfaith opinions. Their model obtained a macro f1-
score of 83.9% as the top performance. Multiple levels of
classification for offensive and hate speech are performed
by the study [16]. It is the first study that categorized hate
speech on the basis of severity. Extensive experiments reveal
that their model outperformed the baselines. Recently, the
study [33] introduced a framework for violence incitation
detection in Nastaliq Urdu and used the Twitter platform
for data collection. They used the CNN model with word
uni-gram and obtained the highest performance compared
to baselines. Likewise, a recent study proposed a model
for binary abusive content identification in Urdu [34]. The
CNN and Bi-LSTM are utilized with TF-IDF, word2vec,
and FastText embeddings. The best performance is achieved
with Bi-LSTM and word2vec. Another work [35] developed
an explainable fine-grained hate speech detection model for
roman Urdu. They used the LSTM model and designed
explainable architecture. Their model achieved state-of-the-
art performance for coarse and fine-grained hate speech
detection.

B. LIMITATIONS OF THE EXISTING RESEARCH
From the comparison of prior studies proposed for Roman
and Nastaliq Urdu, we observe the following limitations:

■ Lack of research on target community detection: To
the best of our knowledge, no work has been conducted
on targeted community detection of hateful speech in
Nastaliq Urdu.

■ Lack of annotated corpus: According to our knowl-
edge, we did not find any annotated dataset for two-level
categorization (hate speech and target community detec-
tion)

■ Lack of automated classificationmethods:Themajor-
ity of prior approaches derived classification systems
using hand-crafted features.

■ Lack of comparison of supervised methods: Limited
studies performed comparisons between traditional ML
and DL models to define the best model.

To handle these issues, we designed a framework for
detecting hate speech at the first level and targeted commu-
nity detection at the second level. A Nastaliq Urdu corpus
is developed that consists of two levels of annotations. The
strengths of two benchmark transformer models are explored

to design a robust automated classification system. Extensive
comparisons of conventional ML and DL models are con-
ducted to describe the best model.

III. HSTC CORPUS FOR NASTALIQ URDU
In this section, the process of building the annotated corpus
for hate speech and target community detection is described.
An overview of the process used to create an HSTC corpus is
presented in Fig. 1. It is evident that the process is composed
of six steps as described in the figure. The first three steps
aim to collect relevant data from Facebook pages. The details
of these steps are given in the following.

A. DATA SCRAPING AND SELECTING PAGES
The scraping of Urdu Nastaliq content is conducted in the
first step. The Facebook platform has been selected. All
available offensive/hate speech Urdu datasets are developed
by collecting data from Twitter and YouTube platforms but
the Facebook platform is ignored. There is no restriction on
the length of Facebook posts that’s why it offers a rich source
of publicly available data for research and development.
Furthermore, there are no propriety concerns or limitations
enforced by the Facebook platform. The Facebook Applica-
tion Programming Interface (API) is available to scrap the
data from the Facebook pages of Pakistan. Why we chose
Pakistani Facebook pages because the Urdu language is spo-
ken in Pakistan as the national language, therefore we have
an opportunity of a large number of Urdu speakers.

To build a representative dataset, various newsgroups of
Pakistan on Facebook are shortlisted and these newsgroups
consist of popular political, religious, and blogger pages.
The selected Facebook pages are diverse (not related to one
community), which makes our corpus representative of Pak-
istani society. We follow a certain criterion to select an Urdu
Facebook page, which is given below:

■ The Facebook page should use Urdu language fre-
quently for sharing posts and comments.

■ The page should be followed and liked by at least thirty
thousand users. This restriction enables us to select more
active public pages on the Facebook community.

We applied the above criteria and the selection process
ended with the nineteen public pages. The detail of the
Facebook pages is described in Table 2. The posts and com-
ments are collected for the period of 28 months ranging from
February 01, 2021, to June 30, 2023. There was political
instability in Pakistan in this time-period and there were
protests demonstrated by various political parties. The data
collection process led to 20,000 Facebook posts. After that,
we need to apply cleaning and filtering steps to finalize the
corpus for the annotation step.

B. DATA CLEANING & FILTERING
The initial screening reveals that the crawled data contained
garbage material, that needs to be filtered out to proceed
further with the annotation step.
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TABLE 1. Summary of related studies in roman and nastaliq urdu language.
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FIGURE 1. Overview of data collection process.

TABLE 2. Chosen facebook pages.

Therefore, the following cleaning steps are considered to
clean the corpus:

1. The empty and/or duplicate posts are removed.
2. The hashtags, numbers, mentions, HTML tags, URLs, and

punctuations are removed.
3. Translation of some English words/Abbreviations into

Nastaliq Urdu.
4. Missing words/characters are filled in the sentences.

After applying the cleaning steps, we have 9771 Facebook
posts/comments in the corpus. The demonstration of some
cleaning steps is presented in Table 3. Now dataset is ready
for the next step of preparation.

C. DATA ANNOTATION
Here the process of data annotation is described. Three
annotators are hired to perform this task. As our dataset
needs categorization on two levels, therefore proper annota-
tion protocol/guidelines are designed to guide the annotators
in labeling. In the first step, annotators have to catego-
rize the Facebook posts into hate speech or not-hate after
understanding the context of the posts. Some examples are
presented in Table 4. In the second step, the posts tagged
with hate speech are further considered for the categoriza-
tion of community, i.e. religious, political, or gender-based
community. The description of both types of classification
tasks is presented in Fig. 2. The posts which are tagged
as not-hate, are not considered for the second level of
categorization.

To select the qualified annotators, we made certain criteria
to conclude the annotation process appropriately. The criteria
are: 1) he/she must be a native Urdu speaker, 2) should have
prior experience in data annotation, and 3) his/her education
must be at least a master’s degree. Thus, many annotators are
interviewed and finally, three are selected.

D. SPECIFICATION OF CORPUS
The prepared corpus consists of 9771 samples (Facebook
posts) in total that are labeled in two levels. The first
categorization consists of 5289 hate speech and 4682 not-
hate instances. For the second level of annotation, only
hate speech instances are considered. The corpus contains
an equal percentage of instances for the second level,
i.e. 33% gender, 33% political, and 34% religious-based
community.

IV. PROPOSED METHODOLOGY AND EXPERIMENTAL
SETUP
This section presents the description of the proposed method-
ology. The workflow for the hate speech and target commu-
nity detection framework is presented in Fig. 2. The sequence
is as follows; First, the dataset is constructed, and the process
is explained in section III. Then, the dataset is encountered
with the pre-processing steps to prepare it for further pro-
cessing. Before applying transformers, the dataset should be
tokenized and normalized to represent it in a uniform format
(representation step). After that, fine-tuning of two Urdu
transformers is describedwith grid search technique. The first
level of classification is binary and the second level of classi-
fication is multi-class. The classifiers are evaluated using five
state-of-the-art metrics. The description of baselines is also
presented. The tweets are classified into hate or not-hate in the
first step. Then hateful tweets are further categorized based on
the targeted community (political, religious, or gender based).

A. PRE-PROCESSING
Online users usually use informal language to express their
feelings and opinions on social media platforms. This infor-
mation is in unstructured form; therefore, pre-processing
is necessary before applying any ML/DL algorithm for
learning/prediction. The following pre-processing steps are
employed:
1. Urdu stop words are removed (not for transformer

models).
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TABLE 3. Cleaning steps demonstration on nastaliq urdu corpus.

TABLE 4. Guidelines to annotate the facebook posts.

2. Emojis/emoticons are replaced by their respective text
manually.

3. Abbreviations are replaced by their corresponding text.
After pre-processing, the corpus is ready for feature extrac-

tion, thus we explored several semantic and transformer
models for extracting significant features.

B. FEATURES FOR TEXT REPRESENTATION
In this section, we describe the details of two state-of-the-
art Urdu transformer models with fine-tuning. These models
are used in the proposed framework for hate speech and
target community identification from Facebook posts. The
motivation here is to utilize the strength of TL for detecting
hate speech and target the community with benchmark per-
formance. TL is a paradigm to utilize the knowledge gained
from one task/dataset to another similar/related task [36].
Basically, it targets generalized improvement in another
related setting. In contrast, traditional approaches design a
new model for each task. TF techniques start with pre-trained
models/networks and apply already learned knowledge from
the source task to the target task. It supports diverse applica-

tions from solving data science tasks to training DL models.
The advantages of TL are 1) reduces computational costs,
2) accommodates small dataset size, 3) supports generaliz-
ability, etc. Mainly, there are three types of transfer learning:
Inductive, Unsupervised, and Transductive transfer. We are
interested in using transfer learning (Inductive) with fine-
tuning approach.

1) URDU-RoBERTa
In 2019, researchers developed an extension of the BERT
transformer, that is RoBERTa model [37]. The difference
between these two is a few modifications to embed-
ding tweaks and hyperparameters. Furthermore, RoBERTa
dropped the objective of the next sentence pre-training
and added training with larger learning rates. A variety of
RoBERTa models are available such as XLM-RoBERTa,
Urdu-RoBERTa, etc.

The XLM model is trained in 100 languages and the
Urdu-RoBERTa has already demonstrated significant perfor-
mance for various NLP tasks such as threatening content
identification [6]. We are interested in exploring the potential
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FIGURE 2. High-level HSTC architecture.

of the Urdu-RoBERTa transformer with fine-tuning for both
levels of classification.

2) URDU-DistilBERT
It is the distilled version of the popular Urdu-BERT base
model. It is comprised of 768 dimensions, 6 layers, and
12 heads and is developed for next-sentence prediction
and masked language modeling tasks. It is successfully
utilized for NLP and downstream mining problems. How-
ever, we should be aware of its limitations and biases.
In this study, we explored the strengths of Urdu-DistilBERT
for hate speech and target community detection on
Facebook platforms. The pre-trained language model is
fine-tuned on eight hyper-parameters using a grid search
technique.

C. TOKENIZATION AND REPRESENTATION
Here, we provide the details of the tokenizer for relevant
transformer models and the steps of data transformation into
the required format. In the first step, the tokenization of
Facebook posts is done in an appropriate uniform format so
that it will be compatible with input to transformer mod-
els. The ‘CLS’ token is concatenated at the start of every
post and the ‘SEP’ token at the end to make it clear from
where each sentence is started. This process ends up in a
uniform single vector against each Facebook post. Every
language model has its tokenizer that can be used to tokenize
the data. We used two tokenizers: one for Urdu-RoBERTa
(https://huggingface.co/urduhack/roberta-urdu-small), and
another for Urdu-DistilBERT (https://huggingface.co
/Geotrend/distilbert-base-ur-cased). This tokenization pro-
cess converted the Facebook post into various tokens. These
tokens are then mapped to the corresponding indexes.

TABLE 5. Detail of hyper-parameters for fine-tunning.

D. FINE-TUNNING AND CLASSIFICATION
The next step is fine-tuning both transformers using eight
hyper-parameters for hierarchical classification of hateful
content and target community identification in Nastaliq Urdu.
The literature usually used two methods for fine-tuning, i.e.
manual search and grid search for finding the best values for
hyper-parameters. We tried the grid search methodology and
got the best performance for both transformers. The names of
hyper-parameters and their range of values are described in
Table 5. The sequence lengths of 100 and 128 are considered
with batch sizes of 16, 32, and 64 to analyze their impact
on two levels of classification. Similarly, a range of learning
rates are tried from 4e-5 to 1e-5 to validate their impact on the
accuracy of the classification models. In addition, 10 epochs
are tried for fine-tuning and other values of hyper-parameters
are added in Table 5. The stratified sampling algorithm is
used to split the HSTC corpus into three parts. First, a split
of 80-20 is applied in which 20% is used for testing, and
the remaining 80% is further split into 90-10. This 90% is
actually used for training and 10% is used for validation of
the trained model.
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The descriptions of both transformers are already added in
sections IV-B1 and IV-B2. Both transformers have 12 atten-
tion heads, 768 hidden-size, and 12 hidden-layers. For setup,
each transformer is first trained and then validated. The train-
ing and validation loss, validation accuracy, and validation
f1-score are calculated. Then that transformer is tested on the
testing dataset and relevant measures are calculated. The best
results are picked from 10 epochs.

E. CATASTROPHIC FORGETTING AND OVERFITTING
Catastrophic forgetting is defined as the problem encoun-
tered by every transformer model while fine-tuning
hyper-parameters, results in forgetting already learned
knowledge [6], [28], [38]. This unfortunate situation is com-
mon when we perform TL. In this study, we tackled this
issue by choosing an appropriate value of learning rate.
By exploring a sizeable range, we concluded that small
learning rates reveal desired performance and result in best
convergence whereas large learning rates result in failures
and poor convergence. We got the best performance on the
1e-5 learning rate.

The over-fitting and under-fitting obstacles are also com-
mon in the training of deep learningmodels. An over-fitting is
caused by choosing so many epochs whereas an under-fitting
is encountered by choosing very few epochs. We are inter-
ested in configuring an appropriate number of epochs to
handle these issues. So, a range of values are tried and our
analysis concluded that ten epochs are appropriate in getting
optimal performance.

F. EVALUATION MEASURES
Four standard evaluation measures are chosen to evaluate
the performance of the proposed framework and state-of-the-
art baselines. The measures are accuracy, precision, recall,
macro, and weighted f1-scores. The HPC local cloud and
Google Colab resources are utilized for performing various
experiments. Python language is used for development pur-
poses.

G. BASELINES
To compare the strengths uncovered by the proposed frame-
work for both levels of classification tasks, sixteen baseline
models are chosen for the experimental setup. Four dif-
ferent kinds of feature generation models are combined
with traditional ML models. The models are TF-IDF [39],
word2vec [40], Urdu-RoBERTa, and Urdu-DistilBERT. Why
we chose the last two because they are fine-tuned in the
proposed framework and we want to test their performance in
combination with traditional ML models. In this way, we can
better compare them with fine-tuned versions. Furthermore,
CNN, RF [41], SVM [42], and LR [43] are chosen as clas-
sifiers. These classifiers have proved their effectiveness in
related NLP tasks [44], [45], [46], [47]. For the word2vec
model, the skip-grammethod and 100 dimensions are config-
ured. The description of comparable models is given below:

1. Urdu-RoBERTa + CNN
2. Urdu-RoBERTa + RF
3. Urdu-RoBERTa + SVM
4. Urdu-RoBERTa + LR
5. Urdu-DistilBERT + CNN
6. Urdu-DistilBERT + RF
7. Urdu-DistilBERT + SVM
8. Urdu-DistilBERT + LR
9. Word2vec [100] + CNN
10. Word2vec [100] + RF
11. Word2vec [100] + SVM
12. Word2vec [100] + LR
13. TF-IDF + CNN
14. TF-IDF + RF
15. TF-IDF + SVM
16. TF-IDF + LR

V. EXPERIMENTS AND RESULTS
This section presents the experiments performed to develop
a classification framework for hate speech and target com-
munity identification for Nastaliq Urdu Facebook posts.
In addition, details of experiments for baseline are added.

A. HATE SPEECH CLASSIFICATION (LEVEL 1)
As our HSTC corpus is comprised of two levels of classifica-
tion, so we first perform experiments for binary classification.
The objective here is to classify the Nastaliq Urdu Facebook
posts into hate or not-hate. In the next section, we will present
experiments to classify the target community on the hateful
posts. The communities are political, religious, and gender-
based.

In this section, we conducted experiments to fine-tune two
transformer models (RoBERTa and DistilBERT) for binary
classification. After that, their performances are compared
with sixteen baseline models to analyze the outperformance
of the proposed framework.

1) FINE-TUNNING
As described earlier, we explored the potential of two
state-of-the-art transformer models for the first level of the
classification (binary) task. The Urdu-RoBERTa and Urdu-
DistilBERT are fine-tuned using grid search methodology
and eight hyper-parameters are under observation. The detail
of hyper-parameters is already described in Table 5. The grid
search methodology is chosen to find out the appropriate val-
ues of hyper-parameters. The transformer models are trained,
validated, and then tested. The splitting detail of the HSTC
corpus is presented in section 4.2.4. By exploring various
values of hyper-parameters, we reported the best results with
hyper-parameter values. For the fine-tuning phase, the steps
are described in section 4.2.4. The sequence length of 100 and
128 are explored and the best performance is observed with a
sequence length of 100. The values of hyper-parameters and
the resulting confusion matrix are also added to results as
shown in Table 6. The fine-tunning phase of Urdu-RoBERTa
produced the highest performance of 85.50% accuracy and
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TABLE 6. Results of fine-tuned urdu-distilbert and urdu-roberta models on the test dataset (binary classification).

85.40% macro f1-score with a batch size of 32, hidden
dropout of 0.05, warmup-ratio of 0.06, and learning rate of 1e-
5. However, the lowest performance is reported for a hidden
dropout of 0.01 and a warmup ratio of 0.01.

The performance of fine-tuning Urdu-DistilBERT is
reported in the lower part of Table 6. The outperformance
is observed with a learning rate of 1e-5, batch size of 32,
warmup ratio of 0.06, and hidden dropout of 0.05. It is now
clearly demonstrated that a lower learning rate results in
best convergence and efficiently handles the issue of catas-
trophic forgetting. In contrast, when a higher learning rate
is applied, we get a degradation in performance that is the
result of poor convergence. The issue of overfitting is han-
dled by using 10 epochs for training, validation, and testing
phases of fine-tuning transformers. It is observed that the
fine-tuning phase with epochs greater than 10 got overfit-
ting the classification results, therefore, we reported the best
results conducted up to 10 epochs. On top of everything, the
highest performance is demonstrated by Urdu-DistilBERT
and achieved an accuracy of 86.58% and a macro f1-score
of 86.52%. Thus Urdu-DistilBERT outperformed the Urdu-
RoBERTa while fine-tuning both models. This completes
the phase of fine-tuning both transformer models using grid
search methodology.

2) COMPARISON WITH STATE-OF-THE-ART
This section describes the comparison and analysis of pro-
posed fine-tuned Urdu-RoBERTa and Urdu-DistilBERT with
sixteen SOTA comparable models for binary classification.
Five standard evaluation measures are used to test the effec-
tiveness of all classification models and results are provided
in Table 7 and Fig. 3. Among the SOTA comparable models,
TF-IDF + LR demonstrated comparatively better perfor-
mance compared to others and showed 84.55% accuracy and
84.54% f1-score. On the other hand, the worst performance is

shown by the TF-IDF+CNNmodel (accuracy of 55.27% and
f1-score of 50.70%). Considering the proposed framework,
fine-tuning Urdu-RoBERTa achieved an accuracy of 85.50%
and an f1-score of 85.40%, thus performing better than all
SOTA models.

In addition, the performance of fine-tuning Urdu-
RoBERTa is better than all SOTA in precision and recall
measures. However, the best performance is demonstrated
by fine-tuning Urdu-DistilBERT. It outperformed all SOTA
models including fine-tuned Urdu-RoBERTa by achieving
benchmark values of accuracy (86.58%), and macro f1-score
(86.52%) as shown in Table 7. The values of precision and
recall obtained by fine-tuned Urdu-DistilBERT are also high-
est. This verified the significance of our proposed framework
for the binary classification of Facebook posts into hate
and no-hate classes. The proposed framework improved the
accuracy by 2.03%, and macro f1-score by 1.98% compared
to sixteen SOTA models.

Next, the comparison of the proposed framework (fine-
tuned Urdu-RoBERTa and Urdu-DistilBERT) with SOTA
models is conducted on the basis of class-wise, weighted and
macro-average measures. The f1-score is used to evaluate the
performances and results are shown in Fig. 3. For hate speech
classification, it is evident that fine-tuned Urdu-DistilBERT
model achieved the highest f1-score (87.51%) compared to
all SOTA including fine-tuned Urdu-RoBERTa models. This
shows the strength of fine-tuned DistilBERT for identify-
ing hate speech class instances on the Facebook platform.
The TF-IDF + SVM model presented 85.09% performance
which is better than other SOTAmodels. The proposed model
demonstrated an improvement of 2.42% in identifying hate
speech instances. Similarly, fine-tunedUrdu-DistilBERT pre-
sented benchmark performance in identifying not-hate class
instances and achieved an 85.52% threshold. An improve-
ment of 1.41% is observed for not-hate class identification.

116884 VOLUME 12, 2024



M. S. I. Malik et al.: HSTC Detection in Nastaliq Urdu Using TL Techniques

FIGURE 3. Comparison of proposed and SOTA models based on class-wise and average measure (binary classification).

TABLE 7. Comparison of proposed fine-tuned language models with sixteen sota models (binary classification).

Moreover, calculating the weighted average, TF-IDF + LR
showed a performance of 84.56% which is better than other
SOTA models. Again, fine-tuned DistilBERT outperformed
and demonstrated 86.58% performance. This resulted in an
improvement of 2.02%. These experiments are sufficient to
establish the effectiveness of the proposed framework for
binary classification tasks. Thus, our proposed solution based
on fine-tuned Urdu-DistilBERT proved its significance.

B. TARGET COMMUNITY DETECTION (LEVEL 2)
This section presents the experiments performed to iden-
tify the target community in hate speech instances. It is a
multi-class classification problem and we have three com-
munities, i.e. political, religious, and gender-based. For this
purpose, two transformer models are fine-tuned using grid
search methodology, and their performances are compared
with sixteen SOTA models.
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1) FINE-TUNNING
As described earlier, the fine-tuning of two transformer
models is performed for target community identification
considering only hate speech instances. The grid search
methodology is used to find optimal values of eight hyper-
parameters. Ten epochs are applied to handle the issue of
over-fitting and both transformers are trained, validated, and
tested on the corresponding parts of the dataset. The test-
ing results of both transformers are added in Table 8. We
explored various values of each hyper-parameter (described
in Table 5) but the best results are reported against each
combination of hyper-parameter values. For Urdu-RoBERTa,
fine-tuning is performed by exploring sequence lengths of
100 and 128, and the best performance is obtained with a
sequence length of 100. We have reported the three best
performances with specific hyper-parameter values in the
upper part of Table 8. The highest performance (accuracy of
81.30% and macro f1-score of 81.42%) is achieved with the
following hyper-parameter values (batch size: 32, learning
rate: 1e-5, hidden dropout: 0.05, and warmup ratio: 0.01).

The fine-tuning of Urdu-DistilBERT is performed by
adopting the same process and results are added in the lower
part of Table 8. Two sequence lengths were tried and we
obtained the best performance with a sequence length of 100.
After applying several combinations of hyper-parameters,
three demonstrated better performances (added in the Table).
The batch size of 64 did not produce better performance, how-
ever 32 batch size demonstrated benchmark performance.
The highest performance is achieved with a learning rate of
1e-5, a hidden dropout of 0.05, and a warmup ratio of 0.01.
This completes the fine-tuning process of two transformer
models for the task of community detection.

2) COMPARISON WITH STATE-OF-THE-ART
In this section, the performance of fine-tunedUrdu-RoBERTa
and Urdu-DistilBERT is compared with sixteen SOTA mod-
els to identify the target community on hateful Facebook
posts. Four standard measures are used to evaluate the per-
formances and results are added in Table 9. Considering
sixteen SOTA models, TF-IDF + SVM achieved the highest
accuracy (80.58%), and highest macro f1-score (80.51%)
whereas DistilBERT + RF showed the lowest performance
with the following accuracy (63.31%) and macro f1-score
(62.79%). However, the fine-tuned Urdu-RoBERTa model
presented better results by achieving an accuracy of 81.30%
and f1-score of 81.42% and outperformed all SOTA mod-
els. In addition, the precision and recall measures are also
the highest compared to the sixteen SOTA models. Like-
wise, the fine-tuned Urdu-DistilBERT presented benchmark
performance and outperformed all models including fine-
tuned Urdu-RoBERTa. An accuracy of 84.17% and f1-score
of 83.91% is achieved. This resulted in an improvement of
3.59% in accuracy and 3.4% in f1-score. Thus, our proposed
framework has proved to be a benchmark model for target
community identification for Nastaliq Urdu Facebook posts.

Lastly, the performance of the proposed framework and
sixteen benchmarks are compared for class-wise community
detection and weighted f1-score. The results are presented
in Fig. 4 and the best twelve out of sixteen SOTA mod-
els are added because of their performances. For political
community detection, fine-tuned Urdu-DistilBERT demon-
strated the highest performance and achieved a 79.15%
f1-score. It outperformed all SOTA models including fine-
tunedUrdu-RoBERTa and showed an improvement of 4.69%.
For gender community identification, again fine-tuned Dis-
tilBERT outperformed and achieved 84.21% f1-score. This
time, it improved the performance by 1.07%. For religious
community detection, the highest performance is achieved
by fine-tuning DistilBERT (83.93%). Again, it outperformed
all SOTA models including fine-tuned Urdu-RoBERTa, and
got an improvement of 4.01% compared to the best SOTA
model. Thus, the proposed framework proved its significance
for target community detection. The comprehensive set of
experiments now established the effectiveness of the pro-
posed framework for binary and multi-class classification
tasks of hate speech identification in Nastaliq Urdu on Face-
book posts.

VI. DISCUSSION AND LIMITATIONS
Nowadays, social media platforms have become one of
the main sources of information for people worldwide.
These platforms support information dissemination and allow
individuals to share their opinions on any event/incident.
The opinions of people can be classified into positive,
negative, or neutral. The negative comments often lead
to harm and threats resulting in unrest in society, hate
speech is one of them. Hate speech on the basis of reli-
gious/political/social/ethnic conflicts, and ethnic violence is
an ongoing issue worldwide, especially in Pakistan. Since
Urdu is the national language of Pakistan, people use it on
social media platforms to spread hateful content to others.
Several studies have addressed the issue of hate speech detec-
tion in English, however, no study has been conducted to
detect hateful text and target communities for Nastaliq Urdu
on Facebook posts.

This article provides a complete process of detecting
coarse and fine-grained (binary and multi-class) hate speech
in Nastaliq Urdu on Facebook posts. The mechanism is
based on benchmark performance metrics that aid in pre-
venting hate crimes and offer a reliable system for analyzing
social media comments. The use of the proposed framework
helped researchers and users to spot the main characteristics
that shape the assignment of a comment to a hate or neu-
tral category. This milestone is achieved by exploiting the
strength of transfer learning to design an automated solu-
tion. Specifically, two Urdu transformers (Urdu-RoBERTa,
and Urdu-DistilBERT) are explored with fine-tuning. The
grid search technique made it possible to find optimal
values of hyper-parameters. The Urdu-DistilBERT demon-
strated benchmark performance on all applied metrics for
coarse-grained and fine-grained hate speech identification
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TABLE 8. Fine-tunning urdu-distilbert and urdu-roberta using grid search (multi-class classification).

TABLE 9. Comparison of fine-tuned language models with sixteen sota models (multi-class classification).

at the comment level. Furthermore, the performance of the
proposed framework is superior to sixteen SOTA models.
Thus the proposed solution provides a reliable ways of detect-
ing hateful content in Nastaliq Urdu on social media at
coarse-grained and fine-grained levels.

This research has several implications in the related
domains. The prior works in hate speech detection have pro-
duced distinctive solutions and worthy but diverse findings,
sometimes drawing inconsistent conclusions. The proposed
system used a transfer learning paradigm to design an auto-
matedmodel by exploiting the potentials of Urdu-DistilBERT
and Urdu-RoBERTa with fine-tuning. The proposed model
outperformed the sixteen SOTA baselines. The findings of
the current study provide insights for law enforcement orga-
nizations in the early detection of hateful content in Nastaliq
Urdu and then filter out unwanted material from social media
to promote peace and harmony in society. Moreover, the find-
ings of the study help to save the vulnerable community by

offering timely identification of the community exposed to be
a target. These measures are very helpful for social media and
are in high demand to eliminate unrest. Lastly, the findings of
the proposed study provide grounds for a multi-model system
to detect hateful content and then detoxify the text to promote
positivity.

Highlighting the advantages of the proposed framework,
we summarize following: First, the proposed methodology
used the transformers to generate automated features instead
of using hand-crafted features. This reduces the manual
efforts required to calculate the hand-crafted features. Sec-
ond, transformers are better than hand-crafted features to
capture the context of hate speech in Nastaliq Urdu and
to handle the complexity of the language for identification
of hate speech. Prior studies mostly used frequency and
semantic features for this task. Third, the proposed frame-
work improved the accuracy of identifying hate speech in
Nastaliq Urdu compared to SOTA baselines. Moreover, offers
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FIGURE 4. Comparison of proposed and SOTA models [class-wise and average measure for multi-class classification].

a mechanism for target community identification on the basis
of religious. political, and gender based conflicts.

This study has some limitations. First, the dataset was
collected from the Facebook platform, which has different
dynamics compared to Twitter, YouTube, and other plat-
forms. Furthermore, the comments represent the opinions of
the Pakistani Community, further limiting the dataset scope,
although Urdu is being spoken in other parts of Asia, Europe,
and some regions of Canada. So the results obtained cannot
be generalized beyond the intended scope. Second, the size
of the dataset is not enough to reach some solid conclu-
sions in general, thus a big corpus is needed. Third, the
proposed framework did not support the interpretability of the
classification process at coarse and fine-grained hate speech
identification, thus leaving the explainability of black-box
logic unattended. Future studies can address this issue to
design a robust interpretable detection model for hate speech
in Nastaliq Urdu. This extension will enable the researchers
to address new diverse scenarios by exploring state-of-the-art
visualization techniques.

VII. CONCLUSION AND FUTURE SCOPE
This study investigated the task of identifying hateful content
and vulnerable target community detection in Nastaliq Urdu
Facebook posts. To the best of our knowledge, it is the
first attempt in this area to offer a two level classification
system for hateful content (coarse-grained) and target com-
munity (fine-grained) detection in Nastaliq Urdu. In addition,
no labeled corpus is available for this task in Nastaliq Urdu.

This study contributes to the literature in three ways:
First, the construction of labeled Nastaliq Urdu corpus
for HSTC detection on Facebook posts. Second, it offers
a robust two-level classification model for hateful con-
tent. Third, the utilization of two state-of-the-art Urdu

transformers with fine-tuning instead of hand-craft fea-
tures. Several pre-processing steps are applied to the HSTC
corpus for preparation. After that, Urdu-RoBERTa and
Urdu-DistilBERT transformers are fine-tuned using grid
search technique for detecting hate speech and then tar-
get communities (religious, political, and gender-based) on
hateful text. The experiments revealed that grid search is
an effective technique for finding optimal hyper-parameters
values. Sixteen baselines are chosen for SOTA comparisons.
The results of extensive experiments revealed that fine-tuned
DistilBERT is the most effective model for binary classi-
fication and fine-grained multi-class classification of hate
speech in Nastaliq Urdu. It outperformed all SOTA mod-
els including fine-tuned Urdu-RoBERTa with substantial
improvement in accuracy, weighted and macro f1-scores.
The Urdu-DistilBERT achieved 86.52% f1-score for binary
(coarse-grained) classification and 83.91% f1-score for target
community (fine-grained) identification.

Several future directions can be considered to the extension
of this study. One direction is to design an interpretable
identification system for hate speech in Nastaliq Urdu that
will interpret the black-box logic of classification inference.
Another direction is to extend the current framework for other
under-resource languages such as Hindi, Bengali, Greek, etc.
Another direction is to transform the supervised approach
into semi-supervised or un-supervised approach for hate
speech and target community identification in Nastaliq Urdu
because designing a labeled corpus requires manual efforts.
Another direction is to utilize evolutionary algorithms with
deep learning models to design a more robust identification
system.
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