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ABSTRACT Forecasting the winning matches of professional tennis players has a wide range of practical
applications. We introduced an innovative approach to quantify and combine strategic and psychological
momentum using the entropy weight method and analytic hierarchy process, and tested its effectiveness.
Utilizing data from the Wimbledon Championship 2023, we constructed a support vector machine model
to predict the turning point and winner of each point, and optimized it using particle swarm optimization.
Our model achieved a significant level of accuracy (96.09% for turning point and 83.52% for predicting the
winner) and performed well in different courts and players. Furthermore, we compared its performance with
commonly utilized predictive models, including ARIMA, LSTM and BP networks, and found that our model
exhibited higher accuracy than other existing models in predicting the point winner. Our study provides a
reference for the role of momentum in dynamic matches, and our model can be used to calculate the odds of
tennis matches and provide guidance to coaches.

INDEX TERMS Forecasting, support vectormachine,machine learning, particle swarm optimization, tennis.

I. INTRODUCTION
In our lives, the outcome of some competitions is often
closely related to every step, such as sports contests, elections,
and wars [1]. These tournaments are typically referred to as
dynamic contests [2]. Researchers found that in a dynamic
contest, differences in relative position lead to differences
in incentives [3], which can be described as momentum:
‘‘an added or gained psychological power that changes a
person’s view of him/herself or of others, or others’ views
of him/her and themselves’’ [4]. Momentum, is always
discussed by sports fans, coaches, and traders. For example,
the momentum strategy (bet on past returns predicting the
cross-section of future’s), has helped investment banks make
great profits [5].

The momentum has also been widely studied in sports.
This can be described as a psychological and/or physiological
boost from which players can benefit [6]. For example,
76% of basketball players in the NBA believe that their
performance is crucially determined by momentum [7],
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which is the so-called ‘‘hot hand’’. A series of studies have
shown that ‘‘hot hand’’ does exist in basketball [4], which is
related to the previous success [8]. Another study shows that
‘‘time out’’ is an effective way to disrupt the opposite team
by influencing momentum, which reduced its performance
of success by 56% compared to the pre-timeout level [9].
Momentum also works in other sports. Another study found
that previous successful hit improved the performance of the
next hit [10]. Volleyball coaches also believe that momentum
can influence individual performance [1]. Researchers also
try to predict the performance of football teams, as they do in
the stock market [11].

In tennis, momentum also plays an important role in
game flow. Through empirical analysis, researchers have
found that momentum contributes to the outcomes of the
best-of-three tennis contests [12] as well. Nevertheless,
studies on the quantitative analysis of momentum are
limited and often concentrate on a few factors, such as set
score [13]. Researchers have also identified two different
types: strategic and psychological momentum [14], whose
rationales are different [15]. Strategic momentum arises from
the asymmetric future expected prizes created by the different
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relative positions of competing agents in a dynamic contest
[2], [16]. By contrast, changes in psychological momentum
are due to changes in the perception of agents [8]. Past studies
have also often made no distinction between psychological
and strategic momentum or considered only one. However,
in dynamic contests they potentially coexist [16].

Consequently, we set three factors in combination with the
evaluationmethods commonly used in tennis: technique, mis-
take (PsychologicalMomentum) and scoring factor (Strategic
Momentum). To investigate momentum and construct our
model, we employ data from contests in the Wimbledon
Championships 2023 (man single) (N = 7,285) within
12 dimensions. We quantified the momentum indicating the
performance of players with multiple factors by analytic
hierarchy process(AHP)-entropy weight method(EWM) and
visualized their performance. To avoid potential bias that
probably appears in the EWM [17], we utilized the AHP to
optimize the result. We also used Partial Correlation index
and Variance Inflation Factor (VIF) to test the robustness of
the EWM results.

Additionally, we focused on tennis because it involves only
two players, which eliminates the influence of other athletes.
However, differences in skill levels could interfere with the
experiment. As a result, the side with the higher level is more
likely to win, regardless of momentum [18]. Reference [3]
used a quasi-experimental situation to address this. In their
experiment, tennis players were equally matched at the end
of close tie-breaks in the first set and the effect of winning
the tie-break on winning the second set was measured. This
method does not match the reality of the game, because
we are committed to building a model that describes the
full game, and this situation cannot be sustained throughout
the tournament. Thus, we used score from Association of
Tennis Professionals (ATP) to estimate their level in advance,
and make a correction for the momentum, which is also
considered as Bayesian prior [19].
Based on this, we established a model to predict swings

during a match. Researchers have used Markov chains to pre-
dict the flow of football games [11]. However, tennis contests
do not satisfy the Markov property completely. Players can
remember their performance in the last several shots, which
can affect the future in some way. In addition, our data had
12 dimensions. A Markov model with these dimensions may
be too complex to satisfy real-time prediction requirements
Thus, we decided to use SVM. Some researchers also chose
SVM to predict [20], but they did not perform sufficient
hyper-tuning because they used random hyperparameter
tuning, which resulted in performance degradation. Thus,
we used PSO to find the hyperparameter, which has
a fast convergence speed while ensuring accuracy [21].
Finally, we tested the generalization performance of the
model on other Australian Open Tennis Championships
(man single) (N=2,236) and Wimbledon Championships
(woman single) (N=1,557). Our model also performed well
(≥90% accuracy). We also applied our model to predict

the point winner and achieved satisfactory results(≥ 80%
accuracy).

In brief,we present a new model to transform high-
dimensional input data into one dimension (i.e. momentum).
based on the AHP and EWM, which is a combination of
strategic and psychological momentum. We then built a
PSO-SVM model that can predict momentum changes in
the flow of games and the winner of every points, which
could make profits for betting companies. In addition, this
will also provide a reference for the coaches to make
decisions during the game. Ultimately, the efficacy of our
model was confirmed through cross-validation procedures
and by juxtaposing its performance against that of alternative
models.

Our study developed a rapid and efficient predictive
model utilizing momentum, a novel approach not extensively
explored in existing literature. Furthermore, through com-
parative analyses, we have identified momentum’s efficacy
in enhancing specific prediction models, thereby offering
valuable insights into the potential benefits of incorporating
momentum in sports-related forecasting.

The remainder of this paper is organized as follows: we
reviewed previous studies. Then, we introduced our process
of quantifyingmomentum (step1,step2)and test its robustness
(step3). Subsequently, we established a model to predict the
game flow and the winner based on our PSO-SVM model,
and tested it on different competitions (step 4). Figure1 may
describe these intuitively and precisely.

FIGURE 1. Flow chart of forcasting.

II. LITERATURE REVIEW
A. PRELIMINARY STUDY OF MOMENTUM
For a long time, momentum was a vague concept in minds,
such as ‘‘success breeds success.’’ [4] provides a clear
definition: ‘an added or gained psychological power that
changes a person’s view of him/herself or of others, or others.’
Subsequently, researchers proposed that two different kinds
of momentum might exist: strategic momentum and psy-
chological momentum (PM) [14]. By estimating data from
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baseball, basketball, and hockey, researchers controlled for
teams’ relative strength by considering each team’s regular
season winning percentages and experience in championship
series. They find that the effects of strategic considerations
are ‘‘. . . in magnitude compared to home-field advantage’’
[22]. In contrast, another group found that it contributed to
the contests [12].

B. STRATEGIC MOMENTUM
Strategic momentum arises from asymmetric future expected
prizes created by the different relative positions of competing
agents in a dynamic contest [2], [16]. The perfect equilibria
of races lead to a situation in which the leader should
exert greater effort than the follower [23], which is also
proven by [24] in best-of-n contests. For example,in chess,
gaining an advantage by capturing the opponent’s pieces
results in an imbalance in the anticipated outcome of victory
for each player. However, other researchers proposed the
‘hare-tortoise’ heuristic model, where the ‘trailing contestant
need more effort to catch up, while the leading contestant
may slack off [25]. Researchers have also investigated the
existence of a momentum as anticipated by game theory
models through empirical analysis. Reference [22] estimated
a structural model of strategic behavior in best-of-7 contests
with data from the US championship series, finding that
momentum in these contests is absent, indicating that teams
strive to perform at their highest level in every game in which
they participate. Subsequently, experiments were conducted
in a controlled environment. Reference [26] supported a
negative momentum effect (‘hare-tortoise’ heuristic model).
However, [27] found the evidence of traditional strategic
momentum. Reference [28] indicate that it plays a positive
role in assisting corporate decision-making, meaning that
how it works is often controversial.

C. PSYCHOLOGICAL MOMENTUM
In addition to the strategic factors that can create a bridge
between prior and subsequent performance, the literature
focusesmainly on psychological momentum (PM). Similarly,
using chess as a case in point, the side at a disadvantage
frequently experiences heightened pressure, resulting in an
increased likelihood of errors. Reference [29] proposed
that PM is ‘‘a state of dynamic intensity marked by an
elevated or depressed rate of motion, grace, and success’’.
Then, [30] conceptualized PM in a multi-dimensional
model of momentum, which is called ‘‘momentum chain’’.
Subsequently, [31] evaluated an antecedents-consequences
PM model by employing hypothetical competitive tennis
scenarios, which illustrates momentum or non-momentum
situations themselves, their influence on performance infer-
ences, subjects’ perceptions of momentum and the influence
of momentum or non-momentum situations on performance
inferences. The results indicated that score configuration
exerted an obvious influence on perceptions of momentum.
By conducting a descriptive analysis, [32] defined PM as

‘success breeds success’. Reference [19] suggest that‘‘ the
timeline of past performance influences future performance.
In other words, the PM suggests that the winner of the prior
round has ‘‘momentum’’ going into the next round. While
the descriptive analysis of PM (versus strategic momentum)
is informative, it does not provide strong evidence of
when either form of momentum exists or is dominant.
Reference [27] showed that PM had no effect at. However,
most researchers believe this is effective.

D. MOMENTUM IN TENNIS
Researchers have also investigated the role of momentum
in tennis. Reference [33] suggest that the success-breeds-
success model (use PM)explains the tennis data extremely
well. Reference [14], separated psychological momentum
from strategic momentum, which appears to be the primary
factor triggering a performance increase after a converted
break point. Reference [12] provided a theoretical and empir-
ical analysis of both strategic and psychological momentums.
Their results indicate that the existence of psychological
reversal: in every set following a non-tie net score, the
winner of the previous set underperforms comparedwith their
predictions. The concepts introduced by the Stats Perform
AI group serve as an example [34]. The breaking point has
played a significant role in the overall context, despite the
insignificant score it brings in itself. However, [3] have
different result: they find thatmomentum effect does not work
for women, whereas it exists for male players. Reference [35]
also show that momentumwill be inconspicuous if the skill of
players is controlled [35]. Although there is growing evidence
of the existence of momentum, it is still debatable, and further
studies are required.

E. PREDICTING MODEL
Predictive models based on momentum are widely used in
the financial field, such as stock and futures trading [5], [24].
Such studies have also been extensive in sports. For example,
researchers use the Markov chain to predict the result of
football games [15]. In tennis, [36] used Markov chains
in the 2003 Australian Open. Reference [37] showed that
SVM performed better than other models in predicting the
winner with 69.6% accuracy. While [20] used a variety
of machine learning methods, such as SVM and random
forest, to predict the winner,with the highest accuracy of 78%
achieved, by random forest.

III. MATERIALS AND METHODS
Momentum is a psychological concept that does not have
a specific value. However, if we want to apply this to
forecasting, wemust quantify it. We then established an SVM
prediction model based on it, which was optimized using
PSO.

A. DATA PROCESSING
First, we supplemented the missing value by comparing
several reliable sources. Subsequently, in cases where certain
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values remain absent, due to their irregular distribution and
lack of discernible pattern within the dataset, they are deemed
to be missing at random. Consequently, Multiple Imputation
by Chained Equations (MICE) is employed as a method for
imputing these missing values. Thus, we obtained a complete
data set.

However, at a single point, much of the data is discrete,
or Boolean, which is unfavorable for data processing. Using
such data can lead to irrational answers or unusual swings.
Moreover, some factors, such as severe diversity, can not be
measured at a single point. We adopted the sliding window
method to describe these variables effectively. At the same
time, it can also reduce the number of zero values,for as long
as there is a non-zero value in the window, all the data in it is
non-zero after processing. Thus, we set the window length
to half of a game (three points), which was used in table
tennis [38]. However, when evaluating the diversity of serve,
we need a larger window, because there are four types of serve
widths and two serve depths. Finally we set this to the length
of a game(six points).

Additionally, the previous points commonly contribute
less to the momentum. Therefore, instead of taking the
average, we processed the data using the following formula1
to describe this situation,W n

i represents the value after
processing and N i

i is the original value. Additionally,
throughout this paper, the n subscript indicates that this value
is at n.

W n
i =

n∑
n−N

N i
i

(n− i+ 1)!
(1)

For further calculation, we use z-score, S means standard
standard deviation of variable ‘‘x’’,Znx is the value of x at point
n after z-score standardization.

Znx =
W n
x −

∑n
1W

n
x

T

Sx
(2)

Subsequently, to avoid overfitting, the dimensions of the
data were reduced. Before we calculate their weight, using
AHP, we divide the 12 variables into three factors: technique
factor, mistake factor and scoring factor.The scoring factor
confers uneven advantages to athletes, with those achieving
high scores being inherently positioned closer to success.
As a result, this phenomenon is categorized as strategic
momentum. Technique and mistake factors have minimal
influence on scores, but they serve as indicators of the
player’s present condition, thereby exerting a certain degree
of influence on the game dynamics. As a result, these factors
are categorized as components of psychological momentum.

Now, we can calculate their weights using EWM. It is
based on information entropy proposed by Shannon [39].
To calculate the weights, for each dimension:

f
ij=

rij∑n
i=1 rij

(3)

where m is the number of countries selected for calcula-
tion. The function of information entropy, e, is calculated

TABLE 1. Data structure of momentum.

as follows:

ej = −ln(
1
n
)

m∑
i=1

ln(fij) (4)

Subsequently, we calculate the weight in each dimension,We,
the weights of each indicator, are calculated as follows.

WEj =
1 − ej

m−
∑

i=1 ej
(5)

Thus, we determine the weights of three factors. By applying
the same method to other factors and calculating the average
of the weights of the two players, we can determine their
weights: (Table2,3,4):

TABLE 2. Technique factor.

TABLE 3. Scoring factor.

TABLE 4. Mistake factor.

After that we can derive the weight of factors in the same
way: (table5). Now that we have the weights for each factor,
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TABLE 5. EWM results in 3 factors.

we can calculate the momentum. First, we built a basic model
that adds all the factors by weight, F is the value of factors:

Sni = P1Fni1 + P2Fni2 + P3Fni3
Fnij =

∑
ωjkxn (6)

However, this model is unfair to the player who returns
the serve, because he or she is less likely to win the
point. Therefore, the scoring factor of the server must be
limited. To balance out the advantages that is irrelevant to
momentum brought about by serving, we have decided to add
a correction to the scoring factor when serving, called serving
coefficient (α). For example, through the official website of
ATP, we found out about the first serve percent at that day
of Djokovic and Carlos (out player2 and player1), 65.6% and
64.1% respectively. We can infer the value of α as:

α =


1 − p1
p1

serve

1 return
(7)

Similarly, we calculated the percentage of serve wins for
the other players using the same method. Therefore, we can
improve our formula:

S1 = αP1Fi1 + P2Fi2 + P3Fi3 (8)

The situation is similar for player 2. To see it more
clearly, we figure out the difference. The player with a higher
performance score is more likely to behave better. To describe
it more precisely, the standard deviation of the absolute value
of the difference was calculated. If the difference is within
one standard deviation, we considered players to be evenly
matched. If the difference was within two standard deviation,
we considered that there are obvious difference. For others,
we think their performance difference is quite large.

However, other important factors must be considered.
At the end of a game, undoubtedly, his momentum, if it exists,
will decrease more rapidly, for the server will change [8].
To describe this situation, we introduced a correction in the
last round of each game (ζ ). In the formula, S̄ is the average
momentum when serving or receiving a ball. It works only
when the server changes:

ζ =

{
¯Sserve − ¯Sreturn (9)

In addition, researchers have found that a player who wins
a close first set tie break is, on average, more likely to win
the next game [40]. We believe that this will give players
momentum. Thus, we set a factor (TB) to stimulate this
phenomenon, which we call ‘‘winner correction’’. Its values
are shown in Table 8,10.

Finally, researchers also find the momentum at one point
is related to the momentum before [6]. To describe this,
we introduce recursion and the genetic index (1), which is
also shown in table8,10. Thus, the final momentum formula
is obtained:

Mn
1 = TBαP1Fn11 + P2Fn12 + P3 Fn13 − ζ + 1Mn−1

1 (10)

To make the effect of momentum more intuitively,
we calculated the differences in their performance score
(figure2). Player 1 is Carlos and player 2 is Djokovic.
We also mark every time player 2 (Novak Djokovic) wins
the point under the X-axis. Additionally, we figure out the
standard deviation and define those points whose difference
is larger than half of it as ‘‘Advance(AD)’’. From that we
can also observe some interesting things: the player who is
in ‘‘advance’’ is more likely to win the next point (marked by
red squares).

FIGURE 2. Momentum difference.

B. ROBUSTNESS TEST
To test rationality, we determined the correlation index to
prove that it is meaningful.Similarly, we define a swing(SWi)
as a momentum change exceeding half of the previous
data’s standard deviation, and calculate the number of times
fluctuations occur. If we use σi to represent the standard
deviation, and pi indicates the average win rate in the
window i:

SWi = ϵ(Pi − 0.5σi) (11)

In the equation, ϵ represents the step function. We then tested
the correlation between them. The momentum follows a
normal distribution and are obviously continuous. Therefore,
we used the Pearson correlation coefficient.

Rx,y =
cov(x, y)

σxσy
(12)

After calculation, we obtained the Pearson correlation
coefficient between the difference in momentum and the
winner, 0.6739, indicating that the correlation between them
is.

Alternatively, we can also describe it by simple statistical
means: We assume that the person in ‘‘advance’’ wins the
point. Finally, our assumption works at 87% of all points,
indicating that the player with higher momentum is more
likely to win the point.
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Additionally, determining the factors that seem to be the
most related to swings can explain our weights. We used
partial correlation, which describes the correlation between
two variables excluding the influence of others. For the two-
factor case, partial correlation (δ) is defined as follows.

y⊥ = y−

∑
yz

−∑
zz

1z

x⊥
= x −

∑
xz

−∑
zz

1z

rxy·z = δy⊥x⊥ =
con(y⊥, x⊥)√
var(x⊥, y⊥)

(13)

The situation is similar for ternary and above:

ri,j,l1,l2...lg =
ri,j,l1,l2...lg−1 − ri,l1,l2...lgri,l1,l2...lg−1
√
(1 − r2i,l1,l2...lg−1

)(1 − r2j,l1,l2...lg−1
)

(14)

where r is the Partial correlation index. ri,j,l1,l2...lg is the
higher-order radial correlation betweenxi and xj. We evalu-
ated the partial correlation of 12 variables and test them by
p-value, which indicates how likely it is to observe the data if
there is no effect or relationship.

P-value can be calculated by permutation test. In our study,
the objective function is the higher-order partial correlation
index;

Permutation test used the Monte Carlo method to simulate
whether the test data were normally distributed. Thus,these
values were obtained. Generally, we consider a correlation
index below 0.1 to be hardly irrelevant (ir), 0.1 to 0.3 to be
weakly correlated (w), 0.3 to 0.5 to be moderately correlated
(M), and above 0.5 to be strongly correlated (S).

TABLE 6. Partial correlation index of variables.

According to the table, variables with a greater index
often have a greater weight. Simultaneously, we conducted
variance inflation factor (VIF) test, indicating that our model
has no multicollinearity problem, which provides evidence
for the rationality of our division. Therefore, we believe that
it is convincing to prove that there is a connection between
momentum and swings, which means that our momentum is
reasonable.

C. PREDICTION MODEL BUILDING
Thus, we have a much simpler and lower dimensional
variable, the momentum, that we can use for forecasting.
We designed an SVM optimized by PSO to predict what
will happen at the next point, including the turning point of
momentum, and the result of that point. Similarly, we divide
the data into three different states:Player1 advantage, Player 2
advantage, and in little, as shown in figure2), and define the
turning point as the point at which the category changes.

1) SUPPORT VECTOR MACHINE
Support vector machines are supervised learning models with
associated learning algorithms that analyze data used for
classification and regression analysis. In our study, variables
are nonlinear, so we use nonlinear SVM with soft-margin.
Firstly we should map the two-dimensional sample to a high-
dimensional space, so that the points are linearly divisible
in a high-dimensional space. Then,if we use x to represent
the original sample point, and φ(x) represents x mapped to
the feature and the new feature space to the new vector. The
segmentation hyperplane can be expressed as:

f (x) = wφ(x) + b (15)

Then, The dual problem for nonlinear SVM can be expressed
as:

minλ[
1
2

N∑
i=1

N∑
j=1

λiλjyiyj(φ(xi) · φ(xj)) −

N∑
j=1

λj]

s.t.
N∑
i=1

λiyi > 0 λi ≥ 0 C − λi − µi = 0 (16)

During the process, we used the Gauss core function,which
is considered efficient in the vast majority of tasks [41]:

k(xi, xj) = e−
γ ||xi−xj||

2δ2 (17)

Then, we solve optimization problem. We construct a
Lagrange function:

minω,b,ϵ maxλ,µ(ω, b, ϵ, λ, µ) =
1
2
||ω||

2

+ C
m∑
i=1

ϵi + λi

n∑
i=1

1 − ϵi − yi(ωT x + b) −

n∑
i=1

µiϵi

(18)

Then, due to its partial derivative being zero, we obtained
the following condition.

ω =

m∑
i=1

λixiyi

m∑
i=1

λiyi = 0

C = λi + µi (19)

From these, we can determine the Lagrange multiplier
(λ∗) Through the process of SVM operation, we can easily
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find that the two most important parameters that can be
changed: C and γ . To determine suitable values, we used
PSO. C in SVM helps control the trade-off between the
training error and the margin because it can determine the
penalty for misclassified data points during the training
process. Specifically, a smaller value allows for a larger
margin, potentially leading to more misclassifications on the
training data. However, if its value is too small, it will fall into
over-fitting easily. γ is another important value used to adjust
the degree of influence of core functions in the SVM model
and control the nonlinear fitting ability of the model.

2) PARTICLE SWARM OPTIMIZATION
PSO is a bio-inspired algorithm. The effectiveness of this
algorithm has been widely verified [42]. The convergence
rate of this algorithm is also faster [43] than that of other
common evolutionary algorithms,such as genetic algorithm
or simulated annealing algorithm (SA). A classical PSO
operates as follows (figure3):

FIGURE 3. PSO procedure.

First, we initialize the swarm and set the historical optimal
pBest of an individual as the current location, and the optimal
individual in the group as the current gBest . Subsequently,
we calculated the fitness values of each particle. If it is better,
we update gBest. and pBest in this way:

vk+1
id = kvkid + c1r1(pkid,pbest − x + idk )

c2r2(pkd,gbest − x + idk )

xk+1
id = xkid + vk+1

id (20)

This is performed until the number of iterations exceed or
the goal is reached.

We then need to relate the parameters in the PSO to the
SVM. Clearly, we can use C and γ in our SVM model.

In addition, an appropriate function should be built to evaluate
the particles. And in our model, we used the function of the
accuracy of our SVM prediction:

fitness(j) = 1 − svmtrain (21)

where svmtrain is the SVM accuracy. The lower the fitness
index, the better the performance of our model. We also
set PSO parameters.After optimizing parameters using the
Monte Carlo method, we finally found the best parameter
combination. (Table 7)

TABLE 7. PSO hyperparameter settings.

In this way, we can determine the best parameters of our
SVM.However, PSO faces the problem that it can easily fall
into local optimization. To solve this problem, we use the
Monte Carlo method.

Finally, the value calculated by PSO. The results are shown
in the table8:

TABLE 8. PSO result.

The fitness index, which illustrates the value of fitness
function, is as follows. After iterations, the value of the
function stabilizes at 0.072. It converges in round 18, quite
quickly. In sports competitions, the convergence speed of
the model will bring unique advantages, as it allows for
adjustments to the model during the competition.

Finally, we apply the trained model to the test set.We used
6-fold cross-validation. Our model performs well in both sets,
reaching an average accuracy of 92.78% in training set and
96.11% in test set.

TABLE 9. Model performance on training and test set.
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FIGURE 4. Fitness.

However, because there are fewer turning points in the data
set, even a high accuracy rate may be invalid. According
to statistics, the proportion of turning points in data set is
35.31%. Using Bayes Formula (22), we can calculate the
probability that a point predicted to be a turning point will
actually be:

P(B|A) =
P(B)P(A|B)

P(B)P(A|B) + P(B̄)P(A|B̄)
(22)

The probabilities were 85.69% (training set) and 86.33%
(test set). Clearly, our predictions are reasonable.

We then tested the generalization performance of the
model, mainly on different courts and players (table11). Our
model performed well in different competitions.

D. PREDICTING THE WINNER
However, people often tend to care more about the outcome
of a game than the process. Therefore, we built a similar
model to predict wins and losses. We use the SVM-PSO
model with similar loss function (equation21) and the
same initial parameters (Table7). Finally, we obtained the
following parameters (Table10). Obviously, there is not much
difference from the results of turning points. Simultaneously,
to test the performance of our model, we compared it with
other commonly used models. Among them, the order of
autoregressive terms (p), the order of differencing (d), and
the order of moving average terms (q) in the ARIMA model
are 2, 1, 2 respectively. The parameters of LSTM consist of a
14-dimensional input size, a 30-dimensional hidden size, and
two hidden LSTM layers. The BP network’s batch size has
been set to 500, and the learning rate is 0.1. These parameters
were fine-tuned through the utilization of PSO.

The model exhibited superior performance in the study,
demonstrating higher accuracy compared to alternative
models(Table12). Furthermore, it is noteworthy that the
training cost of SVM (0.63s) is comparatively lower among
the effective models(10.85s for LSTM and 3.73s for BP
network). These findings suggest that the momentum-based

TABLE 10. PSO result for predicting the winner.

SVM model is highly effective in forecasting the results of
tennis matches.

IV. RESULT
We used data from Wimbledon Championships (man single)
(N=7,285), Wimbledon Championships (woman single)
(N=1,557), andAustralian Open Tennis Championship (man
single) (N=2,236).

Through EWM and AHP, we determined the weight of
each indicator and calculated a reasonable momentum value,
the validity of which was proven by correlation analysis.
Based on this, we built a SVM to predict the game flow.
After optimization, the performance in predicting who had
the upper hand was performed as follows (table11):

TABLE 11. Predict the player favored by the match.

We also used our model to predict the winner, which
is more practical. We also use different models that are
employed in prediction, including LSTM (Long Short Term
Memory), BP (Back Propagation) network and ARIMA
(Autoregressive Integrated Moving Average) model. Among
all method we tested, ARIMA contributes little to prediction
(but the time series is stable), and our SVM model performs
the best, though its performance declines. The specific data
are presented in table12.

TABLE 12. Predict the winner(Accuracy).

V. DISCUSSION
We quantify momentum using EWM and build a predictive
model based on it, which has good performance. Our model
suggests that ACE, break-pit, and scoring contribute most to
momentum, which is consistent with previous research [6],
[38], [44]. These factors also tend to receive more attention in
competitions. However, it is unclear whether their importance
in match brings attention or whether their attention makes
them psychologically powerful.

Additionally, our SVM model outperformed commonly
used prediction models. This achieved by the advantages of
SVM in handling small samples and multi-dimensional data.
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Making predictions using momentum instead of raw data
also contributed to the performance of our model, because
momentum is more stable compared to raw data, such as
scoring and ACE. Furthermore, the accuracy of our BP
neural network saw an enhancement of approximately ten
percentage points following the implementation of momen-
tum for forecasting (previously at approximately 65%),
suggesting that the utilization of momentum for prediction
purposes proves to be notably efficacious.Simultaneously, the
reduced dimensionality of momentum results in decreased
computational expenses. Furthermore, the parameter tuning
using PSO has a considerable contribution to the performance
improvement of our algorithm. Compared with manual
tuning, the accuracy of our algorithm is improved by 10.52%
on average.

VI. CONCLUSION
This study proposes a new method to define momentum
and develop a novel approach for predicting professional
tennis. Our model is built on SVM and momentum [14],
indicating that both strategic and mental momentum influ-
ence matches and can be used to make predictions. The
application of momentum improves the accuracy of tennis
prediction model, making it more advantageous for practical
applications.

One of the major contributions of our study is that we
proposed a new method to quantify momentum and use it
to make predictions. Compared with the traditional method
(directly based on player performance) [20], [36], [37],
our accuracy has been greatly improved. Additionally, the
duration required for processing in our model is notably
reduced in comparison to that of the models being compared.
At the same time, our momentum takes into account the
differences between different athletes (ATP score and success
rate of serving), which gives our model good generalization
performance.

However, our model has some shortcomings. For example,
at the beginning of matches, our model’s performance
declined, which may be due to changes in the state of
players in different matches. Pre-match calibration method
could help solve this problem [24]. Additionally, the average
time required to train our model was around 0.7 seconds.
According to ATP, the average time per round is approx-
imately 6.7 seconds, which suggests that it is possible
to provide additional training based on the most up-to-
date data available. Therefore, we need to improve the
efficiency of our model to leave more time for the other
steps.

Despite the good performance of our model, much work
remains to be conducted. Next, we will focus on improving
the speed of our model and evaluating the possibility of
applying this system to other sports, including sports with
two players such as table tennis or badminton, and those
with more players, such as volleyball. At the same time,
we will also strive to implement a practical odds mechanism
based and betting strategy on this model, which will be more

effective than the traditional method based on the ELO rating
algorithm. Simultaneously, we aim to integrate it with image
recognition technology in order to develop a completely
automated forecasting system. The generality of our method
needs to be improved. It is expected that the method of using
momentum for predicting game flow can be used in other
models such as LSTM or BP network.
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