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ABSTRACT Wireless Sensor Networks (WSNs) significantly impact reliable data communications in
environmental monitoring, health care, and transportation applications. Low-powered and small sensor nodes
compose these networks, configured to perform specific tasks like detection, management, prediction, and
monitoring. Clustering in WSNs is a reliable method of effectively transferring data within the network
through routing. Thus, developing an effective routing algorithm to optimize network functionality is a big
concern. Cluster Heads (CHs), selected through a range of metrics, are responsible for data aggregation
and transmission to the Base Station (BS). Many clustered routing algorithms have been developed to
address various issues like energy efficiency, network lifetime, and hotspot problems. However, several
challenges still need to be addressed, including network segmentation, isolated node issues, and data
routing failures. This survey offers a comprehensive review of various routing protocols and their different
performance metrics. It evaluates the architectural challenges that caused network segmentations and
data routing failures in the case of unexpected head node failures during high-stress events, particularly
indoor fires. Recommended solutions to the mentioned issues are also explored. A new taxonomy for the
CH-selection methods based on the technique used is proposed, along with a comparative review of other
CH-selection surveys. Additionally, this survey scrutinizes the challenges and constraints inherent in current
fault tolerance routing algorithms, evaluating their efficacy in fire-related incidents. The survey concluded
that protocol designersmust focus on the development and implementation of fire-adaptive routing protocols,
incorporating optimal fault tolerance routing algorithms that adapt seamlessly to unforeseen environmental
changes, including fire incidents. Such adaptability is pivotal in preserving network topology and preventing
data loss.

INDEX TERMS Wireless sensor network, routing protocols, hierarchical clustering, network segmentation,
data routing failure, architecture challenges, fault tolerance.

The associate editor coordinating the review of this manuscript and

approving it for publication was Salekul Islam .

I. INTRODUCTION
Wireless sensor Network (WSN) applications are growing
rapidly in different domains, and within the last few years,
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they have gained significant attention due to their ability
to acquire data from distant or inaccessible sites. WSN is
composed of a massive number of battery-dependent sensor
nodes, that acquire environmental data for utilization in
numerous applications.

Diverse sensor types could be used in WSNs, such as
temperature, light density, radiation, gas levels, humidity,
and flame sensors. These nodes are deployed in a physical
region and use wireless links to communicate with each other.
They can perform assigned tasks in terms of environmental
monitoring, security, surveillance, home automation, attack
detection, smart grids, and traffic management [1], [2] [3].
WSNs must be capable of providing low-cost, reliable, and
secure control and communication capabilities. The sensors
in WSN use multi-hopping in the long-range transmission
of large monitoring areas to maintain their scalability and
flexibility attributes. A sensor node is a small device that
senses data and submits the information to the base station
(BS) directly or through mediator nodes. Usually, normal
sensor nodes have energy constraints, while the BS is
different and more robust than other nodes due to its
large processing capabilities and high storage ability with a
rechargeable battery [4], [5].

WSNs can be classified as homogeneous, based on the
diversity of the communication mediums, sensing levels, and
capabilities. In homogeneous networks, all nodes have the
same set of algorithms and routing rules to facilitate the data
forwarding within the network. The nodes in homogeneous
WSNs have identical energy, communication links, and
sensing levels. In contrast, a heterogeneous WSN comprises
two ormore distinct types of nodes with different capabilities.
Homogeneous WSNs have been designed for different
applications, due to their simplicity, ease of deployment,
scalability, lower cost, and reduced communication overhead.
However, heterogeneous WSNs are more convenient for
real-world situations because of their adaptivity to real-world
conditions where various sensing types need to be measured
utilizing various energy levels and communication links [6],
[7], [8].
Hierarchical routing protocols are a type of routing

protocol that is composed of several clusters; each cluster
has a distinctive node called a Cluster Head (CH). The CH
is accountable for data collection from the cluster members
and then performs the aggregation and transmission to the
BS [9]. Extensive studies on routing protocols were directed
at the effectiveness of hierarchical routing protocols in
terms of prolonging network lifetimes and reducing energy
consumption [10].
Routing protocols research is categorized according to var-

ious levels, constraints, and attributes. One major constraint
for WSNs is energy usage. Thus, several routing protocol
studies have investigated the energy constraint issue for
WSNs [11]. Furthermore, various WSN aspects have been
handled by the routing protocol developers, such as memory
storage efficiency, fault tolerance, and throughput [12],

[13]. Various surveys on clustering and routing algorithms
have addressed efficient power usage, reliability, scalability,
security, and self-organization discussed many techniques
utilized to improve the network’s performance [14], [15].
However, different challenges in routing algorithms need
to be addressed, including network segmentation and unex-
pected head node losses that cause data routing failure. One
of the key aspects that must be considered is adaptivity,
where the routing algorithm dynamically makes routing
decisions based on the network conditions so that the
algorithms build the routing table depending on the network
topology and traffic. Therefore, routing algorithms utilized in
WSNs must be adaptable enough to accommodate frequent
cluster changes [16], [17]. Moreover, the unreliable network
environment influences WSN performance. Hence, specific
sensor nodes could be unreliable due to physical damage,
malfunctions, or a lack of energy. Routing algorithms should
ideally be able to reorganize themselves around dead or
unreliable nodes [18], [19].

Fire incidents pose major hazards to individuals, property,
and the surrounding environment. It can pose a significant
risk to human life, causing fatalities, injuries, burns, or long-
term health effects due to smoke inhalation. The long-term
environmental effects of fires can include biodiversity loss,
habitat devastation, and pollution of the air and water. Fire
hazards provide unique challenges that require specialized
schemes in routing protocols to develop to overcome the
dynamic and life-threatening nature of fire emergencies.
Unlike some natural catastrophes that primarily influence
the outdoors including earthquakes, hurricanes, and floods,
fires may occur indoors, where communication networks
are frequently more densely deployed and where routing
protocols must navigate complex structures and obstacles.
In addition, firesmay significantly damage buildings, causing
economic impacts, and can spread rapidly, changing the
topology of indoor environments within minutes. Therefore,
when a fire spreads in a building, it may cause malformations
in the installed network. Thus, during a fire, the sensing
devices will often be disconnected from the network or
indeed destroyed, leading to network segmentation and data
routing failures. This may lead to the loss of monitored data
where the firefighter can rely on timely conditions—i.e.,
temperature—updates to remain aware of fire progress [20],
[21]. Furthermore, according to the International Association
of Fire and Rescue Services (CTIF), there were 315,142 fire
injuries and 136,701 fire deaths worldwide between 2017 and
2021. Throughout the same period, there were 418 firefighter
deaths and 323,367 firefighter injuries worldwide. Moreover,
in 2021, residential buildings accounted for 84.6% of all
fire deaths worldwide and 6.0% for other buildings. On the
other hand, residential buildings accounted for 73.7% of all
fire injuries and 9.8% for other buildings [22]. Hence, fire
incidents are considered a special case for general incidents
because of the rapidly changing network topology, hazardous
environmental conditions, urgent and critical communication

VOLUME 12, 2024 113519



O. K. Abbas et al.: Survey on Clustered Routing Protocols Adaptivity for Fire Incidents

needs, unique sensor requirements, and high node failure
rate. Accordingly, designing routing protocols specifically
tailored for indoor fire hazards is crucial due to the unique
challenges posed by fires and their significant impact on com-
munication networks and overall safety. Traditional routing
protocols may not adapt quickly enough to these dynamic
changes.

This paper offers a comprehensive examination of diverse
routing algorithms and their impact on enhancing the
performance of WSNs during indoor fire incidents that lead
to the failure of nodes. While prior survey papers have
covered routing algorithms, they often overlooked critical
aspects such as data routing failure during these events
and the adaptability of algorithms to network segmentation.
Further elaboration on gaps will be discussed in Section VII.
This survey conducted an extensive review of routing
protocols’ adaptivity to fire incidents. It thoroughly reviewed
a wide range of research using various application scenarios,
methodologies, and performance metrics. The following key
aspects demonstrate the comprehensiveness of this analysis:
The survey reviewed over 84 studies from relevant resources,
resulting in a wide spectrum of perspectives and findings.
It makes detailed comparisons among routing protocols to
assess their adaptability to fire events and evaluates novel
parameters such as network segmentation, cluster insulation,
data loss, routing failure, and limitations in fire incidents.
It presents an in-depth discussion and analysis of their
strengths and limitations in the context of fire incidents,
as well as their contributions and methodology. Further,
this survey identified the primary architecture challenges
faced by current routing protocols when exposed to fire
incidents. These involve issues with real-time adaptation,
network segmentation, and data loss. Based on the identified
challenges, the survey discussed various proposed innovative
techniques and solutions from the literature. It further
suggested potential future research directions to handle the
gaps and enhance the routing protocols’ adaptability to fire
incidents.

The main objective of this article is to investigate whether
the routing protocols are capable of functioning effectively
in the event of the sudden loss or unexpected death of the
high-energy head nodes in fire incidents, which will result
in the dropping of acquired data and prohibit data delivery
to the sink node. To the best of our knowledge, this is the
first survey that discusses the routing protocols’ adaptivity to
fire incidents regarding the main nodes’ isolation, network
segmentation, and data routing failures. Analysis of the
architecture challenges for the reviewed algorithms and
the recommended solution were discussed. A new CH
selection taxonomy and inclusive comparison for the recent
CH selection surveys were also introduced. In addition,
the challenges and limitations of fault-tolerance routing
algorithms were presented. The list of acronyms and the
conceptual structure of the survey are expressed in Table 1
and Fig.1, respectively. The contributions to this survey are
as follows:

• Summarize an inclusive review of hierarchical routing
protocols in terms of energy efficiency, data routing,
data transmission, BS location, scalability level, node
mobility, hierarchical level,, and topology.

• Provide a detailed valuation for the reviewed rout-
ing protocols regarding contributions, strengths, and
limitations.

• Introduce an analytical assessment of three of the archi-
tectural challenges that prevent the effective functioning
of the routing algorithm in unforeseen incidents that
cause network segmentation and accordingly overthrow
monitored data.

• Assign recommended directives that would help to get
rid of the three challenges encountered in the data
routing process during fires.

• Develop a new classification for the CH selection
methods based on the utilized techniques and introduce
an inclusive comparison with the state-of-the-art CH
selection surveys.

• Present a critical evaluation of the challenges and limi-
tations of the current fault tolerance routing algorithms
to assess their effectiveness in fire incidents.

This paper is organized as follows: Section II contains
the survey’s motivations and key innovations. Section III
describes the classification of routing protocols. Routing
challenges and design issues in routing protocols are
explained in Section IV. Section V discusses the metrics for
the performance evaluation of routing protocols. Section VI
presents the related work. Section VII explains the analysis
of the architecture challenges for the routing protocols in
fire incidents. Section VIII discusses the recommended future
direction. Section IX describes a new classification for the
CH selection method based on the used technique. Section X
presents the limitations and challenges of the fault tolerance
routing algorithms. Section XI highlights the conclusion of
this survey and future recommendations.

II. SURVEY MOTIVATION
A survey is usually important in providing the proper
knowledge and key aspects of any field, including clustering
and routing protocol approaches. It may assist researchers
in acquiring an acceptable perception, conducting a compre-
hensive review of routing algorithms, and covering the major
aspects of clustering in routing protocols.

Many algorithmswere presented for the clustering domain,
providing professional services to manage network chal-
lenges and attempt to improve network performance. The key
objectives of routing protocols were to ensure data routing
and Quality of Service (QoS), as well as extend network
longevity [23], [24], [25], [26].

The major motivation for this survey is to introduce a
synopsis of various routing protocols to the researchers, and,
based on network architecture and methodology, to verify
if these protocols prevent cluster insulation, data routing
failure, and network segmentation in unexpected indoor fires.
Various survey papers on cluster-based routing protocols

113520 VOLUME 12, 2024



O. K. Abbas et al.: Survey on Clustered Routing Protocols Adaptivity for Fire Incidents

TABLE 1. List of acronyms and definitions.

were published. However, they failed to mention the data
routing failure issue in sudden incidents and the algorithm’s
adaptivity to network segmentation.

The clustering schemes are categorized into four classifi-
cations, which are: homogeneous networks, heterogeneous
networks, fuzzy logic, and heuristic-based protocols based
on network organization and the techniques utilized to
control the clustering procedures [27]. Various performance
parameters to evaluate the four types are considered, along
with the objectives, limitations, and advantages.

The Low Energy Adaptive Clustering Hierarchy (LEACH)
descendant clustering algorithms are classified based on CH
selection and data transmission [28]. Various metrics, such as
scalability, CH selection, communication method, mobility,
energy efficiency, and node localization are considered
for protocol evaluation. In addition, the strengths and
limitations of LEACH-variant protocols were also discussed.
Adnan et al. provided an inclusive review of clustering

algorithms [29]. Different clustering algorithm topics are dis-
cussed in this review in terms of characteristics, CH selection
methods, objectives, and challenges. In addition, it pro-
vided a detailed review of the new methods proposed to
handle energy heterogeneity and harvesting, mobility, fault
tolerance, and scalability in WSNs. A systematic review
of traditional and state-of-the-art clustering methods for
different domains is present [30]. It shows the prominent role
of clustering in various fields, such as medicine, education,
biology, and marketing. It also discusses the application of
clustering in big data, artificial intelligence, and robotics.

Diverse clustering methods and cluster-oriented protocols
were reviewed [31]. It defines clustering as a significant
option for decreasing energy consumption. Various features,
such as cluster formation, CH selection, security, routing,
dependability, and unequal clustering were all addressed.
Different approaches are categorized based on classic,
optimization, and machine learning schemes.

Table 2 introduces a comparison between the recent
clustering surveys and the proposed one. While there are
many existing surveys on the routing protocol, our survey
offers a distinct perspective by concentrating on routing
protocol adaptivity to fire incidents. This is a significant
aspect that hasn’t been adequately investigated in prior
research. Expanding on current knowledge is essential,
and that is precisely what our study accomplishes by
assessing the most recent advances in routing protocols
and their adaptability to fire incidents, an area continu-
ously evolving. Accordingly, the survey innovations that
differentiate it from related surveys can be highlighted as
follows:

• As numerous studies have been conducted on routing
protocols in general, this survey specifically emphasizes
the adaptivity of these protocols to fire emergencies.
This narrowed emphasis enables a more thorough and
relevant analysis of scenarios involving fire incidents,
which is a substantial but little-studied field.

• In addition to reviewing current routing methods, this
survey offers an in-depth assessment of the unique
challenges caused by fire accidents, including data
loss, network segmentation, and real-time adaptation.
Subsequently, it goes into specific solutions that have
been brought out in the literature to deal with these
challenges, providing a thorough insight that is not
typically obtained in broader surveys.

• We have incorporated new developments and state-of-
the-art studies that were maybe not included in previous
surveys. This guarantees that this survey offers the most
recent developments and trends in the field.

• Our investigation shows that, to the best of our
knowledge, this survey is the first to analyze the
architectural challenges that routing algorithms suffer in
unanticipated indoor fires.

• This survey provides a novel taxonomy for cluster
head selection methods based on the techniques used,
as elaborated in Section IX.

VOLUME 12, 2024 113521



O. K. Abbas et al.: Survey on Clustered Routing Protocols Adaptivity for Fire Incidents

FIGURE 1. Conceptual structure for the survey.

• Even fault-tolerance routing protocols are usually devel-
oped for node-failure handling, but Section X ensures
the limitations of such protocols during fire incidents.
To the best of our knowledge, this survey is the first
to assess the limitations of the existing fault tolerance
routing algorithms during fire incidents.

III. CLASSIFICATION OF ROUTING PROTOCOLS
A well-developed routing protocol is required to build a
reliable WSN and enhance network performance. Routing
protocols could well be divided based on the network
structure into three distinct categories listed below [32], [33],
[34]:
a) Flat Routing Protocols: Sensor nodes have identical

functionality in data collection, capabilities, transmis-
sion, and power exhaustion.

b) Hierarchical Routing Protocols: Sensor nodes are
organized into clusters. Based on various well-known
criteria, the node with the highest energy level is often
chosen as the cluster head in each cluster.

c) Location-based Routing Protocols: Sensor nodes
deliver data to specific locations using geographical
information. As a result, sensor nodes must be capable
of locating themselves, or their location should be
calculable.

Hierarchical routing algorithms are the most common
choice for Internet of Things (IoT) sensor networks [35], [36].
Clustering is used in hierarchical routing algorithms where
the sensor nodes are divided into cluster groups. It is a popular
data communication technique for reducing energy consump-
tion. Hierarchical clustering divides thewhole sensor network
into several groups or layers. Each cluster head coordinates

the transmission inside a cluster, which is further responsible
for connectivity between clusters or base stations [37], [38].
Traveling data through the levels achieves network reliability
for large distances and improves energy efficiency and data
communication acceleration. Hence, clustering facilitates
data aggregation advantages throughout cluster heads at
various levels and improves overall WSN performance [39].
Hierarchical routing protocols could also be categorized into
the following main classifications: 1) chain-based, 2) tree-
based, 3) grid-based, and 4) area-based routing, as illustrated
in Fig.2 [40].

IV. ROUTING CHALLENGES AND DESIGN ISSUES IN
ROUTING PROTOCOLS
There are distinct parameters that provide challenges in
routing protocol construction. Overcoming these challenges
results in efficient communication, enhances network perfor-
mance, and maintains network reliability. They are [41], [42],
and [43]:

• Node deployment: Node deployment could be either
deterministic or randomized. For connectivity and
energy-efficient network functioning, optimum cluster-
ing is required if the resulting node distribution is not
uniform.

• Energy consumption: Battery power shows a signifi-
cant effect on sensor node longevity. The sensor node’s
power failure could cause major topological changes
and might require network reorganization and packet
rerouting. Routing protocols should reduce energy
consumption by reducing overhead and optimizing path
selection.

113522 VOLUME 12, 2024



O. K. Abbas et al.: Survey on Clustered Routing Protocols Adaptivity for Fire Incidents

TABLE 2. Comparison with the recent reviews for WSN’s clustering algorithms.

• Configuration of data reporting: The data reporting
is application-dependent and could be categorized
into approaches that are time-driven, query-driven,
event-driven, or a combination of all of these. The
data reporting technique has a significant impact on
routing protocols in terms of energy usage and route
computations.

• Node/link heterogeneity: In many studies, routing
protocols are assumed to be homogenous, where they
have equal capabilities in terms of energy, communi-
cation links, sensing levels, and computations. How-
ever, homogeneity cannot satisfy real-world conditions,

where a diverse mixture of sensors with different
functionalities is required.

• Scalability: Any routing approach should be scalable
enough to work with a massive number of sensors. Most
of the sensors are in sleep mode, where data is collected
from the remaining sensors, thus rotating the function-
ality based on the time slots. Protocols must be scalable
to the size of the network, preserving dependability and
performance without being excessively complex.

• Fault-tolerance: Insufficient power, physical harm,
or interference from the environment might cause some
sensor nodes to fail or get blocked. The data routing
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FIGURE 2. Routing protocols taxonomy with hierarchical routing categories illustration.

should not be impacted by sensor node failures. If a
node fails, the algorithm must achieve packet rerouting
through network regionswheremore energy is available.
Consequently, in fault-tolerant routing protocols, multi-
ple levels of redundancy might be needed.

• Coverage area: The sensor node has a specific view
of the environment. Thus, it could cover only a limited
physical field. Routing protocols ought to consider
the geographical distribution of nodes and choose
routes that prevent coverage gaps and preserve network
connectivity.

• Congestion: Congestion-aware routing offers the best
route for delivering the packet to the destination by
considering the congestion status of nearby nodes,
nodes in a specific area, or all nodes in the network.
Congestion-adaptive routing schemes decide the packet
route in terms of the network status.

• Security:Sensor nodes exist in an open environment;
thus, security is still a primary concern for routing
protocols. Also, the nodes have limited resources,
so it is possible that typical cryptographic approaches
cannot be employed to secure data transfer in WSNs.
Hence, an authentication technique is required for secure
network communication.

• Data aggregation: Since sensor nodes might produce
a lot of redundant data, it is possible to aggregate
comparable packets from different nodes to minimize

the number of transmissions. This method has been used
in a variety of routing protocols to optimize data transfer
and achieve energy efficiency.

• QoS policies: In certain applications, data must be
delivered within a predetermined time from the instant
it is sensed, or it might be useless. Consequently, data
delivery with limited latency is a further requirement for
time-constrained applications.

Furthermore, there are many open issues related to routing
protocols; the most significant are listed below [44], [45],
[46]:

• Large streaming applications: Routing protocol devel-
opment still requires significant attention to the design
of QoS routing protocols in an energy-constrained envi-
ronment for real-time implementations and multimedia
services. In such applications, a huge amount of data
needs to be transmitted. Hence, reliable communication
and routing strategies are needed to support the massive
amounts of data transmitted.

• Mobility: While mobility could create a dynamic
network, the routing protocol’s ability to manage SN’s
mobility is still limited. Assumptions concerning static
sinks and sensor nodes are not real-world scenarios.
Military surveillance administration, battlefield target
tracking, and intrusion detection services all require
mobility to manage sensor nodes and sink movement.
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• Mathematical model: The simulation work must be
enhanced through mathematical modeling to provide
a broader view of the protocol and conduct a reliable
comparison of the principal protocols. Accordingly,
mathematical modeling is a field of interest that needs
to be addressed in the development of routing protocols.

• Real testbed: One of the biggest challenges in the
routing protocols is the implementation of real testbeds
or hardware. The design of a routing protocol using
simulation software may not exclude key features of
the algorithm that could be tested more extensively on
a real platform. Furthermore, hardware may impose
constraints on specific parameters that cannot be tested
on a simulator. However, the hardware platform’s cost is
a concern.

• Network segmentation and data routing failure:
Many factors might cause this, including network con-
gestion, security threats, software problems, physical
connection failures, configuration issues, congestion
on the network, and unexpected network partitioning.
These issues cause degradation of data flow within net-
works. Addressing this issue requires robust routing pro-
tocol development that can effectively manage diverse
network environments, adapt to changing network
conditions, and provide mechanisms for fault-tolerance
routing.

V. METRICS FOR ROUTING PROTOCOL PERFORMANCE
EVALUATION
To evaluate the performance of routing protocols, various
metrics are often used. The parameters are set to provide
an accurate analysis of the performance specifications of
the routing protocols [47]. As shown in Fig. 3, the popular
metrics to evaluate routing protocol performance are [48],
[49], and [50]:

FIGURE 3. Performance evaluation metrics in routing protocols.

a) Throughput: Calculated in bits transmitted per second
(bps). This metric provides an overview of system
activities’ productivity. It is a measure of routing

effectiveness; therefore, higher throughput indicates that
the framework maintained good performance.

b) End-to-End Delay: A period required to transmit data
packets from source to destination.

c) Routing Overhead: Ratio of routing control packets
transmitted by all the nodes to the received data packet
at the destination.

d) Delivery Ratio: A percentage measure for the number
of received packets in the destination divided by the
number of transmitted packets.

e) Latency: Time delay throughout data transmission from
source to destination. Measured in seconds.

f) Energy Consumption: Total consumed energy by the
nodes during operation in Joules (J).

g) Energy Efficiency: Percentage in Kilobits/J, the entire
number of packets delivered to the destination node from
the total energy used by sensor nodes.

VI. RELATED WORK
In this section, various routing protocols will be reviewed.
The comparison between the routing algorithms in terms
of various performance metrics as well as contributions,
strengths, and limitations will be illustrated in Table 3 and 4,
respectively. Then, the reviewed routing protocols’ adaptivity
to sudden fire incidents will be investigated.
The literature on routing protocols is divided into two cat-

egories: traditional routing protocols where the routing algo-
rithms apply classic routing approaches and AI-based routing
protocols where various artificially intelligent methods are
used for clustering and routing purposes.

A. TRADITIONAL ROUTING PROTOCOLS
Daanoune et al. proposed an adaptive coding routing
algorithm for reliable WSNs and an energy-efficient routing
protocol [51]. The designed algorithm enhances CH selec-
tion, cluster generation, and data communication. It selects
CHs based on nodes’ residual energy. Nodes use Received
Signal Strength Indication (RSSI) to join a CH during the
cluster’s formation phase, and those that are unable to do so
are considered Abandoned Nodes (AN). Simulation results
indicate that the proposed protocol optimizes energy usage,
network lifetime, throughput, and stability compared to other
protocols. The protocol is designed for adaptive coding but
not for real-time monitoring applications.
An adaptive hierarchical clustering-based routing

algorithm was developed by Han et al. to ensure continuous
coverage of the target area through distribution adjustment
of the data transmission [52]. To balance the energy
consumed by nodes, a hierarchical clustering-based routing
scheme is first presented. The node number of the
energy-harvesting phase is then adaptively controlled via a
distributed alternation of the working modes, which has the
potential to maintain target coverage. However, the effect of
different environmental conditions on the efficiency of energy
harvesting was not addressed.
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A new Lie Hypergraph-based Routing Protocol (LHRP)
for environmental monitoring in WSNs was introduced [53].
The protocol emphasizes energy efficiency and uses the lie
algebra of upper triangular matrices with a hypergraph for
routing and clustering purposes. The cluster head selection
and routing decision archives use minimum hypergraph
transversal and the Lie commutators of the upper triangular
matrix, respectively. It achieves good outperformance in
terms of energy consumption, the number of packets received
at the base station, and the number of live nodes. A Flying
Ad-hoc Network (FANET) optimized LEACH protocol has
been introduced by Bharany et al. [54]. The suggested
technique reduces the energy used for the transmission
of data in the routing algorithm while simultaneously
increasing network lifetime by maximizing node residual
energy. An Analog-to-Digital Converter (ADC) is included
in the sensing unit to convert analog signals into numerical
values. In addition, a treatment unit is employed to enable
communication between nodes. The protocol for FANET is
usually used for military applications and not for indoor
monitoring.

Inam et al. investigated a study on how node density
and speed affect the performance of routing protocols
in firefighting applications [55]. Mobile ad hoc networks
were utilized for rescue applications and disaster response.
Two routing protocols are designed, which are Optimized
Link State Routing (OLSR) and Order Routing Algorithm
(TORA). In highly mobile networks, the OLSR protocol
performs better than TORA for distinct network densities.

An Internet of Things-based WSN framework for
forest fire monitoring was developed [56], named the
Energy-Efficient Routing Protocol (EERP). The proposed
EERP approach minimizes energy consumption in sensor
nodes and extends the lifetime of the IoT-WSN by
reducing idle listening, submitting only pertinent data, and
avoiding low-energy sensor nodes from being cluster heads.
An enhanced version of the Multi-Hop Gateway-Based
Energy-Aware Routing (MGEAR) protocol is presented
by Benelhouri et al. to increase throughput and network
longevity in heterogeneous WSNs [57]. Simulation findings
show that, in both 2-level and 3-level heterogeneity scenarios,
the proposed technique outperforms existing protocols in
terms of throughput and increases network longevity. For
heterogeneous sensor networks, an enhanced clustering
technique with switchable data transmission status was
proposed [58]. When the observed information intensity
reaches the defined threshold, cluster heads establish a
data transmission channel, filter the information being
transmitted, and deliver the data to the sink. Otherwise,
CHs continue to receive data supplied by the cluster nodes
and record it. This algorithm does not need to pre-set the
location information of nodes, so it is preferable for large-
scale networks. However, the protocol’s performance needs
to be evaluated under various deployment scenarios and
network conditions.

An Energy-Enhanced Threshold Routing Protocol
(ETH-LEACH) has been proposed to overcome the tradi-
tional LEACH protocol’s limitations and enhance energy
efficiency and network longevity [59]. In comparison to
other routing protocols, ETH-LEACH uses TDMA for
opportunistic route estimation and determines a threshold
value for forwarder node selection. This results in lower
energy consumption and better performance. Ismaila et al.
implemented an Energy-Efficient Routing Protocol-based
Dijkstra algorithm (EERP-DA) to optimize the energy usage
of WSNs [60]. Reducing total energy consumption and
extending the network’s lifetime are the main objectives. The
suggested approach determines the shortest routes between
the base station and the cluster head by considering several
variables, including the degree of nearby CH, distance, and
energy consumption. The proposed approach performs better
in terms of data transfer as compared to other approaches.

Jibreel et al. suggested a routing method based on the
addition of heterogeneous nodes, selection of the CHs
based on residual energy, implementation of a multi-hop
communication scheme in all network areas, and the use of
the energy-hole elimination approach [61]. The suggested
routing strategy exceeds the comparative heterogeneous
protocols. However, an unforeseen loss of head nodes or
gateways leads to data loss. A new application scenario for
WSNs’ raw data collection without redundant sensor nodes
using a multi-hop network was developed [62]. The proposed
protocol, which is named a hybrid tree-based and cluster-
based routing protocol for raw data collection (HTC-RDC),
enhances the WSNs’ lifetime and achieves an improvement
of 11.4% for the average network lifetime as compared to
existing protocols.

An energy-efficient routing algorithm for WSN has been
introduced by Khan et al. [63]. The routing approach consists
of data transmission, an efficient CH election algorithm, and
a cluster formation scheme. Based on the energy analysis
for the current routing protocols, a multistage mechanism
for data transmission is introduced, and the unnecessary
frequency of re-clustering is avoided. As per simulation
outcomes, the suggested protocol performed well in terms of
the total network lifetime, throughput, and energy efficiency.
Unexpected damage to the CHs and forwarder nodes
leads to cluster failure and stage insulation, respectively.
Azizi et al. introduced an energy-efficient routing strategy for
homogeneous and heterogeneous wireless sensor networks
[64]. By using a balanced probability threshold, the most
capable applicants are chosen to serve as cluster heads.
Then, based on the remaining energy and closeness to the
base station, the algorithm selects one candidate among the
selected cluster heads to serve as a gateway to transmit data
to the base station.

A WSN-based energy-efficient weighted-based protocol
(EEWBP) for early forest fire detection was developed [65].
The protocol intends to improve coverage and reduce energy
consumption to prolong sensor nodes’ lives. It utilizes a
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composite weighted measure that considers variables includ-
ing trust value, average flying speed, number of neighboring
nodes, residual energy, and node degree. EEWBP performs
well in terms of energy consumption, packet delivery rate,
consistency in the CH, and improvement of first-node death.
Zhang et al. proposed an algorithm for CH selection that used
the node’s weighted election probability, residual energy,
and distance from the sink to the sensor node [66]. It has
been concluded that heterogeneity variables reflect energy
imbalances throughout the network. In addition, this protocol
has the longest stability for specific energy and the optimum
distance weight compared to other protocols. A two-level
heterogeneity awareness routing technique was proposed that
divides the network field into two zones based on the initial
energy of nodes [67]. The CH selection in this protocol is
based on the residual energy and the neighbors’ number for
each node within the cluster radius. Based on the numerical
simulations, the proposed algorithm is energy-efficient and
outperforms the other protocols in terms of network lifespan,
stability, residual energy, and throughput.

A routing technique for mobile sensor nodes for het-
erogeneous hierarchical WSNs was developed by Toor and
Jain [68]. It selects the node with the highest energy as
CH. The algorithm considers hierarchical heterogeneous
clusteringwith three levels of sensor nodes. The network field
is divided into sectors, and within each one, a mobile sensor
node exists acting as a Mobile Data Collector (MDC) for
CH data collection. The evaluation results indicated that the
proposed algorithm performed better in terms of throughput,
number of cluster heads, dead nodes, stability, and network
lifespan.

B. AI-BASED ROUTING PROTOCOLS
ASpiderMonkey Optimization algorithm called SMOCH for
optimal CH selection was proposed using a greedy selection
procedure to choose between newly produced positions and
old node positions [69]. In SMOCH, swarms are split up
into many groups where each group communicates with the
others to improve routing capabilities, and all swarms act
simultaneously without a central coordinator. SMOCH is
a self-organized, decentralized, and interpretable clustering
protocol. An optimization algorithm has been studied to
improve the LEACH cluster head election process and
network lifetime [70]. This study produced a LEACH-CHIO
protocol based on the Coronavirus Herd Immunity Optimizer
(CHIO) algorithm. CHIO expects to significantly enhance
the LEACH cluster head selection procedure. The simulation
outcomes showed that the suggested approach outperformed
the standard LEACH routing protocol.

A Thermal Exchange Optimization Inspired by Newton’s
Cooling Routing Protocol (TEO-MCRP) has been designed
as a mobile clustering routing technique for heterogeneous
WSNs inspired by Newton’s cooling rule and based on
Thermal Exchange Optimization (TEO) [71]. The protocol
proposes two distinct procedures for CH election and Mobile

Sink (MS) route identification, each with separate fitness
factors. The data delivery rate in the network was 99.784%
due to reduced packet collisions and losses. The mobile sink
makes the protocol appropriate for security and surveillance
applications rather than indoor monitoring. Benelhouri et al.
proposed a protocol that divides the network area into three
zones: the direct zone, in which the sensor nodes submit the
data directly to the BS; zone G, where a gateway node is used
to decrease the transition distance; and zone C1,2, where a
CH is used to aggregate the data, which is then submitted
to the BS [72]. The protocol used a developed genetic
algorithm for optimal CH selection and enhancing WSN
coverage.

Singh et al. utilized mobile sinks and direct collection
of data for a heterogeneous protocol in a secure and
energy-efficient routing algorithm-based Internet of Medical
Things (IoMT) for patient and doctor interaction using a
genetic algorithm [73]. The study shows that the suggested
protocol outperforms the comparative protocols in many
aspects of evaluation metrics. However, there is no solu-
tion for the unexpected death of a sink node related to
environmental conditions.

A routing protocol for forest fire detection (RPLS) has
been developed by Moussa et al. [74]. It is based on
software-defined network (SDN)-enabled WSNs and rein-
forcement learning (RL). The proposed protocol incorporates
a clustering algorithm to save energy and reduce the cluster
radius, depending on energy variables and link quality. The
consequence of the SDN controller’s intelligent definition
of optimal routes is improved network operating lifespan
and response time, which take reliability, energy efficiency,
and real-time responsiveness into account. The study by
Navi et al. introduced the High-Quality Clustering Algorithm
(HQCA) for producing high-quality clusters [75]. TheHQCA
approach employs criteria for assessing cluster quality, which
can enhance inter- and intra-cluster distances and minimize
the clustering error rate. The optimum CH is elected by fuzzy
logic based on several factors, including remaining energy,
the lowest and highest energy in each cluster, and the shortest
and longest distances among the cluster nodes and the BS
location.

Biabani et al. present an evolutionary strategy for clus-
tering and data routing that may control the node’s energy
consumption while considering disaster area features [76].
The algorithm introduced a model with an improved Particle
Swarm Optimization (PSO) and Harmony Search Algorithm
(HAS) for CH selection. Furthermore, create a multi-hop
routing system based on PSO with improved tree encoding
and an enhanced data packet format. Simulated outcomes
for disaster scenarios demonstrate that the suggested method
was efficient in comparison to state-of-the-art techniques.
It is a centralized algorithm; therefore, the sink is responsible
for clustering and routing. Consequently, unaware sink
damage led to clustering and routing failure. Rani et al.
proposed two fault-tolerance approaches for clustering and
routing [77]. The algorithm utilized a backup CH selection
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to ensure data communication in the event of a CH failure.
Moreover, an aggregator node is also selected to improve
the data routing using an optimized algorithm. The proposed
method enhanced throughput and reduced network overhead.
However, it is not adequate in fire incidents since the tem-
perature level was not considered a metric when electing the
CHs, backup CHs, and aggregator nodes. Samayveer et al.
proposed a new CH selection algorithm for the IoT-enabled
heterogeneous WSNs for a smart city’s distributed archi-
tecture [78]. A Hybrid Genetic Algorithm Routing Protocol
(HGA-RP) inspired by greedy strategy-based mutation was
also achieved to extend the network’s functional lifetime and
ensure energy conservation. The protocol further executes a
new node’s deployment strategy.

The previous protocols were unreliable in fire incidents
as network segmentation and packet routing failure issues
in fire incidents were not addressed. In addition, there is no
awareness of the unexpected loss of CH or central nodes.
Moreover, for most of the routing algorithms, the BS is
located at the center or on the border of the sensing domain,
making it extremely sensitive to being destroyed by fire
exploding within the network area, resulting in the loss of all
monitored data. The performance parameters for the reviewed
routing algorithms are discussed in Table 3.

• Scalability Level (SL): A good scalable protocol has
a good ability to survive and perform effectively under
an expanding workload, where the network maintains
performance regardless of the increased size of the
network [79].

• Hop Count (HC): Effect on energy consumption of
the sensor nodes and CHs. The short-hop approach is
less energy-intensive, as sensor nodes use less commu-
nication power over shorter distances [80]. Two hop
count schemes are organized in clustering algorithms:
the single hop, where the data packets within the cluster
travel from the sensor node to the CH, and the multi-
hop, where the data packets within the cluster travel via
a mediator node(s) from the sensor node to the CH or
sink node. Moreover, direct communication is achieved
when the sensor node transmits the data directly to the
sink.

• Mobility: In WSNs, the sensor nodes as well as the
sink node could be either Mobile (M) or Static (S),
depending on the function and application. Accordingly,
node mobility is essential in various applications,
such as surveillance, object tracking, and wildlife
monitoring, but more power is consumed [81]. On the
other hand,stationary nodes are employed in indoor
monitoring networks, where they are easy to deploy and
maintain. However, a network partition occurs if any
node fails in static WSNs [79].

• Network Heterogeneity: In homogenous (H) proto-
cols, the sensor nodes have identical properties and
functionalities, so any sensor node could be a CH.
Therefore, in non-homogenous (NH) protocols, the
hardware complexity is only observed in the CHs.

FIGURE 4. Comparative performance parameters of the reviewed routing
algorithms.

As compared to homogeneous protocols, heterogeneous
protocols are less susceptible to node failure [82].

• Data Transmission: It is within the scope of the CH
selection procedure. If the algorithm operates in a
Distributed (D) mode, then the function of the BS is
limited to receiving the transmitted data from CHs.
On the other hand, an even distribution of CHs in the
whole network is achieved by utilizing the Centralized
(C) approach [79]. However, the centralized algorithm
consumes more energy at start-up. For WSNs working
within a stable environment, centralized architecture
could be more reliable, whereas distributed architecture
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TABLE 3. General comparative parameters among reviewed routing protocols.
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TABLE 3. (Continued.) General comparative parameters among reviewed routing protocols.

might be stronger for WSNs functioning in a dynamic
environment [83].

• Energy Efficiency (EE) and Network Lifetime: These
metrics describe if the suggested protocol has better
energy efficiency and network lifetime when compared
to state-of-the-art algorithms.

• Hierarchical Level (Hie. Level): It is divided into
two-level clustering and multi-level clustering. In two-
level clustering, each CH independently transmits the
data to the BS, while in multi-level clustering, each CH
transmits the data to other CHs or a central node until it
reaches the BS [84].

• Sensing Area (In/outdoor): It is either indoors or
outdoors. Indoor networks are used in applications such
as healthcare, temperature and humidity monitoring in
a greenhouse, and smart house security. While outdoor
networks are utilized in applications such as agriculture
management and flood monitoring [85].

This section has studied the general description and
methodology of the proposed protocols, as well as their
contributions, strengths, and limitations. Different perfor-
mance parameters for the reviewed protocols were assigned
in Table 3.

In the next section, a thorough analysis of the most impor-
tant architectural challenges that the algorithms encounter
in fire incidents will be discussed. Fig. 4 illustrates the

performance parameters used in the comparisons within this
section and the next section.

VII. ANALYSIS OF ARCHITECTURE CHALLENGES IN FIRE
INCIDENTS
In the previous section, various kinds of clustered routing
protocols have been evaluated based on several performance
parameters, such as energy efficiency, network lifetime,
hop count, data transmission scheme, and scalability level,
as well as their contributions, strengths, and limitations. The
comparison demonstrates that the clustering approach is one
of the most energy-efficient solutions for routing protocols.
Furthermore, multi-hop schemes save energy better than
single-hop schemes because they reduce the transmission
distance between nodes and BS. In addition, heterogeneous
protocols are more suitable for real-world scenarios than
homogenous protocols.

The reviewed routing approaches are primarily concerned
with energy-efficient routing schemes; however, they need to
address the algorithm’s adaptability in unexpected events like
sudden fires or earthquakes.Moreover, the routing algorithms
are based mainly on energy reduction for head node
replacement; therefore, there is no emergency replacement
procedure for the sudden loss of high-energy head nodes
such as gateways, cluster heads, or sink nodes. Thus,
unforeseen head node damage causes data routing failure and,
accordingly, the loss of monitored data. Many issues could
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TABLE 4. The contributions, strengths, and limitations of the reviewed routing protocols.
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TABLE 4. (Continued.) The contributions, strengths, and limitations of the reviewed routing protocols.

cause network segmentation and data routing failures, such
as physical link failures, network congestion, security attacks,
earthquakes, or fires. The whole prevention mechanism often
varies depending on the reason. For instance, the network
must be configured to be sensitive to earthquakes and fires,
and to prevent physical link failures, the network should have
proper design, deployment, and configuration management,
while for security attacks, the network must evolve security
measures and achievements. In this study, we will focus
only on the major architectural challenges that might cause
data routing failures in clustered routing protocols for fire
incidents. The following is a summary of the primary
architectural challenges of the previously studied algorithms
that might lead to network segmentation and data loss during
fire incidents:
a) BS Location: The BSs are more susceptible to destruc-

tion during fire incidents if they are located within or
on the border of the network area. This will lead to the
loss of all monitored data and a failure to deliver data to
the control system. Hence, the algorithmswith BS inside
the network area are ineffective in harsh environments,
particularly indoor fires.

b) Central Node Using: It could be a gateway, a forwarder
node, or any mediator node. These nodes are frequently
employed to extend the network lifetime, improve

energy efficiency through multi-hop, and decrease
the transmission distance from source to destination.
However, the data delivery failure imposed by the
unexpected loss of these nodes will segment the network
and result in the loss of the collected data that these
nodes were supposed to deliver to the BS.

c) Cluster Insulation: In most algorithms, the clustering
procedure contains two phases: setup and steady-
state phases. The clusters are usually created in the
setup phase via four standard steps, which are the
CH election, CH role declaration, cluster formation,
and Time Division Multiple Access (TDMA) schedule
generation [86]. When a CH is selected, it transmits
an Advertisement (ADV) message to the sensor nodes
within its domain, informing the nodes that it is the
new CH. Every non-CH node decides to join the
optimum CH based on predefined metrics. Then, each
CH generates and broadcasts a TDMA schedule to the
sensor members. While in the steady-state phase, each
cluster member wakes up repeatedly according to the
given time slot [87].
The existing routing algorithms do not consider the loss
of an active CH during the round time. Thus, if an
active CH burns during a fire incident, then the routing
algorithm will replace it with an energy-efficient node
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in the next round while losing all the data acquired
from cluster members in the current round. Moreover,
if the fire keeps growing, a similar issue will arise in
the next round, causing more data loss because the CH
replacement does not consider the essential metrics of
fire occurrence, such as temperature level and distance
from the burned node.

Table 5 describes the major architecture challenges for the
reviewed routing protocols in fire incidents. Where the BS
location is assigned for each approach and shows whether
the protocols employed a central node. In addition, except
for the studies [76], [77], none of the reviewed routing
schemes show any awareness of the network segmentations
caused by topology distortion during fires. However, in the
two mentioned studies, the BS is located inside the network
field, making the algorithms nonadaptive to fire incidents
as well. Moreover, in all algorithms, there is no emergency
replacement for burning or dying high-energy CHs or central
nodes during fires, as the algorithms are based on energy
reduction for CHs or central node replacement. Thus, the
cluster insulation probability in fire incidents is ‘‘high’’ for
all approaches except the study [76], where cluster insulation
is considered; however, the BS location makes the algorithms
nonadaptive to fire incidents. As a result, none of the reviewed
algorithms are fully adaptive to fire incidents.

Based on the conceptual description of the architecture
challenges shown in Fig. 5, 96% of the evaluated algorithms
face the issue of cluster insulation in fire incidents. Therefore,
it can be considered the most present challenge in the
hierarchical protocols on fire occurrence. Furthermore, 50%
of the algorithms locate the BS inside or on the border
of the sensing field, which makes it vulnerable to damage
during fire accidents. Also, 53% of the analyzed approaches
employed a central node in network architecture, such as a
gateway or forwarder node. If one or more of these challenges
are present in the protocol and an unexpected fire breaks
out, then the network will be segmented and the data routing
process will fail, subsequently losing the collected data and
rendering the protocol useless.

To further examine the challenges, consider a 100mx100m
network with hierarchical clustering employment, as illus-
trated in Fig. 6. The normal conditions were considered in (a),
where there was no fire explosion, and the BS was located
inside the network area. In (b), also under normal conditions,
a gateway was employed to improve the network’s lifetime,
and BS was placed outside the network area. In (a) and (b),
there are no issues regarding data transmission because it was
considered a normal environment, and the routing algorithm
replaced the CHs or gateway nodes based on energy criteria.

The BS location challenge is addressed in (c); if a fire
broke out near the BS, all submitted data from the CHs to
the BS would be lost. This might be regarded as the worst
scenario since it results in the total loss of the data at once
since the BS is responsible for data submission to the control
system. Furthermore, there is no alternative for the BS in
the existing routing algorithms since the BS is a robust node

TABLE 5. The architecture challenges for the reviewed protocols in fire
incidents.

with significant energy support; thus, losing the BSmakes the
protocol useless.

A gateway node employed in (d) is used to transmit
all aggregated data from CHs to the BS. Thus, the failure
of this node due to fire damage will result in the loss of
all transmitted data from CHs. However, depending on the
network size, various routing architectures may employ two
or more gateway nodes. For instance, 50% of the transmitted
data will be dropped if the network uses two gateway nodes,
and one of them is lost in a fire incident. Therefore, if gateway
nodes are utilized, the probability of data loss in fire incidents
will vary based on network architecture and the number of
employed gateways.

In (e), when one of the clusters caught fire and caused
damage to the CH, 25% of the data would be lost during
the current round before the algorithm replaced it with an
efficient one in the next round. Moreover, the new CH will
be selected mostly based on energy and some other metrics,
disregarding the significant criteria in fire incidents such
as distance from lost CH and temperature levels. These
criteria should be considered to prevent the selection of CH
that is also close to a fire source and may be destroyed
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FIGURE 5. Conceptual description of the protocols’ architecture challenges in fire incidents.

too. Therefore, increased fire progress might cause cluster
insulation for further rounds. Additionally, if the fire spreads
to another cluster, the probability of data loss will grow. Thus,
50% of the monitored data would be lost if two of the clusters
were damaged, and so on. The data loss probability for the
assumed four-cluster network architecture based on various
scenarios is addressed in Fig. 7.

The crossover among the evaluated architecture challenges
is described in Fig. 8. Circle A refers to the BS-location
challenge, Circle B refers to the cluster insulation challenge,
and Circle C refers to the central node challenge. Based on
the figure, we can conclude the following:

• Cluster insulation is the most significant issue that all
hierarchical protocols might encounter in fire incidents.

• Some reviewed protocols have a central node as part
of their architecture. If it does exist, it often occurs in
conjunction with the cluster insulation challenge rather
than by itself, because in the hierarchical protocols,
a central node oversees delivering the CHs’ aggregated
data to the BS. As a result, a protocol with a central node
utilization challenge cannot be seen without a cluster
insulation challenge.

• From the above two facts, no protocol could combine
the challenges of the BS location and central node alone
without incorporating cluster insulation.

Finally, the research gaps can be highlighted as follows:
• Current routing protocols frequently lack reliable mech-
anisms to prevent data loss during fire incidents.

The significant possibility of node failure or damage
may lead to substantial data loss, which is crucial in
emergencies. Advanced data-rerouting methods, such
as deep learning techniques, are required. In addition,
research is vital to developing protocols that preserve
data integrity and reliability in unpredictable, changing
environments.

• Fire incidents may cause isolated network segments and
communication deformations. There is a lack of proto-
cols capable of dynamically reconfiguring the network
to preserve the connection. Current solutions frequently
fall short of seamlessly restoring the connection in
segmented networks. Developing approaches to bridge
unconnected network segments without substantial
delays is a significant research gap.

• Existing fault-tolerance routing protocols may not be
flexible enough to manage various routing failures
during fire conditions. Fault-tolerant routing algorithms
must be developed to keep functioning regardless of the
number of nodes or connection failures.

• Fire incidents frequently result in network nodes being
destroyed or damaged, and energy-efficient protocols
that can function with restricted power sources are
necessary. Current studies lack substantial solutions that
target energy efficiency under such conditions.

• Network performance can be significantly impacted by
the loss of head nodes, such as cluster heads, forwarder
nodes, gateway nodes, and base stations. These nodes
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FIGURE 6. Graphical Description for the Architecture Challenges in Fire Incidents for (100 m x 100 m) WSN: (a) In normal conditions and the BS within the
network area (b) In normal conditions and the BS outside the network area and gateway node used (c) In a fire incident and the BS within the network
area (d) In a fire incident and the BS outside the network area and the gateway has been lost because of fire (e) In a fire incident and the BS outside the
network area with gateway used and one of the CHs has been harmed because of fire.

FIGURE 7. Data loss probability on various scenarios for the assumed
network architecture.

frequently operate as essential hubs for communication.
It is crucial to have a robust backbone network that can
balance the load, make emergency replacements, and

FIGURE 8. The crossover among the architecture challenges in the
reviewed protocols: (A) BS-Location Challenge (B) Cluster Insulation
Challenge (C) Central Node Using Challenge.

keep the network functioning even if one or more of the
main nodes fail.

• Lack of detailed evaluation frameworks to evaluate the
applicability of distinct protocols under fire scenarios.
The development of standardized criteria and evaluation
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metrics may help in optimizing protocols for such
applications. These metrics include the packet loss ratio
and the packet delivery ratio.

• The network topologymay change significantly because
of fire occurrences. Routing protocols must be able to
quickly adapt to these variations to maintain dependable
communication despite the changing environment.

• Prioritizing specific data (such as evacuation routes and
crucial notifications) is necessary in emergency scenar-
ios. Current protocols frequently lack the necessary QoS
guarantees and procedures to prioritize such data.

• Multiple systems are frequently involved in effective fire
incident management, such as fire detection systems,
communication networks, and emergency response
systems. Protocols that may function seamlessly with
these many systems are required. Hence, incorporating
results from testbeds or hardware experiments provides
evidence of the protocols’ reliability and efficacy in
practical settings, enhancing the theoretical insights
explored.

VIII. RECOMMENDED FUTURE DIRECTION
As a result, future research should focus on the design and
implementation of application-specific routing algorithms,
and the protocol should be adaptive to sudden environmental
conditions that cause network topology destruction. The
following recommendations are provided in this survey to
address the challenges mentioned in the previous section on
indoor fire incidents:
a) BS Relocation

Within a network, base stations play a crucial role as
communication centers, enabling the transfer of data and
emergency communication services. Deploying them
outside of the network area ensures that they remain
functional if a fire event affects the network’s infras-
tructure. By enabling individuals to contact emergency
services, organize evacuations, and obtain essential data
during emergencies, this contributes to the continuity of
service. Setting the BS outside the network area provides
redundancy and backup capabilities, offering seamless
rerouting of traffic and the establishment of alternative
communication paths if the network is disrupted by
fire events. This redundancy optimizes the robustness
and reliability of the network, decreasing the potential
for communication failures during emergencies. As a
result, in the hierarchical indoor routing protocols, the
BS should be configured outside the network area to
be protected from the risk of fire breakout since it
controls data delivery from the clusters to the control
system. This is the main concern in network architecture
to prevent data loss in fire incidents. Some protocols
place the BS on the network border, which is likewise
unsafe and does not guarantee that the BS would not be
harmed by a nearby fire. Therefore, it is ideal for BS
to be located outside of the network area in a way that
certainly separates it from the fires that occur.

b) Temperature Sensing by Sensor Node
In WSNs, the position of each sensor is known,
which informs the BS about the range of the sensor
and ensures continuous communication with smooth
transitions between sensors. Furthermore, all sensors
are within the range of wireless communications when
connected [88], [89]. This study suggests that sensor
nodes within indoor detection networks should have
built-in temperature sensing to evaluate the danger
level based on temperature variation. This is extremely
valuable in fire detection and in controlling both
alarm and evacuation procedures in fire incidents.
When all sensor nodes within indoor networks have
built-in temperature sensing, it may lead to extra energy
consumption for sensing and redundant data collection.
However, this increase in energy and data is required
compared to the frequent advantage of preventing deaths
and property damage by ensuring fire data delivery at
indoor fire incidents.
For instance, it is undoubtedly improper to neglect
to address the level of danger involved in hospital
fires, where there may be patients in the operating
theater or their cases make it difficult to evacuate
quickly. Furthermore, the proposed fault tolerance
algorithms for faulty node detection and recovery do
not consider temperature levels as a parameter for
faulty node replacement, which is critical if nodes
have faults due to broken-out fires. Accordingly, it is
essential to incorporate temperature sensing within
the sensor node so that the algorithm will take the
temperature level into account for the burned node’s
replacement.

c) Avoid Cluster Insulation and Central Nodes Lost
The clustering strategy has been extensively utilized
to improve routing algorithms since it is seen as an
efficient and appropriate approach to delivering data
seamlessly. However, CH selection is regarded as a
complex procedure since it needs to satisfy certain
criteria for efficient performance [90]. The sensor
nodes could fail for various reasons, including hardware
component failure, battery exhaustion, transmission link
issues, instability, and environmental effects. A lot of
CH selection approaches focus only on the selection
of energy-efficient CHs without considering the unex-
pected loss of high-energy CHs, which would also result
in data routing failure.
The same goes for when the gateway, forwarder,
or any central node suddenly fails in fire incidents.
Therefore, an intelligent replacement approach for the
dead CHs, or central nodes, should be utilized. If these
nodes are destroyed, another node with a comparable
level of accuracy will take up the responsibilities
based on predefined criteria to maintain network
functionality.

In the next few sections, we will review and evaluate
CH selection techniques, including traditional and intelligent
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strategies. Moreover, we are discussing whether these
techniques are appropriate to employ in the case of central
node loss in fire incidents, cluster insulation, and the
abrupt death of the CHs. Further, a discussion of the fault
tolerance strategies used in routing algorithms is included to
demonstrate how effectively they perform in terms of faulty
node detection and recovery during a fire.

IX. CH SELECTION METHODS BASED ON THE USED
TECHNIQUE
This survey developed a taxonomy of relevant CH selection
methods and categorized the different clustering approaches
according to the techniques used for the period 2002–2023.
It is difficult to review a complete list of all the clus-
tering approaches for the period due to the variety of
information, the intersection of related research areas, and
the advancement in recent computer technology. There-
fore, the commonly employed clustering algorithms with
high practical utility and well-studied methodologies are
chosen. One or multiple regular algorithm(s) for each
category is/are addressed to give readers a systematic and
accessible view of the crucial method analysis. The CH
selection approaches based on the techniques utilized are
categorized as follows in Fig. 9. The oldest are traditional
clustering protocols, while the newer ones use hybrid
clustering.

1) TRADITIONAL CLUSTERING APPROACHES
In this approach, the clustering operations are performed
without using distinctive schemes or optimization techniques.
Instead, it is considered the classic method for cluster
formation, CH election, and data communication. Traditional
clustering is generally based on the probability of CH
selection.

Improved LEACH for microsensor networks is used with
application-specific data aggregation and media access to
introduce reliable performance in terms of system lifespan,
delay, and application-perceived quality [91]. In the proposed
protocol, each node must decide to become a CH at round r
with a probability equal to:

Pi(t) =


k

N−k × (r mod N
k )

;Ci(t) = 1

0 ;Ci(t) = 0
(1)

where i is the node, N is the total number of nodes, k is the
expected number of CHs, and Ci(t) is the indicator function.
The EnergyDissipation Forecast andClusteringManagement
(EDFCM) protocol introduced a stable selection and reliable
transmission algorithm using a mathematical model through
forecasting energy dissipation and clustering management
with two levels of hierarchy [92]. It was developed to
obtain the optimum number of CHs. However, it does
not discuss the network segmentations caused by cluster
insulation in the occurrence of sudden events. The weighted

probability Pi(r + 1) for CH selection is as follows:

Pi(r + 1) =



p
(1 + α · m)

(
Ei(r) − EPR−TO(r)

Ē(r + 1)

)
If node i is type 0_node

p
(1 + α · m)

× (1 + α)
(
Ei(r) − EPR−T1(r)

Ē(r + 1)

)
If node i is type 1_node

(2)

where p is the node probability to be selected as a CH,E i(r)
is the residual energy for the node i in the round r . EPR−T0(r)
and EPR−T1(r) are the average energy consumption for the
two types of CHs in the round r, Ē(r + 1) the node’s
average energy in the round r + 1, and α,m are the network
parameters.

A cluster-based routing protocol called Improved-LEACH
(I-LEACH) elects CH nodes based on the geographical
position of the sensor node, residual energy, and the number
of neighboring nodes [93]. It reduces energy consumption
and increases the network’s lifetime. The following threshold
is used to determine the CH:

T (n) =



p(
1−p

(
r mod

(
1
p

))) ×
Ecur
Eavg

×
Nbrn
Nbravg

×
dtoBSavg
dtoBSn

S ∈ G

0 otherwise
(3)

where G is the set of sensor nodes, Ecur represents the power
of the current sensor node,Eavg denotes the network’s average
energy for the current round, Nbrn signifies the number of
neighbors for node n, Nbravg stands for the average number of
neighboring nodes, dtoBSavg indicates the average distance
between sensor nodes to the base station (BS), and dtoBSn
represents the distance from sensor nodes to the BS. Based
on the LEACH protocol, a multi-level hierarchical scheme
that improves energy efficiency and maximizes network
lifespan was introduced with two, three, and four-level [94].
Like LEACH, it is a classic routing algorithm that focuses
only on improving energy efficiency with an inefficient CH
selection method. A clustered protocol based on a node
queuingmodel to identify network congestion called Priority-
Based Application-Specific Congestion Control Clustering
Protocol (PASCCC) was proposed by Jan et al. [95]. It used
the setup and steady-state phases to perform the clustering.
The CH is chosen at random based on the methodology
of the LEACH protocol. It makes use of nodes’ mobility
to control network coverage and connection. In PASCCC,
a uniform CH distribution approach was utilized. However,
nodes’ energy is not considered in the CH selection process.
Multi-level route-aware Clustering (MLRC), on the other
hand, is a distributed, energy-efficient, and multi-level route-
aware protocol [96]. It creates a tree among sensor nodes
by employing a route-conscious method that allows nodes to
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FIGURE 9. Taxonomy of CHs selection techniques.

obtain the required information regarding potential routes to
the destination. Any node with a greater energy level than the
threshold value will become a candidate to be a CH, and the
fitness function will be computed by considering the energy
and distance to the BS. The node with the greatest value
would be the CH, as follows:

CHSi = a× Eri + b×
1

dtoBSi
(4)

where Eri denotes the residual energy of node Si, and dtoBSi
represents the distance of node Si to the base station (BS),
while a and b are real values.
Siwen et al [97] provided an energy allocation and CH

selection method for the Optimized LEACH (O-LEACH)
protocol. A new energy threshold is established, and the
nodes with lower energy than the threshold are not allowed to
compete for CHs. The simulation’s results show optimization
in the node death time, which extends the LEACH protocol’s
network lifetime. The energy threshold E is computed by the
following equation, where n is a variable with the original
value equal to 1 and Einit is the initial energy:

E = 0.8n × Einit (5)

2) OPTIMIZED CLUSTERING ALGORITHMS
In this survey, optimized clustering is classified into three
types: fuzzy logic-based, nature-inspired-based, and genetic
algorithm-based. Fuzzy logic is employed in clustering pro-
tocols to select CHs and other cluster assignments, improve
the protocol’s performance, and minimize the challenges
caused by the clustering process. Nature-inspired algorithms
were also employed in routing protocols. The natural

features of continuous Swarm Intelligence (SI) algorithms
and bio-inspired algorithms were used productively to solve
a given issue. Nature-inspired algorithms are usually used
to address challenges such as data aggregation, optimum
deployment, clustering, and node localization. Many swarm
optimization algorithms have been included in routing
algorithms, such as Particle SwarmOptimization, Ant Colony
Optimization, Bacteria Foraging Optimization, Artificial
Bee Colony, Spider Optimization Algorithm, Monkey Opti-
mization Algorithm, Wolf Optimization Algorithm, Fish
Optimization Algorithm, Firefly Optimization Algorithm,
and Honeybee Mating Algorithm.

Furthermore, the Genetic Algorithm (GA) is an adaptive
approach used to find a random-optimal solution for a
specific issuewith a substantial number of potential solutions.
Genetic algorithms have been extensively employed in
various applications, such as clustering, classification, and
feature selection. Moreover, the GA is usually applied to
routing problems that require multi-objective optimization,
which is hard to determine.

Fuzzy logic was used to improve standard LEACH in
terms of security and minimize the amount of energy
consumed [98]. In LEACH-FL, the sensing area was divided
into several equilateral hexagon clusters, and each of them
had a cell consisting of six equilateral triangles. Both cells
and clusters have an equal number of nodes. Each cell selects
a head, and then the CH is chosen from the six cell heads. The
CHs probability is given by:

Pi(t) =

{ p(
1−p

(
rmod

(
1
p

)) i ∈ G

0 otherwise
(6)
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where p represents the predicted percentage of the Cluster
Head (CH) nodes and r denotes the current round number.
Additionally,G signifies the collection of nodes that were not
selected as cluster heads in the previous 1

p rounds.
A Particle Swarm Optimization scheme (PSO) was used

to produce Linear and Nonlinear Programming (LP/NLP)
formulas [99]. The routing algorithm has been developedwith
an effective particle encoding approach and a multi-objective
fitness function. Through load balancing, the clustering
algorithm takes the nodes’ energy conservation into account.
To balance the load on the CHs or gateways, the BS executes
the clustering algorithm so that the information from the
routing solution is utilized for cluster formation. In PSO,
the fitness function is inversely proportional to the average
distance (AvegDist), and k is the proportionality constant:

Fitness =
k

AvegDist
(7)

The Distributed Load Balancing-Unequal Clustering
Using Fuzzy (DUCF) protocol also used a fuzzy approach
to select CHs [100]. DUCF produces unequal clusters to
balance the CHs’ energy consumption. It utilizes the node
degree, distance from the BS, and residual energy as inputs
for the CH selection. The output fuzzy parameters in DUCF
are chance and size. The protocol uses the maximum limit
size of several member nodes for the CH concerning the input
fuzzy parameters. Another approach for optimal CH selection
is the Breeding Artificial Fish Swarm Algorithm (BAFSA)
[101]. The fitness function applied to BAFSA is based on
energy and end-to-end delay. The proposed algorithm has
fast convergence, good fault tolerance, and valuable local
search ability. In addition, it performs effectively in terms of
reducing packet loss and improving the network’s lifetime.
The probability Pi of the fitness function fi is computed as
follows, where i is the fish and N is the total number of fish:

Pi =
fi∑N
J=1 fi

(8)

To reduce energy consumption and data overhead, the
Super Cluster Head Election Using Fuzzy Logic in Three
Levels (SCHFTL) protocol introduced three levels of CH
selection, where there are cluster heads and supercluster
heads [102]. The supercluster head is selected through fuzzy
logic. Only the supercluster head is allowed to send data to
the BS.

A multi-hop approach using GA was proposed to enhance
load balancing and reduce the energy consumption of
the distant CHs [103]. The GA-Based Threshold-Sensitive
Energy-Efficient Routing Protocol (GATERP) protocol uses
GA to select the appropriate CHs and relay nodes. Moreover,
the GATERP is suitable for the incident-based application
since it replaces the CH that is distant from the BS with a
near node. However, it did not pay attention to the dying
high-energy CH that was harmed in fire incidents and has a
lower preset distance threshold than BS. The routing fitness

function between CHi and CHj could be specified as follows:

fobj_routing = WR · fRE + (1 −WR) · fD (9)

where fRE is the residual energy factor, fD is the relative
distance factor, and (1−WR) andWR are the routing weights
associated with fD and fRE, respectively. The SI algorithm
is used in Section-Based Hybrid Routing Protocol with an
Artificial Bee Colony (SBHRA) based on the Artificial Bee
Colony algorithm (ABC) [104]. SBHRA divides the network
into sections with three nodes named, type-1, type-2, and
type-3 for a heterogeneous environment. CH selection is
performed on type-2 and type-3 regions based on the residual
energy. The fitness function for SBHRA is as follows:

f tpow α
1
EH

H⇒ f tpow =
K
EH

(10)

where f tpow is the fitness function, EH is the dissipated
energy for the heterogeneous network, and K is the propor-
tionality constant. A cluster-based, reliable data aggregation
approach was presented for energy-efficient data transfer and
collection [105]. The approach uses an Improved Sunflower
Optimization (ISFO) algorithm for CH selection and a deep
neural network to compute the routes between the IoT
sensors. When compared to the current routing protocols, the
suggested method performs better in terms of data transfer
rates, throughput, overhead, network lifetime, aggregation
latency, and energy usage.

3) MACHINE LEARNING BASED CLUSTERING
Machine Learning (ML) is a division of AI that was intro-
duced in the 1950s. Over time, it developed and advanced to
handle many issues in the fields of medicine, computers, and
engineering, such as optimization, regression, reinforcement,
clustering, and classification. Recent research demonstrates
that ML was able to address numerous problems in WSNs.
EmployingML inWSNs not only enhances system efficiency
but also simplifies complex operations like manual data
access, reprogramming, and information extraction from
massive amounts of data. Therefore, ML approaches are
quite valuable for acquiring enormous amounts of data and
extracting relevant information. Many ML techniques have
been applied to routing algorithms, such as Deep Learning,
Artificial Nurul Networks (ANN), K-means, Fuzzy c-means,
Convolution Nurul Network (CNN), Long Short-TermModel
(LSTM), Bayesian algorithm, K-Nearest Neighbor algorithm
(K-NN), Naïve Bayes Classifier, Support Vector Machine
(SVM), and Principal Component Analysis (PCA).

An Energy-Efficient Clustering algorithm based on
K-means called EECPK-means has been introduced for
WSN [106]. The midpoint algorithm is inserted to enhance
the initial centroid selection process. To balance the load on
CHs and extend the network lifetime, the suggested method
provides balanced clusters. In addition to Euclidean distance,
which is a parameter employed in the fundamental K-means
method, residual energy is also considered for sufficient CH
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selection. In EECPK-means, the optimal cluster number Kopt
could be obtained as follows:

Kopt =

√
N

√
2π

√
εfs

εmp

M

d2BS
(11)

Here, dBS is the distance between CH and BS, εfs is the
free-space model parameter, and εmp is the multipath model
parameter. An optimal CH selection algorithm based on a
Naïve Bayes classifier was developed [107]. The protocol
depends on residual energy and the sum of the Euclidean
Distance of member nodes to cluster heads to elect the
optimal CH. It is a flexible and effective approach; however,
this protocol maintains the classic clustering scheme of the
LEACH protocol.

Two algorithms for optimal CH selection and data
transmission have been implemented to prolong the network
lifetime and throughput [108]. The cluster head election
algorithm selects a CH randomly. The backpropagation
algorithm is used to determine the shortest paths between CH
and the BS as well as between the source and destination.
This increases throughput while also saving energy used
for transmission and reception. A grid-based CH selection
with a Multi-Channel Clustering Hierarchy (G-MCCH) was
combined to improve the WSN performance in terms of
workload allocation and communication efficiency [109].
The proposed algorithm is divided into grid cells, which then
choose CHs from among the nodes in each grid. The results
demonstrate that G-MCCH performs better than MCCH in
terms of packet loss, throughput, latency, and distance range.
The CH was selected only within the area defined by P_min
and P_max based on the following formulas:

Pmin(k)
∣∣x(i, j) ≤ CH(K ,X ) ≤ Pmax(k)

∣∣ x(i, j)
Pmin(k)

∣∣y(i, j) ≤ CH(K ,y) ≤ Pmax(k)
∣∣ y(i, j) (12)

where Pmin(k) and Pmax(k) are the minimum and maximum
grid position points and act as boundaries for the random
selection of CH, x is the x-coordinate of the grid cell, y is
the y-coordinate of the grid cell, and K is the number of grid
cells.

4) HYBRID CLUSTERING
Hybrid clustering combines two or more CH selection
techniques to address a particular issue or improve network
performance. In this survey, hybrid clustering is divided
into two categories: intra-hybrid clustering and inter-hybrid
clustering. Intra-hybrid clustering combines two or more
clustering methods of the same type, such as two or more
optimized methods or two or more ML-based methods.
The inter-clustering approach, on the other hand, combines
two or more clustering methods of different types, such as
optimization techniques with ML-based techniques.

Genetic-Fuzzy or Neuro-Fuzzy was also hybridized to
optimize both clustering and CH selection [110]. The
two-step clustering operation of the proposed algorithm
utilized a fuzzy inference system for the first step to elect

optimal nodes that could be CHs. A genetic algorithm
was used in the second step to make a final selection
of CHs from the nominated candidates introduced by the
fuzzy system such that the optimum solution produced is a
uniformly distributed balanced cluster, set which enhanced
network lifetime. The fitness function for the hybrid proposed
algorithm is:

fitscore =
(
ME + CHFrac + CHSpeed

)
(13)

where ME is the Mean communication Energy, CH_Frac
is the Cluster Head fraction, and CH_Speed is the Cluster
Head speed. The neural network is combined with clustering
routing algorithms and data fusion, relying on the network
model of the neural network in the context of investigating
data fusion and clustering routing protocols [111]. Based
on the competition network concept, an enhanced LEACH
protocol called CNN-LEACH is presented. The proposed
protocol balanced the network load and prolonged the
network’s lifetime. The fitness function f (x) is shown in the
below formula, where p is the sample number, yp is the actual
output, and tp is the sample output value:

f (x) =
1

1 +
1
2n

∑n
p=1

(
yp − tp

) (14)

The Application Specific Low Power Routing Protocol
(ASLPR) was proposed to prolong the lifetime of the
WSN based on the application using LEACH architecture
design with an extension to energy forecasting [112]. In this
protocol, the genetic algorithm and Simulated Annealing
(SA) were combined to set the parameters affecting the
threshold determination of CHs selection. A clustering-based
application-specific algorithm is produced; it considers some
concepts from the sensor nodes for CH selection, such as
the distance from the BS, distance from other CHs, residual
energy, and the number of previously CH nodes. The adaptive
threshold Talprp(n) for node n in ASLPR is calculated as
follows:

Talprp(n) =



a1T1(n) + a2T2(n)+
a3T3(n) + a4T4(n), if E(n) ≥

t1 ×
1
N

N∑
i=1

E(i),

0, if E(n) <

t1 ×
1
N

N∑
i=1

E(i).

(15)

where a1, a2, a3, and a4 are the four weighting constant
metrics provided to adjust the relative influence of the
sub-threshold terms for the multi-threshold Talprp(n). Two
hybrid protocols, Zonal Threshold-DEEC and Enhanced
Zonal-SEP, were proposed based on the traditional Stable
Election Protocol (SEP) and Distributed Energy-Efficient
Clustering (DEEC) protocols [113]. The proposed protocols
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combined the concept of dividing the network area into zones
with the new threshold formulation for optimal CH selection.
A hybrid of the Firefly Algorithm and Particle Swarm
Optimization (HFAPSO) has been proposed in a routing
algorithm [114]. The HFAPSO protocol introduced optimal
CHs selection that increased the longevity of the network. The
fitness function is determined using the residual energy of
nodes and the distance between the nodes and CH. Compared
to the Firefly method and the traditional LEACH algorithm,
the HFAPSO algorithm increased network lifespan and
decreased energy usage. The fitness function F is calculated
as:

F = f 1 × α + f 2 × (1 − α) (16)

f 1 =

M∑
i=1

E (ni) /

N∑
j=1

E
(
CHj

)
(17)

f 2 = max

∑
i∈j

d
(
ni,C Hj

)
/ | Cluster j |

 (18)

where, f1 is the energy efficiency metric, f2 is the distance
metric, α is the randomized parameter,M is the set of sensor
nodes, N is the set of CHs,

∑M
i=1 E(ni) is the sum of energy

levels for nodes,
∑N

j=1 E(CHj) is the sum of energy levels for
CHs,

∑
i∈j d(ni,CHj) is the sum of distances between node ni

and cluster head CHj, and |Clusterj| is the number of nodes
in the cluster j.

A deep belief network (DBN)-based routing protocol has
been developed to use less energy and improve data transfer
along the selected route [115]. As a result, the Packet
Delivery Ratio (PDR) gets enhanced. In this framework,
a Reinforcement Learning (RL) algorithm is used to organize
the nodes into clusters at first and distribute rewards to the
cluster members. Then, the Mantaray Foraging Optimization
(MRFO) algorithm is used to choose the CH required for
effective data transfer. The multi-objective requirements are
satisfied by one node, and that node is chosen to be the
CH. Using an effective deep-learning method, the data is
submitted to the sink node via the selected CH.

Deep learning was also used with the LEACH protocol to
enhance network performance [116]. This protocol divides
the network into many clusters, each with its own CH,
to improve energy efficiency by decreasing the transmission
distance. The CH selection was done by CNN based
on the network energy levels of the nodes. After each
round, the energy of each node is evaluated, and the node
with the highest energy is selected as CH.

Another hybrid model for Energy-Efficient Cluster Forma-
tion and CH selection (E-CFSA) based on CNN andModified
K-Mean clustering (MKM) was developed for mobile edge
computing [117]. The study employed CNN to identify the
most effective partitioning for a specific task, the optimum
transferring mechanism, and the optimum CHs. Each cluster
in the MKM technique has more than one CH to lead.
Additionally, it minimizes the number of re-clustering cycles,

thus reducing the energy use and delay associated with the
re-clustering operation. Table 6 describes the properties of
the CH selection methods discussed for the previous routing
protocols.

The hybrid strategy integrating two techniques looks
like the most efficient for optimal CH selection since it
combines the strengths of the two techniques. However,
the computational complexity as well as network and
communication overhead are a big concern.

Sudden network segmentation awareness in unanticipated
events was not incorporated into any of the prior CH
selection methods shown in Table 6. Furthermore, the
urgent replacement of the damaged energy-efficient CHs
was not considered. Consequently, it is recommended that
routing protocol developers use an intelligent CH selection
technique involving network segmentation awareness and
emergency replacement for the CH or any central node to
ensure aggregated data delivery to the sink node, which is
very substantial for WSN and particularly for fire-detection
networks. Table 7 summarizes the comparison between the
classification of CH selection methods produced in previous
surveys from 2018 to 2023 and their recommendations
with this survey’s suggestions. Further, the classification
comparison with the comparative CH selection surveys is
illustrated in Fig. 10.

X. FAULT TOLERANCE ROUTING ALGORITHMS (FTRAS)
The sensor nodes inWSN are prone to failure since they have
a limited power source and are usually deployed in hostile and
harsh environments. The faulty nodes might cause incorrect
data sensing, wrong data transmission, and insufficient data
processing. A node is considered faulty if the threshold limit
of its battery power is reached, its microcontroller fails, or its
transmitter circuit fails to function correctly [123], [124]
[125].

In routing algorithms, a new node must replace the faulty
node. Otherwise, its responsibility needs to be shared by
another healthy node [126]. Four main nodes are often used in
the architecture of clustered routing protocols: the sink node
(BS), which delivers themonitored data to the control system;
the central nodes, which might be gateway or forwarder
nodes; the CH, which is responsible for data transmission to
the BS or a central node; and the cluster member that senses
the network area. All these nodes might be damaged due to
unexpected events such as fire incidents, resulting in a faulty
node and thus losing the acquired data.

1) CHALLENGES OF FTRA IN FIRE INCIDENTS
Fault-Tolerance Routing Algorithms (FTRA) are essential in
ensuring network connections, particularly in emergencies
such as fire incidents. However, in such scenarios, these
algorithms might face multiple challenges:

• Dynamic Network Topology: The network topology
during fire incidents may change rapidly due to commu-
nication infrastructure damage. Such dynamic changes
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TABLE 6. Properties of the CH selection techniques for the reviewed algorithms.
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TABLE 6. (Continued.) Properties of the CH selection techniques for the reviewed algorithms.

could be challenging for fault tolerance algorithms to
adapt to, resulting in inefficient routing decisions.

• Link and Node Failures: Fires can result in node
and link failures, which would prevent the network
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TABLE 7. A comparative summary of the CH selection surveys.
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TABLE 7. (Continued.)A comparative summary of the CH selection surveys.

from functioning normally. To maintain connectivity,
fault tolerance algorithms must immediately recognize
these failures and reroute traffic. However, the damage
degree might cause several failures simultaneously
exceeding the algorithm’s ability to identify alternate
routes.

• Energy Efficiency: During fire events, network nodes
are often battery-dependent or dependent on other
sources. To extend the operational duration of nodes,
fault tolerance algorithms must incorporate energy-
efficient routing. However, this necessity may con-
flict with the requirements for redundancy and quick
communication.

• QoS Considerations: Fire incidents should include
high-priority communication with emergency response
groups. Fault tolerance algorithms should balance

maintaining communication and ensuring crucial
data prty. Therefore, complex routing decisions might
be needed.

• Real-time Decision-Making: Real-time decision-
making is necessary during fire situations; thus, fault
tolerance algorithms should rapidly respond to changing
situations. For emergency response activities, delays
in route computation or decision-making might have
serious consequences.

• Communication Infrastructure Damage: Fires might
physically harm communication infrastructure, includ-
ing cellular towers and data centers. Fault tolerance
algorithms may require consideration of alternative
communication forms, such as ad-hoc networks, satellite
connections, or mesh networks, which might provide
further technological challenges.
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FIGURE 10. Classification comparison with the State-of-the-Art CH-Selection Surveys.

• Incomplete Information: Fires can lead to partial or
complete loss of communication with certain network
components. Fault tolerance algorithms heavily rely on
accurate information about the network state. Incom-
plete and/or outdated information may result in network
segmentation or inefficient routing decisions.

• Congestion and Load Balancing: Network congestion
may occur when there is a surge in communication
during fire events. All traffic should not be routed
over just a few paths using fault tolerance algorithms
because this may lead to more congestion and affect the
performance of the whole network.

• Data Security: The sensitivity of transmitted informa-
tion may increase during emergencies. Consequently,
secure and encrypted routes should be achieved by fault
tolerance algorithms to avoid unauthorized access to
private information.

To overcome these challenges, routing protocol developers
are invited to design powerful fault tolerance algorithms
that consider the particularities of fire accidents and other
emergencies. These algorithms attempt to develop reliable,
robust, and effective communication networks even in rapidly
changing topologies and unexpected conditions.

2) LIMITATIONS OF FTRA IN FIRE INCIDENTS
Many fault-tolerance routing algorithms are developed to
detect faulty nodes. However, if the failure is due to fire
incidents, these algorithms need to meet certain requirements
to recover the faulty nodes properly. The key limitations on

fault tolerance routing algorithms that prevent them from
operating efficiently in fire conditions are outlined below:

• Selected Parameters: In fault-tolerance routing
approaches, the parameters used to replace the faulty
node, such as residual energy, node degree, delay
between nodes, nearest distance, traffic, number of
neighbor nodes, and probability value, are inaccurate
for replacing the burned node in fire occurrences. It is
essential to examine the temperature level and the
distance from the burnt node for the alternate candidate
node to avoid burning quickly by the same fires,
as well as check the residual energy. Accordingly, the
significant parameters that should be considered while
replacing the burned node are residual energy, the largest
distance from the burned node, and the temperature
level.

• Predefined Backup Nodes: Some fault tolerance algo-
rithms predefine an energy-efficient backup or spire
node(s) to replace the faulty node to reduce the amount
of energy and time needed to select another healthy
node. However, a predefined node strategy is inefficient
in the case of fire incidents because fire incidents require
real-time decision-making. Accordingly, for fault node
replacement, it is important to recognize the real-time
status of the alternate candidate node based on the fire
progress in terms of the temperature level and distance
from the bunt node before replacing it with the burned
nodes.

• For One-Node Type: As mentioned previously, four
node types are usually deployed in clustered routing
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TABLE 8. The summary of ftras with significant limitations in fire incidents.

algorithms, which are the BS, CHs, central nodes, and
cluster members. Some fault-tolerance algorithms detect
and recover only one node type, such as BS, CH, or the
central node. For a reliable fault tolerance scheme in
fire incidents, the algorithm should be able to detect
and recover all node types in the network architecture
to maintain network functionality.

• Detection Without Recovery: Some fault tolerance
approaches are developed exclusively for fault node
detection without recovery. However, for guaranteed
data delivery to BS in fire incidents, both detection and
recovery of the fault nodes should be considered.

Table 8 analyzes some relevant fault tolerance routing algo-
rithms in terms of methodology, objectives, and simulation
tools, as well as the existing limitations in fire incidents.

The numerical description of the simulation tools used
in the reviewed protocols of the whole survey is organized

FIGURE 11. The numerical description of the simulation tools used in the
reviewed protocols of the survey.

in Fig. 11. MATLAB is the most common simulation tool
used in routing protocols with 59%, followed by the Network
Simulator version 2 (NS2) with 23%.
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As a result, fire accidents have a significant and diverse
influence on network performance metrics, impacting several
crucial components that are essential to the reliability and
efficacy of network operations. Network architecture can
be deeply impacted by fire incidents, resulting in node
failures and link damage. When routes become unstable
and network infrastructure is destroyed, there is a greater
chance of packet loss, which may significantly decrease
the packet delivery ratio. Throughput is another important
measure that is negatively impacted during fire incidents. The
data transfer rate reduces as network congestion improves.
This is exacerbated by the network’s reduced ability because
of faulty nodes and links. Furthermore, there might be a
significant increase in the nodes’ consumption of energy.
In unstable environments, nodes may need to use more
energy to remain connected and conduct complex routing
calculations. Network segmentation results from fire inci-
dents further play a critical role in performance degradation.
Network fragmentation into isolated segments might prevent
data flow over the network, affecting partially impacted
regions of communication. This segmentation increases delay
and lowers the overall reliability of the network by forcing
it to perform significant reconfiguration efforts. Current
routing protocols may be unable to adapt adequately to the
suddenly changing environment, resulting in routing failures.
Non-adaptive routing protocols may become ineffective,
making the network unable to recover efficiently from
distractions. This situation emphasizes the necessity for
effective fault-tolerant routing and adaptive protocols able
to preserve performance regardless of adverse conditions
brought by fire incidents.

XI. CONCLUSION
WSNs have recently gained popularity due to their expanded
applications in health care, environmental monitoring, earth-
quake and volcano prediction, security, intrusion detection,
surveillance, and structural health monitoring. Cluster-based
strategies are a successful solution for addressing the sensor’s
energy issue. This survey covered many clustering models
and introduced a comprehensive overview of the cluster-
ing algorithms and their key characteristics. In addition,
it discussed the essential aspects, contributions, benefits,
and drawbacks of various clustering protocols to assist
researchers in gaining a faster and deeper conception of the
basic principles of various clustering models. However, the
main objective of this survey is to evaluate the protocols’
adaptivity for sudden fire incidents and determine if they can
deliver data to BS properly even with a damaged network
topology due to unpredictable events. Hence, the survey
has concluded that the reviewed protocols suffer from one
or multiple of the architecture challenges in sudden fire
incidents. The major architecture challenges are the BS
location, cluster insulation if the energy-effective CH loses,
and central nodes losing. These challenges lead to the loss
of a significant amount of monitored data, if not all, in fire
incidents due to network segmentation. Moreover, the survey

suggests various solutions that could be achieved to overcome
these challenges, in terms of locating the BS outside
the sensing field, integrating temperature sensing in the
network’s sensors, and developing an intelligent CH selection
method that guarantees data routing and delivery even with
the unexpected loss of CHs or central nodes. A new taxonomy
for CH selection methods based on the used technique
was introduced. Furthermore, the challenges and limitations
that current fault tolerance routing algorithms suffer in
fire incidents were further discussed, and the necessity of
designing a powerful FTRA that is rabidly adaptive to the
changing topology of the network was explored. Therefore,
significant attention should be paid in the future to developing
a fire adaptive clustering scheme that is compatible with
unforeseen changes to achieve a successful data delivery
process in sudden incidents, particularly indoor fires. The
findings of this survey could be extended to other environ-
ments, such as dynamic/mobility scenarios, to highlight the
potential applicability of the survey findings in other relevant
scenarios.
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