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ABSTRACT In response to the challenge of mitigating flight delays, this study introduces an innovative solu-
tion that encompasses the prediction of delay durations for existing flights and the subsequent optimization
of ground service processes based on these predictions. The indirect forecasting of flight delays is achieved
through the construction of a random forest model, exhibiting a remarkable 100% accuracywhen considering
a 15-minute standard for flight delays. In light of the delay prediction outcomes, distinct delay coefficients are
assigned to individual flights, facilitating the development of a ground service optimization model through
the application of a genetic algorithm. Within the genetic algorithm optimization framework, significant
enhancements have been implemented in the gene encoding of the initial population, incorporating a
segmented encoding approach. Employing this refined model to optimize the service sequence and duration
of ground service vehicles for all flights culminates in the notable accomplishment of achieving zero delays
for the entire set of flights.

INDEX TERMS Flight delay prediction, ground service optimization, random forest model, genetic
algorithm model.

I. INTRODUCTION
The aviation transportation industry has consistently faced
numerous challenges, with flight delay being a prominent
issue. Flight delays not only result in significant economic
losses for airlines and airport operators but also inconve-
nience passengers. Despite various measures implemented by
airlines to mitigate delays, multiple factors such as weather
conditions, mechanical failures, and air traffic control persist,
contributing to the occurrence of flight delays. According to
information provided by the online platform FLIGHTSTATS,
based on global flight data, the average on-time perfor-
mance of the top 10 airports with the highest punctuality
rates in August 2023 was 83.15%. However, Asia Pacific
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Airlines achieved an on-time performance of only 79.62%,
while North America Airlines had the lowest punctuality rate
at 71.82% [1].

In recent years, scholars have focused their research on two
main aspects to further reduce the impact of flight delays.
Firstly, there is an emphasis on establishing effective flight
delay prediction models to provide accurate forecasts of the
duration of flight delays, offering valuable references for
airlines. Secondly, optimization of ground service processes
is explored, aiming to identify more rational service pathways
and thereby reduce the overall duration of flight delays.

Most of the existing papers on flight delay prediction
have focused on both influence factor extraction and pre-
diction models [2]. Wu et al. combed the advantages of
Dense Net and SEN et al, can not only enhance the trans-
mission of deep information, avoid the problem of vanishing
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gradients, but also achieve feature recalibration by the fea-
ture extraction process [3]. Esmaeilzadeh et al. employed
a support vector machine (SVM) model to explore the
non-linear relationship between flight delay outcomes [4].
Ye et al. used four popular supervised learning meth-
ods: multiple linear regression, a support vector machine,
extremely randomized trees and LightGBM are investi-
gated to improve the predictability and accuracy of the
departure delays prediction model [5]. Bisandu et al. pro-
posed a novel alternative method for flight delay prediction,
namely social ski driver conditional autoregressive-based
(SSDCA-based) deep learning [6]. Such as [5], Wang et al.
selected three machine learning algorithms to predict the
distribution of flight delays: multilayer perceptron (MLP),
LightGBM and random forest (RF) [7]. Unlike [3], [4], [5],
[6], [7], Wang et al. focused on the use of macro and micro
factors for predicting flight delay [8]. They proposed two
novel explanatory variables from a microscopic perspective:
departure pressure and cruise pressure. Shi. constructed a
departure flight delay prediction model based on a deep fully
connected neural network [9].

The aircraft Ground Handling (GH) operations represents
the airside activities at airports in charge of processing pas-
sengers, cargo, facilities and supplies at and around parked
aircraft. Most of these operations are performed by different
service providers, using a wide panoply of specialized vehi-
cles and equipment known as Ground Support Equipment
(GSE) whose management is core to GH [10]. The emerg-
ing technologies lead the airport industry towards Smart
airports. Smart Airport concept is the future of Airport oper-
ation and it may dramatically change the industry towards
modern technology adaptation [11]. Airport Collaborative
Decision Making (ACDM) is one of the products of smart
Airport. The primary objective of ACDM is to enhance
the efficient utilization of airport resources, reduce flight
delays, improve flight punctuality, and enhance the overall
operational efficiency of the airport. In [10], Tabares et al.
developed a multi-time scale airport GH management struc-
ture with on-line solutions for the GSE fleet operations
compatible with increased GH automation (both for informa-
tion and GSE hardware) in the context of ACDM operations.
Ip et al. proposed a genetic algorithm with a hybrid encoding
scheme [12]. In this paper, the encoding scheme describes the
bit of a chromosome as appositive real number. Its integer
part stands for the assigned crew of a flight and its decimal
part for the position in job sequence by percent. For accu-
rately estimating the ground service time of the transit flight
and realizing the accuracy of the flight push time control,
Xing et al. proposed a time estimation method based on
Markov Monte Carlo (MCMC) for the ground service of the
transit flight [13]. In addition to the above research, some
scholars have also proposed new algorithm models from
the fields of service vehicle operating costs [14] and crew
scheduling process [15].
At present, there are mainly the following problems in

research on the above two fields.

(i) The data used in the flight delay prediction model is not
comprehensive enough. Agogino et al. [16] failed to consider
the airport’s delays to optimize take-off and landing intervals.
Bansal et al. [17] does not utilize features such as unique
air carriers, tail number of aircraft, and origin/destination
airports with trigonometric transform function in the model
training to enhance predictions’ accuracy. Yu et al. [18] the
method did not use an optimization algorithm even without
access to the required data on air traffic control.

(ii) The definitions involved in ground service optimization
problems are not clear enough, such as the turnaround time
(TRT). In [10], TRT of an aircraft is the time duration this
aircraft is stopped at its parking position (from on-blocks until
off-blocks, when chocks are removed from aircraft landing
gear) and subject to GH activities. Fricke et al. [19] estimated
TRT as the duration of the critical path of the different GH
handling activities taking place with that aircraft, plus even-
tually some buffer time.

(iii) When using a genetic algorithm for ground ser-
vice optimization, the problem model and encoding method
require further refinement. Ground service optimization is a
complex temporal and path sorting problem, and the model
varies with different objectives. Ip et al. [12] and Tang [20]
both modeled optimization problems under specific con-
ditions and proposed encoding methods for the matching
model. However, these approaches have certain limitations
and poor portability.

(iv) There is no specific treatment measure for delayed
flights. While flight delay prediction models can provide
forecast results, they do not offer measures to avoid delays
for the identified delayed flights. Similarly, ground service
optimization focuses on general improvements for the entire
airport and lacks effective linkage with delayed flights.

To address the aforementioned issues, this paper proposes
a ground service optimization model associated with flight
delay prediction results. This model utilizes ACDM data
as the prediction basis, ensuring selected data comprehen-
sively considers various factors influencing flight delays.
Based on the predicted delay levels, the model optimizes the
ground service processes for relevant flights, ensuring they
do not experience further delays. To implement this model,
an RF-GA (Random Forest and Genetic Algorithm) fusion
algorithm is developed. The core principle involves incor-
porating RF prediction results into the problem description
of GA. The multi-objective optimization algorithm NSGA-II
focuses on optimizing the ground service processes for
delayed flights, ensuring normal flights remain unaffected
while planning reasonable ground service processes for
delayed flights. The ultimate goal is to normalize the oper-
ations of delayed flights.

II. ACDM DATA PROCESSING AND ANALYSIS
This section primarily involves preliminary processing and
analysis of the data downloaded from the ACDM system,
defining some basic parameters. Data processing aims to
modify the data format for readability and ensure the accuracy
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TABLE 1. Raw data sample.

TABLE 2. Acronyms in this paper.

of data used for prediction. Data analysis involves initial cal-
culations and analysis of flight operation data to identify basic
trends and patterns, providing a basis for further research.

A. DATA SOURCES
The ACDM aims to establish a highly collaborative airport
operational environment, ensuring efficient utilization of air-
port resources, increased capacity, reduced delays, enhanced
passenger experience, cost reduction in operations, and pro-
motion of sustainability across the aviation industry. This
system finds widespread application globally, providing sup-
port to airports of various sizes and types. The ACDM has
introduced a milestones approach for the whole turnaround
process of each aircraft at airports [10]. In the realm of
ACDM, numerous milestones abound, encompassing ele-
ments such as the Scheduled Time of Arrival (STA), Latest
Time of Turnaround (LTOT), Scheduled Time of Departure
(STD), Gate Open Time (GOT), and many others. A sample
of raw data exported from ACDM is shown in Table 1.

Since most of the data names in ACDM are given in the
form of abbreviations, which are difficult to read, all abbrevi-
ations involved in this article are listed in Table 2 to facilitate
comparison.

Since the beginning of 2020, COVID-19 has swept the
world and had a catastrophic impact on the aviation indus-
try, causing flight volumes to plummet. According to IATA
statistics, the airline sector produced an economic loss of
USD 175 billion in 2020 (10 times larger than the average

FIGURE 1. Number of airline births and, deaths.

annual value destruction pre-pandemic) and USD 104 billion
in 2021, resulting in economic profit margins of -46% and
-21% respectively [21]. In another report [22], there were
more new airlines born, and fewer airlines being closed in
2021 compared to 2019. The statistical results can be found
in Fig 1. In the long-term forecast, the global passenger travel
to return to the 2019 level of activity in 2024 and to expand
substantially over the next two decades.

To further determine the selected years and months for
experimental data, an analysis of flight operation data at
Shanghai Pudong Airport from 2019 to 2023 was conducted,
and the results are depicted in Figure 2. It is evident that
the total number of flights in 2023 still exhibits a significant
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FIGURE 2. Number of flights and TRT from 2019 to 2023.

gap compared to 2019. However, the domestic flight volume
has surpassed the levels observed during the pandemic, with
notable differences observed in the international/regional
flight volume. Although the quantity of international/regional
flights has not yet reached pre-pandemic levels, it shows
a consistent annual increase, suggesting that over time,
it may surpass the pre-pandemic flight volumes. Due to strict
requirements for epidemic prevention and control at trans-
portation airports during the pandemic [23], the turnaround
time (TRT) of an aircraft has notably increased. In Fig 2,
the TRT in 2023 has significantly decreased compared to
2020 but still remains longer than that in 2019.

There are two possible reasons why the Turnaround Time
(TRT) in 2023 might be longer than that in 2019: firstly, the
current TRT may still be in a declining phase and has not yet
returned to pre-pandemic levels; secondly, new operational
processes were introduced during the pandemic to increase
flight turnover, and these processes have been retained even
after the pandemic, leading to an extended TRT. To further
ascertain the patterns of TRT variations, an analysis of flight
data from February to June 2023 was conducted, and the
results are presented in Fig 3.

In Fig 3, the overall trend of flight quantity exhibits
an upward trajectory, reaching its peak in June, while the
Turnaround Time (TRT) demonstrates an overall declining
trend, reaching its lowest point in June. Combining the
analysis presented earlier, both flight quantity and TRT in
2023 indicate a recovery period post-pandemic, expected to
reach pre-pandemic levels in 2024. The data for June provides

FIGURE 3. Number of flights and TRT from February to March 2023.

the closest approximation to pre-pandemic levels currently
available. Consequently, the operational data for Shanghai
Pudong Airport in June 2023 is selected for all model-related
data in this paper.

B. DATA PREPROCESSING
The data exported from ACDM contains a plethora of infor-
mation, and if not appropriately handled, certain information
may adversely impact the analysis. Therefore, data prepro-
cessing is necessary. The data preprocessing in this paper
involves a total of eight steps, as outlined in Table 3.

Most temporal data in ACDM is in the form of dates
and times. To facilitate subsequent processing, it is essential
to establish a starting point and convert other time points
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TABLE 3. Data preprocessing steps.

FIGURE 4. Parking space distribution map.

into time differences measured in minutes. Besides known
temporal nodes, the times used for predictive analysis are
also presented in the form of time differences. While many
scholars prioritize the deletion of erroneous data or fill-
ing missing data based on known information during data
cleaning, this paper introduces a novel method for correct-
ing erroneous data. This approach involves determining the
causes of erroneous data based on the numerical character-
istics of related data and subsequently correcting the data
accordingly.

As the flight operation data encompasses all flights,
including canceled and diverted flights, which significantly
compromise the accuracy of delay prediction, it is crucial to
filter the data using STUA and STUD. During the filtering
process, only data with STUA and STUD set to ‘‘Arrival’’
is retained, and other data is deleted. This paper specifi-
cally addresses the delay issues of normally transiting flights,
excluding delays of overnight parked flights, and filters the
data based on ALDT time. One advantage of this approach
is that time exhibits a linear relationship, allowing for direct
encoding. If delays within a 24-hour period are consid-
ered, trigonometric conversion of time would be necessary,
as detailed in [24].

The planning of flight ground services is closely related
to the location of parking positions. Parking positions on the
same apron are often closer, making it easier for a ground
service vehicle to move between different flights with shorter

transfer times. This arrangement facilitates the efficient ser-
vicing of multiple flights by a single ground service vehicle,
thereby saving costs for the airline. Using the example of
the No. 1 apron at Shanghai Pudong Airport, the layout of
parking positions on this apron is illustrated in Fig 4.

In Fig 4, the No. 1 apron has a total of 31 parking positions
distributed across three areas. Positions Nr.1-5 are on the
west side of Terminal 1 (T1), positions Nr.6-12 and Nr.14-24
are located on the south side of the terminal, and positions
Nr.25-32 are on the east side of the terminal. Due to different
aircraft types parked at each position, the distances between
them vary, directly affecting the transfer time of ground ser-
vice vehicles. Specific information about parking positions is
provided in Table 4.

Flight area standards II, wingspan, and aircraft types
are referenced from [25]. In Table 3, the aircraft parked
at positions Nr.25-32 have the smallest wingspan, belong-
ing to Class C flight areas; those at positions Nr.1-5 have
slightly larger wingspans, falling under Class D aircraft;
and positions on the south side of the terminal, accom-
modating aircraft with the largest wingspans, belong to
Class E and F flight areas. Referring to Table 1, infor-
mation about airport flight areas is displayed in ITY,
positioned after the aircraft types. In the absence of knowl-
edge about specific aircraft types, the correctness of parking
positions can be directly verified based on flight area
information.
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TABLE 4. Parking space information.

The process of extracting important parameters involves
creating a new data table. This step must be performed before
data cleaning to avoid unintentionally deleting necessary data
due to irrelevant errors. The data extracted in this step is
determined based on subsequent requirements, with reference
to Table 2 for the data needed in this paper.

C. DATA ANALYSIS
This section primarily conducts statistical analyses on two
crucial parameters: average service time and departure wait-
ing time. The average service time measures the total time a
flight spends receiving ground services at the airport, includ-
ing waiting time for services. Its calculation formula is

Tsev =

∑n
1 (tobi − tibi)

n
(i = 1, 2 · · · n). (1)

In the formula: Tsev is average service time, tobi is off block
time, tibi is in block time, n is the number of flights with same
identity. With (1), we can calculate the average service time
for different identities. Statistical analysis was performed on
the average service time, calculating the Median Time, Max-
imum Time, Minimum Time, and Average Time. To facilitate
the observation of data characteristics, the above results were
visualized using Candlestick Charts.

FIGURE 5. Average service time candlestick charts.

In Fig 5, the minimum times for different aircraft types are
very close, rendering this data less significant as a reference.
The maximum time, on the other hand, varies significantly
due to differences in aircraft types and can serve as a reference
for extreme conditions.With the exception of B773 andB788,
which display negative trends, all other aircraft types show
positive trends, indicating that the average time is greater than

the median time. This suggests that the majority of flights
have service times less than the average.

Takeoff waiting time is used to measure the time a flight
needs towait for departure after completing all ground service
tasks. Takeoff waiting time directly reflects the current traffic
conditions at the airport, with longer waiting times indicating
busier traffic. Its calculation formula is

Ttow =

∑n
1 (tLTOT i − tobi)

n
(i = 1, 2 · · · n). (2)

In the formula: Ttow is takeoff waiting time, tLTOT i is last
takeoff time, tobi is off block time, n is the number of flights
with same identity. Perform statistical calculations of takeoff
waiting times and plot them on Candlestick Charts.

In Fig 6, the minimum times for all flights are gen-
erally short, with some flights approaching 0, rendering
them without significant reference value. There is con-
siderable variability in the maximum times for different
flights, showing a substantial degree of randomness. Conse-
quently, these values are not considered in the subsequent
analysis. In Figure 6, there are 8 flights represented by
negative trends, while 6 flights exhibit positive trends.
Moreover, the physical areas are relatively small. Conse-
quently, there is not a substantial difference between the
average time and the median time. Therefore, this paper
adopts the average time as the takeoff waiting time for each
flight.

FIGURE 6. Takeoff waiting time candlestick charts.
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III. FLIGHT DELAY PREDICTION MODEL
In this section, we will analyze different algorithm mod-
els and provide reasons for choosing the Random Forest
algorithm for model development. Subsequently, in conjunc-
tion with the flight delay prediction problem, we will use
the Random Forest algorithm for modeling and evaluate the
predictive results.

A. COMPARATIVE ANALYSIS OF DIFFERENT ALGORITHMS
In the field of predictive modeling, there are currently two
main types of popular algorithms: machine learning algo-
rithms and deep learning algorithms. These two algorithms
have slightly different application areas, with machine learn-
ing algorithms primarily focusing on predictive modeling for
large datasets, while deep learning is more inclined towards
handling textual and graphical data. Therefore, when pre-
dicting overstay models, the majority of choices are machine
learning algorithms. Commonly used machine learning algo-
rithms include Random Forest, Generalized Linear Model
(GLM), Gradient Boosting Model (GBM), K-means, and
Prophet.

Each of the mentioned algorithms has its own applicable
domain. The advantages of the Generalized Linear Model
include its fast-training speed, applicability to response vari-
ables with any form of exponential distribution, clear under-
standing of how each predictor variable affects the outcome,
and resistance to overfitting. However, it requires relatively
large datasets and is susceptible to the influence of outliers.

The prominent feature of the Gradient Boosting Model is
that it builds one tree at a time. The GBM method provides
more expressive data, and benchmark results indicate its
preference for overall data integrity. However, it also requires
more time as it sequentially builds each tree.

K-means is a very popular high-speed algorithm that
involves placing unlabeled data points in separate groups
based on similarity, commonly used in clustering models.
K-means is highly effective for implementing personalized
plans on large datasets, especially widely applied in predic-
tive analytics in the healthcare sector.

The Prophet algorithm is particularly useful in capacity
planning, such as resource allocation and setting sales targets.
It is flexible enough to incorporate heuristic methods and
useful assumptions. The algorithm’s speed, reliability, and
robustness make it a popular alternative algorithm choice for
time series and predictive analysis models, especially when
dealing with messy data.

The predictive model chosen for this paper is the Random
Forest model, primarily considering the following advan-
tages:

(i) The model operates using multiple trees, effectively
reducing the error of individual trees.

(ii) The Random Forest model can resist overfitting effec-
tively and simultaneously handle a larger amount of data.

(iii) For multi-variable predictions, it can estimate the
importance of variables and maintain prediction accuracy in
the event of data loss.

B. CONSTRUCTION OF THE PREDICTION MODEL
The prediction target of this model is the flight delay time,
leading to two prediction approaches: direct prediction and
indirect prediction. Direct prediction involves forecasting
the flight delay duration based on known feature variables.
Indirect prediction requires first identifying the calculation
basis for flight delay time, determining parameters related
to its calculation, predicting these parameters through the
model, and subsequently calculating the flight delay duration.
Both direct and indirect predictions have their advantages
and disadvantages. Firstly, direct prediction demands higher
requirements for feature variables since it predicts a single
result, necessitating the identification of feature variables that
can accurately predict the outcome, which can be challeng-
ing. Secondly, indirect prediction, due to having multiple
prediction results, may lead to the accumulation of prediction
errors. Through extensive experiments, it has been found
that direct prediction struggles to achieve satisfactory pre-
dictive performance, while indirect prediction exhibits higher
accuracy. Therefore, the final method adopted is the indirect
prediction approach. The Random Forest prediction model is
illustrated in Fig 7.

In Fig7, the random forest prediction process mainly
includes three parts: dataset splitting, training and Testing.
In dataset splitting, the dataset was divided into two sub-
datasets. As one of the sub-datasets, training dataset accounts
for 50% of the total dataset, and another 50% of the total
dataset are testing dataset. Random Forests regression (RFR)
is a class of decision tree-based machine learning algo-
rithms [26]. During the process of training the model using
the training dataset, the majority of the data will be directly
incorporated and fitted through various decision trees. Addi-
tionally, 10% of the data is reserved for assessing whether the
model exhibits overfitting.

The criterion chosen for evaluating the regression quality
of decision trees is MSE (Mean Squared Error). The calcula-
tion formula for MSE is

MSE =
1
m

∑m

1

(
yf i − yci

)2
(i = 1, 2 · · · n) . (3)

In the formula: m is the number of nodes in one decision
tree, yfi is the value of father node, yci is the value of child
node. In the selection process of each node in the decision
tree, nodes with smaller MSE are considered to have higher
regression quality.

Each tree is constructed by randomly choosing a fixed
number of feature subsets from three features. The trees grow
maximally without any pruning process. Ultimately, each tree
obtains its corresponding prediction results, and based on
the proportion of the prediction results, the most reasonable
result is obtained and used as the final prediction. Through-
out this process, parameters are continuously adjusted
according to the learning curve to achieve the optimal
results.

The primary purpose of the Testing Dataset is to validate
the model’s effectiveness. The decision trees used in the
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FIGURE 7. Random forest prediction process.

testing phase do not need further training and directly use
the trees determined during the training phase. Similarly,
the parameters used in bagging are those saved during the
training process. Once the final predictions for the testing
dataset are obtained, the accuracy of the model can be cal-
culated. This paper employs the coefficient of determination
(R-squared) to evaluate the model. The formula for calculat-
ing R-squared is

R2 = 1 −

∑n
1
(
ŷi − yi

)2∑n
1 (yi − yi)2

(i = 1, 2, · · ·, n). (4)

In the formula: n is the number of datasets, yi is raw data,
ŷi is forecast data, yi is the mean of raw data. The range of
R-squared values is [0, 1]. If the result is 0, it indicates a poor
fit of the model, while a result of 1 signifies a model without
errors.

The training and testing processes are mutually correlated
and validated. The correlation lies in the fact that the most
suitable parameters obtained during the training process are
directly applied to testing. Therefore, the testing process can
directly verify the training effect. To further improve the
adaptability of the model, the training set and the testing
set are non-overlapping, ensuring that the model can adapt
to new datasets. It is precisely because of the difference in
datasets that when evaluating the training effect of the model
using R-squared, the results of the testing set are always
slightly lower than those of the training set. Therefore, when
evaluating the quality of the model, attention should be paid
to the two R-squared results, but emphasis should be placed
on the R-squared of the training set.

C. CALCULATION PROCESS
The features in ACDM are either categorical, time-related,
or numerical. Zoutendijk et al. proposed three encoding
methods for the above features: target encode, trigonomet-
rically encode, and numerically encode [27]. This paper

employs feature encoding methods, including target encode
and numerically encode, and introduces a time transformation
encodingmethod for time-related features. The core principle
of the time transformation encoding method is to establish a
time baseline and convert calendar time into duration. The
time baseline used in this paper is the in-block time tib.

Based on the data provided by ACDM, the calculation
formula for flight delay time (FDT) is

FDT′
= tATOT − tLTOT . (5)

The calculation formula for converting Last Takeoff Time
(LTOT) into duration is

LTOT ′
= tLTOT − tib. (6)

The calculation formula for the duration time flight stay in
airport is

DUR′
= tATOT − tib. (7)

The calculation formula for flight service time is

ST ′
= tob − tib. (8)

The calculation formula to convert cabin door open Time
(CDOT) into duration is

CDOT ′
= tCDOT − tib. (9)

The calculation formula for converting gate open time
(GOT) into duration is

GOT ′
= tGOT − tib. (10)

In formula (5)-formula (10), (·)′ is the duration, and the unit
is minutes, t(·) is calendar time and can be obtained directly in
ACDM. Based on formulas (5), (6), and (7), it can be derived
that

FDT′
= DUR′

− LTOT ′. (11)
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According to (8) and (11), the labels for the prediction
model are determined as ST ′,DUR′, and LTOT ′.The selection
of feature variables is achieved through extensive experi-
ments, leading to the determination of three feature variables:
DUR′, CDOT ′, and ITYC. The former two can be calculated
using (7) and (9), while ITYC (Identity Code) requires target
encoding.

ITYC is the encoding for ITY in ACDM. Referring to
Table 1, 1TY corresponds to the aircraft type code. In the
data considered in this paper, the closest relationship with the
aircraft type is the service time. Therefore, the average service
time for aircraft types in Fig 5 is taken as the original data for
target encoding, and the final determined ITYC is presented
in Table 5.

TABLE 5. ITYC comparison table.

D. PREDICTION RESULTS
The random forest model construction was implemented
using the sklearn toolkit in Python, followed by parameter
settings. After extensive experiments and tuning, the final
parameters are shown in Table 6.

TABLE 6. Random forest model parameters.

The total data set used in this paper is the operational
data of Shanghai Pudong Airport in June 2023 (excluding
June 20). The original dataset consists of 1092 entries, and
after processing, a total of 974 usable data entries remains.
In the model training process, the test set accounts for 50%
of the dataset. Using the parameters from Table 6, the model’s
performance is presented in Table 7.

TABLE 7. Random forest model performance.

Based on the results in Table 7, the R-squared for the train-
ing set is close to 1, indicating minimal model error. For the
test set, except for DUR′, the R-squared values for the other
two labels are also close to 1. Generally, for a well-trained
model, an R-squared value exceeding 0.8 is considered good

training performance. Therefore, the model’s prediction for
DUR′ is significantly higher than the standard.
Next, this model is used to predict the delay status of

20 valid flights on June 20th.
The selected 20 flights in this paper have arrival times

ranging from 7:35 to 18:40, covering all transit flights on
that day except for parked flights. In addition, from 15:28
to 15:55, there are five flights arriving at the airport, indi-
cating a relatively high flight density. Therefore, considering
both the time span and flight density, the selected data is
representative.

Using the trained model to predict the delay for the above
flights, the results are shown in Fig 8.
In Fig 8, the line chart indicates that the predicted values

closely align with the actual values. The bar chart shows that
the errors are within ±9 minutes. The maximum positive
error in this prediction is approximately 6.7 minutes, the
minimum positive error is around 1 minute, the maximum
negative error is approximately -8.2 minutes, and the mini-
mum negative error is around -0.3 minutes. The error span
(positive error minus negative error) is maintained between
1.3 minutes and 14.9 minutes. According to the Civil Avi-
ation Administration of China’s definition of a flight delay
of 15 minutes [28], the accuracy of this prediction result is
100%. Even when limiting the time to within ±8 minutes,
the accuracy of this prediction model is as high as 95%.
It should be noted that the accuracy rates presented in this
paper are based on the premise of ‘‘defined delay time,’’ and
thus are higher than the true accuracy rates of the random
forest algorithm. The reason for not using true accuracy rates
in this paper is to maintain consistency throughout the text
and facilitate the subsequent use of this data in the program.
The delay standards adopted in this paper are all in accor-
dance with the 15-minute rule specified in reference [28],
wherein if the actual delay time of a flight is within 15 min-
utes, it is considered a normal flight; however, if the actual
delay time exceeds 15 minutes, then the flight is defined as
delayed.

IV. GROUND HANDLING PROCESS OPTIMIZATION
MODEL
According to the random forest model mentioned earlier,
accurate predictions of flight delays can be made. However,
prediction is not the ultimate goal; preventing flight delays
is what airlines most anticipate. In [19], six main categories
of the reason for flight delays were allocated: Rotation,
ATFM/ATC, Airport Authorities, Handling, Technical, and
Weather. These major categories cover up to 85% of potential
flight delays. However, most of these reasons are beyond con-
trol, except for handling. Between 5% and 10%of the primary
delay sources can be estimated as GH (Ground Handling)
related, which is not negligible and may contribute signif-
icantly to airport performance [29]. Therefore, this paper,
in conjunctionwith the delay prediction results, optimized the
ground handling processes for key flights.
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FIGURE 8. Comparison of flight delay prediction results.

A. GROUND HANDLING PROCESSES
Analyzing the flight operations at Shanghai Pudong Air-
port, the entire process of a flight operation can be divided
into four dimensions: Aircraft, Passengers, Baggage, and
Cargo. For general passenger flights, the focus is primar-
ily on the dimensions of Aircraft, Passengers, and Bag-
gage. The basic flow of flight operations is illustrated
in Fig 9.

Through Fig 9, it can be observed that for general flights,
the main ground handling processes occur between ‘‘In
Block’’ and ‘‘Off Block.’’ In the arrival process, ‘‘In Block,’’
‘‘Covered Bridge Docking,’’ and ‘‘Open Cabin Door’’ are
arranged sequentially over time, while ‘‘Cleaning,’’ ‘‘Potable
Water,’’ and ‘‘Waste Water’’ are parallel processes without
a defined order. In the departure process, ‘‘Close Cabin
Door,’’ ‘‘Off Block,’’ and ‘‘Line Up’’ are arranged sequen-
tially over time, while ‘‘Catering,’’ ‘‘Refueling,’’ ‘‘Maintain,’’
and ‘‘Boarding’’ are parallel processes without a defined
order. For ground handling vehicles, most of their services are
arranged in parallel, so they are not significantly constrained
by the order of time and can be treated as a whole for single-
service analysis.

In addition to the mentioned service processes, the ground
handling process also needs to consider another aspect: the
movement of ground handling vehicles [20]. This process
refers to the movement of ground handling vehicles between
the garage and parking positions or between parking posi-
tions. Therefore, optimizing this process is equivalent to
optimizing vehicle routing, resembling the Vehicle Routing
Problem (VRP). The schematic diagram of parking positions
involved in this paper is referenced from Fig 4, where the

spatial relationships can determine the distances between
different parking positions.

B. GENETIC ALGORITHM
Regarding algorithmic solutions to path optimization prob-
lems, themainstream approaches include Genetic Algorithms
(GA), Simulated Annealing, and Particle Swarm Optimiza-
tion (PSO). Among them, Particle Swarm Optimization is an
evolutionary computation technique that seeks optimal solu-
tions through collaboration and information sharing among
individuals in a swarm. PSO’s main drawbacks are slow con-
vergence speed and susceptibility to local optima. Simulated
Annealing is a stochastic search method suitable for solv-
ing large-scale combinatorial optimization problems and can
yield global optimal solutions. Its main drawbacks include
long solution times and challenges in determining the initial
values and step sizes for temperature T. Genetic Algorithm
is a method that simulates the natural evolution process
to search for optimal solutions. The algorithm’s individual
selection is stochastic, and it can avoid local optima through
mutationmechanisms. Its main drawback lies in the complex-
ity associated with gene encoding and decoding.

The ground handling process optimized in this paper is
prone to entering local optima because each flight is indepen-
dent. Once one or several flights are optimized, the overall
flight operations are defined as ‘‘smooth,’’ leading to a few
flights unable to undergo optimization. This issue arose
when using PSO, hence this algorithm was ultimately not
selected. Asmentioned above, although Simulated Annealing
can avoid local optimization problems, it is mainly oriented
towards large-scale combinatorial optimization and has slow
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FIGURE 9. Flight operation process.

computational speed. Ground handling optimization involves
combinations of flights and ground service vehicles, which
do not fall under large-scale combinations, hence Simulated
Annealing is not considered. Upon comparing these three
methods, it is evident that, given the ability to address the
complexity of genetic algorithm encoding, this algorithm’s
advantages in solving path optimization problems are clear.
Therefore, aligning with the choices of many researchers, this
paper also employs Genetic Algorithm to solve the ground
handling optimization problem [10], [12], [20]. Additionally,
many researchers have combined these algorithms with other
computing technologies, deriving some more comprehensive
algorithms, but these lack universality.

1) OVERVIEW OF GENETIC ALGORITHM
Genetic Algorithms [30] are a class of the artificial intelli-
gence methods which are based on a Darwinian notion of
natural selection and the survival of the fittest, and Mendel’s
principles of genetic transmission (the passage of alleles from
one generation to the next) [31]. Genetic algorithms can be
seen as a virtualization of reality and transplanting ideas from
the natural to the artificial. The solutions of an optimization
problem are treated as individuals of a biological system
and the value of the objective function of a solution is the
quality measure (called fitness in the GA literature) of an
individual [32]. The basic flow of the genetic algorithm is
shown in Fig 10.
According to Fig 10, the implementation process of genetic

algorithms includes generating an initial population, evaluat-
ing and selecting, genetic operations, and stopping criteria.
The following is a brief description of the implementation
methods in the aforementioned processes.

(i) Generate initial population. In this process, the key
issues are population size and encoding methods. The popu-
lation size is determined based on requirements, where larger
sizes yield better computational results but increase compu-
tation time. The encoding method is crucial, determining the
form of population individuals. Common encoding methods
include binary encoding, integer encoding, and real-number
encoding.

FIGURE 10. Flow chart of genetic algorithm.

(ii) Evaluation and Selection. The evaluation process pri-
marily involves calculating the fitness of individuals in the
population, and selection is based on fitness to identify indi-
viduals that meet the criteria. The fitness function is related
to the problem’s objective function, where higher fitness
indicates stronger adaptability, leading to a higher probability
of being selected.

(iii) Genetic Operations. Genetic operations mainly simu-
late gene changes in the biological evolution process, involv-
ing two operators: crossover and mutation. After crossover
or mutation, parents are ‘‘merged’’ (mated) and produce off-
spring. If the offspring is better than the worst population
member and is not identical to another population member,
it is added to the population and the worst population member
is removed. Otherwise, the population is unchanged.

(iv) Stopping Criteria. For single-objective optimization
projects, stopping criteria are generally defined by the target
value and the maximum number of generations. In the case
of multi-objective optimization projects, as the directions
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of different objectives are usually challenging to unify, the
maximum number of generations is commonly used as the
stopping criterion.

2) CHROMOSOME ENCODING
Chromosome encoding and decoding are critical issues in
the application of genetic algorithms, where a rational and
effective encoding contributes to solving optimization prob-
lems. However, encoding and decoding are complex and
multifaceted problems. Gen and Cheng [33] had introduced
various encoding schemes for different application prob-
lems. Detailed descriptions of scheduling problem solutions
can be found in [34]. Drawing upon the descriptions in
the mentioned literature and incorporating the encoding
scheme proposed in [20], this paper introduces an improved
chromosome real-number encoding scheme, outlined as
follows.

(i) The chromosome consists of two parts: the first half is
used to generate flight service information, and the second
half is used to generate service start times. Flight service
information includes two components: service vehicle num-
ber and service order, represented by xi,j Service start time is
represented by sti,j.
(ii) The length of the chromosome is 2N, where N is the

number of flights.
(iii) The gene positions for xi,j and sti,j are segmented and

correspond to the arrival flight index i.
(iv) The integer part of xi,j represents the ground service

vehicle number j, and the decimal part represents the service
order of service vehicle j. The larger the number, the later the
service order.

According to the above encoding scheme, the final chro-
mosome is formulated as:

Y = [X,ST] = [x1, x2, · · ·.xN , st1, st2, · · ·, stN ] (12)

The information contained in chromosome (12) indicates
that four flights are serviced by two ground service vehicles,
with Vehicle A responsible for flights 1 and 3, and Vehicle B
responsible for flights 2 and 4. The initial service times for
flights 1 and 3 are 8 and 35, and for flights 2 and 4 are 15
and 60.

3) GROUND SERVICE OPTIMIZATION MODEL
To address the ground service optimization problem using
genetic algorithms, a corresponding mathematical model
needs to be established. The ultimate goal of this optimization
problem is to prevent flight delays by efficiently arranging
existing ground service vehicles and planning the service
flights and service order. The decision variables and their
symbolic meanings involved in the model-building process
are summarized in Table 8.
The mathematical model established in this paper is as

follows:

minZ1 =

∑N

i=1
di (13)

minZ2 =

√∑N

i=1

(
di − d̄

)2
/
∑N

i=1
sign (di) (14)

s.t
M∑
j=1

gi,j = 1 ∀i (15)

sti,j ≥ ai ∀i (16)

ti + trk,k ′ ≤ sti′ + 100000(
1 − gi,j · gi′,j · sign

(
fi′,j − fi,j

))
∀i, i′, j, k, k ′ (17)

ti =
(
sti,j + pi,j

)
· ei ∀i, j (18)

di = max {ti − li, 0} ∀i (19)

d̄ =

∑N

i=1
di/

∑N

i=1
sign (di) . (20)

Among them, sign(·) used in themodel is a binary function,
and its expression is:

sign(x) =

{
1 x > 0
0 x≤0.

(21)

In the above model, (13) and (14) represent the objec-
tive functions, making this model a multi-objective func-
tion model. Objective function (13) aims to minimize the
total flight delay time, while objective function (14) aims
to minimize the standard deviation of flight delay time.
Equations (15) to (20) represent the constraint conditions.
Constraint (15) ensures that each flight is serviced by one
and only one ground-support vehicle. Constraint (16) ensures
that the service start time is later than the arrival time of the
flight. Constraint (17) ensures that for two flights serviced by
the same ground-support vehicle, the service start time of the
current flight is later than the end time of the previous flight
plus the transfer time. Constraint (18) defines the service
completion time, taking into account the impact of the delay
coefficient to strengthen the optimization for flights predicted
to be delayed. Constraint (19) defines the delay time, which
is 0 if the flight is not delayed. Constraint (20) represents the
mean delay time.

C. OPTIMIZATION PROCESS
The optimization process of the model based on the genetic
algorithm is illustrated in Fig 11.

In Fig 11, the optimization process of the model mainly
involves three stages: Generate Initial Population, Iterative
and Analysis, and Evaluation. In the Generate Initial Pop-
ulation stage, the Optimization Object is first determined
as flights and ground-support vehicles, and three decision
variables are extracted: gi,j, sti,j, and fi,j. The Iterative
stage involves substituting decision variables into the math-
ematical model, calculating the objective function values,
continuously applying crossover and mutation to decision
variables, and iteratively calculating until the specified num-
ber of generations is reached. The Analysis and Evaluation
stage analyzes the Pareto front to find the optimal solu-
tion and evaluates the comprehensive performance of the
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FIGURE 11. Optimization process based on genetic algorithm.

TABLE 8. Decision variables and symbols.

genetic algorithm using twometrics: Hyper volume (HV) and
Spacing.

The computation of the optimization model relies on three
main sources of data: random population, ACDM data, and
random forest prediction data. The random population gen-
erates decision variables, and their ranges are determined
based on the number of ground-support vehicles and flight
arrival/departure times. Random forest prediction data is cru-
cial for obtaining the delay coefficient ei, which is related to
the predicted delay time.

Based on the results from Chapter III (Flight Delay Predic-
tion Model), the random forest model predicts the delay time
for specific flights. To tailor ground services optimization
for delayed flights, a delay coefficient is introduced. The

TABLE 9. Delay coefficient comparison.

relationship between the delay coefficient and flight delay
time is presented in Table 9.

The delay coefficients are experimentally determined
based on the final optimization results and are not involved
in the calculation process.

Apart from the mentioned data, all other required data
for the optimization model are obtained from ACDM. Now,
combining the earlier prediction results, the optimization for
20 selected flights on June 20th is conducted to validate the
outcomes of this study.

V. APPLICATION EFFECT EVALUATION
The 20 selected flights in this study experienced delays from a
time perspective, ranging from a minimum delay of 1 minute
to a maximum delay of 57 minutes. From the perspective of
the delay definition, flights with delays less than 15 minutes
are not considered delayed. Therefore, among the selected
flights, 8 experienced delays, representing a relatively high
proportion. To gain a clearer understanding of the flight
operations, a flight process chart has been created, as depicted
in Fig 12.

As per the analysis of decision variables in Chapter IV
(Ground Handling Process Optimization Model), the value
of decision variable gi,j is determined by the total number of
ground service vehicles. Through experimental testing, the
minimum number of service vehicles that this model can
solve is found to be 6, which is less than the actual number of
service vehicles. Therefore, based on the chromosome coding
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FIGURE 12. Flight ground service progress chart.

discussed in Section IV (B (2)), the lower and upper bounds
of the chromosome for this project are:

Note that the ST field content in Yupcorresponds not to
the departure time of the flight but rather the departure
time minus the average waiting time (refer to Fig 6). Using
this time has the advantage of incorporating airport traffic
conditions, providing more stringent conditions for service
planning. The upper and lower bounds of the chromosome
are both open intervals.

The 20 flights involved in this study belong to 8 different
aircraft types, numbered as shown in Table 10.

TABLE 10. Identity serial number.

Based on the known data, the flight basic information
matrix Df is constructed to facilitate the use of flight-related

information in calculations. The information contained in the
flight basic information matrix is:

Df =


ri

ki

ai
li − Ttow


. (22)

According to (22), the flight basic information matrix is
determined as (23), shown at the bottom of the next page.
Since ground service vehicles need to move from the com-

pletion of service for one flight to the parking position of
another flight, there is a transfer time involved. The calcu-
lation of transfer time includes the driving time within the
parking position and the driving time on the route.

The driving time within the parking position refers to the
time taken by the ground service vehicle to leave the old
parking position area after completing the service and enter
the new parking position area. As the size of the parking
position has a minor impact on this time, it is considered a
fixed value. The calculation is as follows:

tTAR =
s1
v1

=
60 ∗ 60
1000 ∗ 5

(min) = 0.72(min). (24)

In (24), the total distance covered by the ground service
vehicle when leaving the old parking position and entering
the new parking position is 60m, and the driving speed within
the parking position is 5 km/h.
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FIGURE 13. Comparison of optimization model results.(A) Pareto front plot with 1500 generations; (B) HV trace plot with 1500 generations; (C) Spacing
trace plot with 1500 generations; (D) Pareto front plot with 2500 generations; (E) HV trace plot with 2500 generations; (F) Spacing trace plot with
2500 generations.

The driving time on the route refers to the time spent by
the ground service vehicle traveling between two parking
positions. The formula for calculating this time is:

tIT =
s2
v2

=
s2 ∗ 60

30 ∗ 1000
(min) =

s2
500

(min). (25)

The transfer time for the ground service vehicle is calcu-
lated as:

tTRVS = tTAR + tIT . (26)

Calculating the transfer time of ground service vehi-
cles based on (24), (25), and (26) yields the transfer time
matrix (27), as shown at the bottom of the next page.
The service time for ground service vehicles is mainly

related to the aircraft type. In the preceding text, the service
times for all flights in June were statistically analyzed, with
results referenced from Fig 5. The service times used in this
paper are the Maximum Time and Average Time from Fig 5.
Average Time, being relatively shorter, best reflects the true
service time for the majority of flights. However, if unex-
pected situations occur, Average Time may be insufficient.
Therefore,MaximumTime is introduced to ensure that flights

TABLE 11. Identity serial number.

have enough time to complete the service work under any
unforeseen circumstances.

Special service vehicles 1#, 3#, and 5# use Maximum
Time, designated as special service vehicles, while ordinary
service vehicles 2#, 4#, and 6# use Average Time, designated
as ordinary service vehicles. The allocation of service times
for ground service vehicles is shown in Table 11.

Plugging in the above parameters into the optimization
model built using NSGA-II in Python, with a population size
of 20, the run data for maximum genetic generations of 500,
1000, 1500, and 2500 are shown in Table 12.

Df =


7 6 2 4 2 8 3 2 1 4 5 2 4 2 7 1 7 7 1 2
14 8 6 7 5 12 2 3 8 1 10 4 3 5 11 7 13 9 4 15
23 111 122 223 229 242 277 352 376 402 478 482 486 498 501 505 544 642 661 670
236 198 226 380 369 370 473 426 663 455 596 606 576 569 963 726 869 723 755 727

 (23)
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FIGURE 14. Comparison of optimization results for the 1000 generation model. (A) Pareto front plot without delay coefficients; (B) HV trace plot
without delay coefficients; (C) Spacing trace plot without delay coefficients; (D) Pareto front plot with delay coefficients; (E) HV trace plot with delay
coefficients; (F) Spacing trace plot with delay coefficients.

TABLE 12. Optimization results without delay coefficient.

From Table 12, it can be observed that the model with
a maximum genetic generation of 1500 achieves the best

optimization performance. The total delay time is minimized
to 12.3 minutes, with a standard deviation of 2.44. Prior
to this model, with an increase in genetic generations, the
optimization performance improved, but afterward, the
optimization performance declined. The optimization process
for models with 1500 and 2500 generations is compared
in Fig 13.

In Fig 13(A and D), elevating the number of gen-
erations from 1500 to 2500 resulted in an increase
in both output values of the training model’s objective

TRVS =



0 0.836 1.068 1.524 1.674 2.134 2.434 2.596 2.896 3.046 3.204 3.354 3.156 3.826 4.616
0.836 0 0.952 1.408 1.558 2.018 2.318 2.48 2.78 2.93 3.088 3.238 3.4 3.71 4.5
1.068 0.952 0 1.2 1.35 1.81 2.11 2.272 2.572 2.722 2.88 3.03 3.192 3.502 4.292
1.524 1.408 1.2 0 0.87 1.33 1.63 1.792 2.092 2.242 2.4 2.55 2.712 3.022 3.812
1.674 1.558 1.35 0.87 0 1.18 1.48 1.642 1.942 2.092 2.25 2.4 2.562 2.872 3.662
2.134 2.018 1.81 1.33 1.18 0 1.02 1.182 1.482 1.632 1.79 1.94 2.102 2.412 3.202
2.434 2.318 2.11 1.63 1.48 1.02 0 0.882 1.182 1.332 1.49 1.64 1.802 2.112 2.902
2.596 2.48 2.272 1.792 1.642 1.182 0.882 0 1.02 1.17 1.328 1.478 1.64 1.95 2.74
2.896 2.78 2.572 2.092 1.942 1.482 1.182 1.02 0 0.87 1.028 1.178 1.34 1.65 2.44
3.046 2.93 2.722 2.242 2.092 1.632 1.332 1.17 0.87 0 0.882 1.032 1.194 1.504 2.294
3.204 3.088 2.88 2.4 2.25 1.79 1.49 1.328 1.028 0.882 0 0.87 1.032 1.342 2.132
3.354 3.238 3.03 2.55 2.4 1.94 1.64 1.478 1.178 1.032 0.87 0 0.87 1.18 1.97
3.516 3.4 3.192 2.712 2.562 2.102 1.802 1.64 1.34 1.194 1.032 0.87 0 1.032 1.822
3.826 3.71 3.502 3.022 2.872 2.412 2.112 1.95 1.65 1.504 1.342 1.18 1.032 0 1.542
4.616 4.5 4.292 3.812 3.662 3.202 2.902 2.74 2.44 2.294 2.132 1.97 1.822 1.542 0


(27)
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FIGURE 15. Optimized flight ground service progress chart.

functions, indicating a deterioration in the training perfor-
mance. In Fig 13(B, C, E and F), the optimization model for
2500 generations encounters an error at around 900 genera-
tions, leading to an increase in optimization results instead of
a decrease. Adjusting the model between 1500 and 2500 gen-
erations did not yield results superior to the 1500 generations.
Therefore, without using correction factors, this model failed
to reduce delays to a lower level, ei, as shown at the bottom
of the page.

Next, the correction factors (delay coefficients) proposed
in this paper are applied to adjust the model. Based on the
prediction results fromChapter III (refer to Fig 8) and Table 9,
the delay coefficients for flights are determined as follows:

These coefficients are then plugged into (18) to complete
the adjustment of the mathematical model. Subsequently,
NSGA-II is used again to optimize the model with unchanged
population size and a maximum genetic generation set
to 1000. The results are compared with the model run
for 1000 generations without delay coefficients, as shown
in Fig 14.
In Fig 14, the results in the lower part correspond

to the model output with delay coefficients. both objec-
tive function values are smaller with delay coefficients
(comparing A and D), and the Hyper Volume (HV) is larger
(comparing B and E). Moreover, it requires fewer generations
to achieve stable output (comparing C and F). There-
fore, the model with delay coefficients surpasses the model

without delay coefficients. Nevertheless, under the condi-
tion of 1000 generations, the results in Fig 14 represent the
optimal solution obtained from multiple runs. The minimum
total delay time is 55.28 minutes, with a standard deviation
of 10.79.

Increasing the maximum genetic generation to 1500 and
continuing to run the model with delay coefficients yielded
excellent optimization results. Under this condition, the min-
imum total delay time and standard deviation were both
reduced to 0, and there were 20 non-dominated solutions. One
set of optimal solutions is chosen as follows:

Decoding X provides information on the flights and their
sequence serviced by the ground service vehicles. The service
start time can be obtained based on ST. Combined with
the previously discussed process data, the optimized flight
process can be determined. The optimized flight process is
shown in Fig 15.

In Fig 15, the information on the right side is dis-
played in the format ‘‘Service vehicle number #, Time to
STD’’. It is evident from the figure that service vehicle 4#
serves the most flights, a total of 7 flights. Additionally,
due to the longer service time of special service vehicles

ei =
[
0.96 1 1 0.99 1 1 1 1 1 0.99 1 1 0.96 1 1 0.99 1 0.99 1 0.99

]
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(1#, 3#, 5#), the number of flights assigned for service is
relatively fewer, with each serving only 1 flight. A com-
parison with Figure 12 reveals a significant improvement
in the ground service process after optimization, with no
delays occurring for any of the flights. Notably, flights 1
(delay of 49 minutes) and 13 (delay of 57 minutes), which
experienced substantial actual delays, both took off more
than 15 minutes ahead of schedule after optimization.
The comparison results indicate that the predictive model
incorporating the correlation flight delay coefficient can
effectively optimize the flight ground service process, miti-
gate flight delays, and enhance the on-time performance of
airport flights.

VI. CONCLUSION
This paper has successfully achieved all the planned objec-
tives. The following summarizes the main work and achieve-
ments of this paper.

(i) For the first time, this paper proposes integrating flight
delay prediction results with a flight ground service optimiza-
tion model. It designs the flight delay coefficient ei, which
serves as a link in optimizing flights predicted to have delays,
demonstrating effective results.

(ii) A flight delay prediction model is established based on
the random forest algorithm. The model utilizes an indirect
prediction approach, employing three feature variables to pre-
dict two labels, and subsequently calculates the flight delay
time. This model achieves a prediction accuracy of 100%
according to the 15-minute delay standard.

(iii) The study investigates the real-number encoding
method for decision variables and designs a novel chromo-
some Y = [X , ST ]. This chromosome contains information
on the time and sequence of ground service vehicle services
for corresponding flights, establishing rules for generating a
random population.

(iv) A mathematical model expressing the optimization
problem of ground service vehicles is established. This model
uses total delay time and delay time standard deviation as
objective functions, formulates corresponding constraints,
and introduces the delay coefficient ei to correct flight service
times.

(v) A ground service optimization model is developed
based on NSGA-II, addressing the dual-objective optimiza-
tion problem proposed in this paper.

(vi) Using flight operation data from Shanghai Pudong
Airport in June as an example, the entire model is tested,
and the results are compared with actual operational data.
The study proves that the proposed method can accurately
predict flight delays and prevent them through optimization
of ground service processes.

This model is intended to be applied to the ground service
vehicle dispatch management system at airports. The follow-
ing discussions elaborate on its deployment and maintenance
at airports:

(i) The training data for this model is sourced from the
airport’s ACDM system, eliminating the need for additional

sensor deployment to collect data and significantly reducing
the airport’s investment costs. As the model is still in the
development stage, offline data packages from the ACDMare
currently utilized. However, once deployed at the airport, the
model can access ACDM data online for real-time prediction
and optimization.

(ii) The model requires a dedicated computer for compu-
tation, with minimum hardware specifications including an
Intel i5 processor or above, 8GB RAM, Intel graphics630 or
above, and a 1TB hard drive.

(iii) The final optimization results are currently outputted
in offline format. However, after completing the airport
deployment, the model can be directly integrated into the dis-
patch management system to facilitate real-time scheduling
information updates.

(iv) The maintenance cost of this system is relatively low,
primarily focusing on software maintenance. Operational
personnel are required to possess certain software debugging
capabilities for maintenance purposes.

These are the current research achievements. In the next
phase of the research, the focus will be on the following three
aspects:

(i) As the aviation industry exhibits significant fluctuations
throughout the year, this study has concentrated on flight
operations for onemonth. The next step will involve adjusting
the model to enable accurate prediction and optimization over
an entire year.

(ii) The classification of ground service vehicles was not
considered in this paper. Different types of ground service
vehicles were simply merged for analysis and treatment.
However, for airport scheduling, there is greater guidance
significance if ground service vehicles can be subdivided
according to their service types. Therefore, in the subsequent
research plan, a more in-depth investigation into this aspect
will also be conducted.

(iii) Integrating the model into the airport operations and
maintenance system involves testing the model’s perfor-
mance, adjusting and improving the model based on the test
results. To accomplish this research task, certain hardware
design is also required to achieve optimal performance of the
model.
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