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ABSTRACT In the last decade, with the increase in cyberattacks the privacy of network traffic has become
a critical issue. Currently, simple network intrusion detection techniques are inefficient in terms of time
complexity and are characterized by low detection accuracy and high false alarm rates, whereas techniques
using complex algorithms such as recurrent neural network (RNN) and transformer-based deep learning,
face challenges of high time complexity, large computational resource usage, and high latency rate in
detecting intrusion in real-time traffic. To overcome these issues, we propose an advanced intrusion detection
random forest ‘‘IDRandom-Forest’’ for real-time intrusion detection with reduced testing time and with
higher accuracy. In this technique, an accuracy sliding window and feature weighting based on stratified
feature sampling are introduced to determine the optimal sub-ensemble from the classical random forest.
Experimental results demonstrated that the proposed hybrid classification system outperforms current state-
of-the-art techniques in terms of accuracy and testing time.

INDEX TERMS Cyberattacks, random forest, real-time intrusion detection systems (IDS), stratified
subspace sampling.

I. INTRODUCTION
The volume of network traffic has increased exponentially
in recent years with the advancements in communication net-
works and associated services. Consequently, network packet
security has become a major challenge. Furthermore, with
the increase in cyberattacks, intrusion detection has become
a critical field for researchers.

Traditional network security measures are no longer suf-
ficient to protect against the growing sophistication of cyber
threats [1]. Real-time intrusion detection systems (IDS) have
emerged as a crucial component of comprehensive cyberse-
curity strategies, providing the ability to identify and respond
to malicious activities in a timely manner.

Intrusion detection methods can be classified into
two types: misuse-based and anomaly-based ID methods.
A misuse-based ID method, also known as a signature-based
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ID method, can detect diverse types of previously known
attacks. Examples of open-source misuse-based tools have
been presented in [2] and [3], while anomaly-based ID meth-
ods are used to detect zero-day attacks on a network.

The detection of real-time attacks is a critical issue in
intrusion detection systems. The number of real-time threats
has increased by five-fold in recent years [4]. Therefore,
several researchers proposed methods for such attacks, pri-
marily using machine learning techniques to detect various
attacks in real-time [5]. A recent example is RF-SVM [8]
technique in which a random forest is fused with binary-class
SVM and multiclass SVM for anomaly detection and signa-
ture detection. Intrusion detection systems are of two types:
host- and network-based IDS. A host-based IDS is installed
on a computer or a host and continuously monitors the
system for malicious data [6]. Meanwhile, network-based
IDS can simultaneously monitor multiple systems within a
network [7].
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Although various approaches have been developed for both
host- and network-based IDS, challenges remain, such as low
accuracy of the current IDS, high testing time, high false
alarm rate, and high computation cost.

Consequently, it is difficult to formulate an accurate and
efficient machine-learning technique to factor network traffic
in a real situation.

Over the last decade, deep learning-based techniques have
been extensively used for intrusion detection [9], [10], [11]
and other fields [12], [13]. Long short-term memory (LSTM)
[14], bi-directional LSTM (BLSTM) [15], gated recurrent
unit (GRU) [16], and bidirectional GRU (BiGRU) [17] are
some of the major recurrent neural network (RNN) tech-
niques used in IDS. Huang et al. [9] proposed a Bidirectional
Independent Recurrent Neural Network (BiIndRNN) with
a Global Attention (GA) mechanism to improve network
anomaly detection and claimed an accuracy of 99.04%
while false positive rate of 0.36%, outperforming traditional
machine learning and RNN-based techniques.

In addition to these RNN-based techniques, transformer-
based intrusion detection techniques [19], [20] such as robust
transformer-based intrusion detection system (RTIDS) [21]
and a transformer-based approach for intrusion detection
(TransIDS) [20] have been proposed, to predict various types
of network attacks.

Although transformer-based techniques and RNN outper-
form conventional machine learning (ML) approaches in
the offline mode, the key issues of high time complexity,
high latency, and high computational cost persist in the real-
time mode. Thus, using these deep learning techniques for
real-time intrusion detection is not a feasible solution.

Thus, while the advanced deep learning algorithms dis-
cussed above offer better accuracy, they come with high
latency and computational costs. In contrast, traditional
machine learning methods have low latency, shorter testing
times, and require fewer computational resources. However,
their accuracy is still not as good, which is crucial for an
intrusion detection system.

To resolve the issues of accuracy, testing time, computa-
tional power and latency concurrently, a two-level classifier
was proposed to perform real-time network intrusion detec-
tion [5]; however, this method has three major limitations:
1) Selection of the number of trees: It uses the classical
random forest algorithm, which does not provide any mech-
anism for determining the number of decision trees required
to generate the random forest. The user-defined number of
trees is crucial in real-time applications because in the case of
too few trees selected by the user, the accuracy can be highly
affected, whereas, in the case of a large number of trees being
selected, latency and computational cost increase. 2) Equal
weight for all features: Classical random forest assigns
equal weights to all features of the dataset (created from real-
time traffic), irrespective of importance, which affects both
accuracy and time complexity by increasing latency. 3)Extra
overhead of Level-1 classifier: In the case of an optimal
sub-ensemble, a Level-1 classifier is not required. Instead,

an optimal random forest can be directly used for intrusion
detection.

To address the issues of high false alarm rates, low accu-
racy, and high testing time, we propose an advanced random-
forest-based hybrid machine learning technique for real-time
intrusion detection. Our technique is inspired by the ensemble
pruning via individual contribution (EPIC) proposed by [22]
and the stratified sampling technique proposed by [23]. In the
proposed technique, real-time network traffic is screened
using a decision tree (DT) classifier with a specific thresh-
old level of accuracy. In cases where the confidence is less
than the specified threshold, an advanced intrusion detection
random forest (IDRandom-forest) is used to screen the traffic
data for a specific batch, to detect intrusion with high level of
confidence.

Although our idea was inspired by the research of [22]
and [23], the proposed algorithm resolves many issues by
introducing an accuracy sliding window (ASW) and stratified
sampling-based feature weighting to determine the optimal
sub-ensemble for intrusion detection in real-time network
traffic.

The EPIC algorithm proposed by Lu et.al. [22] only
employs the concept of positive and negative contributions
of decision trees for the voting system but does not dis-
cuss the stopping process of pruning ensemble, which is
very important in improving accuracy, reducing latency, and
decreasing computation cost during the testing process. This
bears significance in our case, that is in intrusion detection
from real-time network data. Thus, the proposed method
introduces the accuracy sliding window to resolve this issue.
Ye et.al. [23] presented the basic idea of stratified feature
sampling; however, our method modifies this stratified fea-
ture weighting process, to detect intrusion with minimum
latency in real-time network traffic. Experimental results
show that the optimal sub-ensemble reduces latency (incur-
ring less time in decision making), memory (removing bad
trees from the actual sub-ensemble), and computational cost
(fewer trees in the sub-ensemble requiring less computation
during the voting process), providing higher accuracy by
retaining the best decision trees in the sub-ensemble and
removing bad trees.

The major contributions of this study are as follows:
• A stratified-sampling-based feature weightingmethod is
introduced in the proposed IDRandom-Forest method,
which has not been investigated in the context of intru-
sion detection.

• Awindow-based accuracy approach is proposed to iden-
tify the optimal sub-ensemble in the classical random
forest automatically. This unique contribution of our
IDRandom-Forest method significantly improves the
efficiency of intrusion detection by reducing testing time
and increasing accuracy, highlighting the novelty of our
approach.

• The proposed hybrid classification method, IDRandom-
Forest, outperforms current state-of-the-art tech-
niques regarding accuracy, computational resources,
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latency, and testing time on advanced datasets like
UNSW-NB15. The results highlight the originality of
our proposed method.

The remainder of the paper is structured as follows: Section II
discusses related work in the field of intrusion detection;
Section III presents the proposed methodology; Section IV
describes the experimental settings and results; Section V
concludes the paper.

II. RELATED WORKS
Over the last few decades, researchers have continuously pro-
posed techniques to overcome the issue of intrusion detection
in networks.

Recently, several intrusion detection and prevention tech-
niques have been deployed to increase intrusion detection
effectiveness. After achieving a balanced dataset using
the synthetic minority oversampling technique (SMOTE),
Abedin et al [24] proposed a random forest (RF) train-
ing approach. In addition to this, experimenting with the
KDDCUP’99 incursion dataset, cup [25] indicated that the
RF algorithm was 92.39% more accurate than comparative
methods. After the resampling of minority samples, RF and
SMOTE achieved 92.57% accuracy.

Among other studies, Bhati et al. [26] proposed an extreme
gradient boosting ensemble-based IDS. Similar to Bhati,
Chan and Guestrin [27] showed that XGBoost with an
ensemble-based IDS improves outcomes to boost IDS accu-
racy and performance. Analyses of the KDDCUP’99 data
showed a 99.50% success rate for the suggested approach.

To detect denial of service (DOS) and DDoS attacks, a gain
ratio characteristic was suggested for feature selection by
Nimbalkar and Kshirsagar [28]. Utilizing 16 and 19 fea-
tures, they achieved 99.9993% and 99.992% accuracy on the
IoT-BoT and KDDCUP’99 datasets, respectively, compared
to the original feature set and conventional IDS.

Deep neural networks (DNNs) were developed by
Chaudhary [29] to detect malicious IoT. The three most
significant datasets used to test the attack detection ability
of DNN’s were: KDDCUP’99 [25], NSL-KDD [30], and
UNSW-NB15 [31]. The accuracy of the suggested DNN
approach was 91.50% across all datasets. Kennedy and
Eberhart [33] experimented with particle swarm optimiza-
tion, and Talukder et al. [32] used a feature selection
technique in conjunction with an artificial neural network
(ANN) classifier to differentiate between normal and abnor-
mal incursion activities. Creating their own models, they
achieved an accuracy of 98.00% on the KDDCUP’99
dataset.

Further, Varanasi and Razia [34] reviewed the approaches
that use feature correlation (CR) for selecting the most
important characteristics and a DNN classifier to develop
an intrusion detection system, achieving a success rate
of 99.40%. Janiga et al. [35] proposed a self-adaptive tech-
nique to increase placement optimization, which reduces time
complexity to a large extent on the KDDCUP’99 benchmark
dataset using a support vector machine (SVM) algorithm

while Boser et al. [36] obtained a detection rate of 94.12%
on the same dataset.

In LSTM-related studies, Hu et al. [37] created a
novel elemental detection approach for network traf-
fic abnormalities using a convolutional attention LSTM
network model. Talukder et al. [38] used a convolu-
tional neural network (CNN) to extract shallow fea-
tures, which were then subjected to attention-LSTM. They
tested their method on the KDDCUP’99 dataset, achieving
98.48% accuracy.

Multiple ML methods have identified invasions on KDD-
CUP’99. Alqahtani et al. [39] contrasted the efficacy of these
methods. Raza et al. [40] used a decision tree with a feature
reduction technique to achieve 94% accuracy, surpassing
all other algorithms. Kumar et al. [41] advised protecting
networks against current DOS, exploits, probes, and general
assaults using a misuse-based intrusion detection system.
Loh et al. [42] tested the classification and regression tree
(CART) models on the UNSW-NB15 dataset.

The C5.0 algorithm (C5) proposed by Quinlan [43],
chi-squared automatic interaction detection (CHAID) by
Kass et al. [44], and quick, unbiased, efficient statistical
tree (QUEST) were evaluated using accuracy, irreproducible
discovery rate (IDR), and false acceptance rate (FAR) for
each model by Kumar et al. [45]. The C5 model had 99.37%
success.

Regarding botnets, Koroniotis et al. [46] developed flow
identifier-based network forensics to detect malicious botnet
activities in motion. Botnet assaults were identified on the
UNSW-NB15 dataset using ML classifiers such as the DT
algorithm C4.5, association rule mining (ARM), artificial
neural network (ANN), and naïve Bayes (NB), thereby deter-
mining that ARM, DT, NB, and ANN had accuracy rates of
86.45 %, 93.23 %, 72.73 %, and 63.97 %, and false-positive
rates of 13.55%, 6.77 %, 27.27 %, and 36.03 %, respectively.

Kasongo and Sun [47] used various machine learn-
ing models to accurately forecast based on the UNSW-
NB15 IDS dataset of the UNSW-NB15 dataset. The ML
techniques include simplifying decision trees, ANN by
McCulloch et al. [48], K-nearest neighbour (KNN) [49],
SVM [50], and linear regression (LR) [51]. As expected,
binary classification accuracy increased from 88.13%
to 90.85%. Accuracy was 90.85% for binary classification
and 67.57%, 77.51%, 65.29%, 72.30%, and 53.95% for mul-
ticlass classification using DT, ANN, LR, KNN, and SVM,
respectively.

Kumar et al. [52] improved ensemble models bagging and
boosting and obtained an accuracy of 98.24% and 99.95% on
the NSL-KDD and Kyoto 2006 datasets, respectively.

On the CIC-IDS2017 and KDDCUP’99 datasets,
Rosay et al. [53] decreased feature counts from 77 to 24 and
41 to 12, respectively. The rule-based classifier based on
projective adaptive resonance theory obtained 99.96% accu-
racy in 133.66 seconds using the CIC-IDS2017 dataset
and 99.32% accuracy in 11.22% of the time using the
KDDCUP’99 dataset.
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To improve the anomaly detection reliability of the intru-
sion system, Mugabe et al. [54] built a MapReduce-based
intrusion detection system, thereby extracting a manageable
subset of characteristics from massive datasets. By reducing
the training set, parallel input data was created using adap-
tive and effective feature selection. Their model was 93.90%
accurate using 15 features.

Talita and Rustam [55] improved intrusion detection by
fuzzy C-means and particle swarm optimization (PSO).
Their dataset contained approximately 40 features and
400,000 records. Of over 40 characteristics, 38 were selected
using particle swarm optimization (PSO) to save computation
time and memory. This method demonstrated a remarkable
accuracy of 99.12% compared to others.

A redundant penalty-by-feature (RPFMI) mutual informa-
tion method was presented by Qin et al. [56] to determine
appealing malware detection features. the KDDCUP’99
and Kyoto 2006+ intrusion detection datasets were exam-
ined, detecting DOS, user-to-root (U2R), and root-to-local
(R2L) attacks with 99.77%, 96.19%, and 97.74% accuracy,
respectively.

To categorize network intrusions, Mahhizharuvi et al. [57]
built a genetically optimized enhanced multi-relational fuzzy
decision tree (EMRFT). The K-nearest neighbor approach
was employed to fill in the missing values and a rapid
correlation-based feature selection method, to minimize data
dimensionality and enhance classifier performance, thereby
achieving a binary classification accuracy of 98.27% and
multilabel classification accuracy of 96.56%.

To correctly identify malicious traffic, Indrasiri et al. [58]
suggested an extra boosting forest (EBF) model employing
stacked ensembles to merge the ensemble tree (ET), gradi-
ent boosting (GB), and RF models. Local network traffic
statistics from UNSW-NB15 and IoTID20 were utilized. For
each dataset, features were reduced to 30 using principal
component analysis. EBF surpassed comparative methods,
achieving the highest accuracy score (98.5%) across all
four multilabel classes on the UNSW-NB15 and IoTID20
datasets.

Several tree-based ensemble ML methods have been used
to identify malware in portable executable files. Louk and
Tama [59] used three open-source datasets mentioned in
Yang’s paper [60]: Kaggle, BODMAS, and CIC-MalMem-
2022, to exhibit algorithm flexibility. Performance differ-
ences across algorithms were not statistically significant.
The GB machine (GBM), XGBoost, and RF outperformed
other tree-based ensemble models in this research, achieving
99.39%, 99.96%, and 100% accuracy, respectively.

A recent example is RF-SVM [8] technique in which
random forest is fused with binary-class SVM and multi-
class SVM for Anomaly detection and Signature detection.
Four different datasets NSL-KDD, ISCX-URL2016, CIC-
Darknet2020, and CICDoHBrw2020 are used to validate the
accuracy improvement in intrusion detection.

To address the issues of low accuracy and high false
alarm rate, Huang et al. [9] recently proposed a Bidirectional

Independent Recurrent Neural Network (BiIndRNN) with a
Global Attention (GA) mechanism. The BiIndRNN model
is designed to effectively capture the bidirectional structural
features of network traffic, addressing the gradient vanish-
ing/explosion issues inherent in traditional Recurrent Neural
Networks (RNNs). The addition of the GA mechanism
allows the model to better extract the interrelations between
long-distance and interdependent traffic features to improve
the accuracy of anomaly detection. To optimize the perfor-
mance of the proposed method, the influence of the timestep
(number of time steps in each sample) on accuracy and
FPR is investigated, and the concept of gain ratio is applied
to determine the optimal timestep value. Extensive experi-
ments are conducted on the UNSW-NB15 dataset, comparing
the GA-BiIndRNN model with traditional machine learning
methods and other RNN variants and claimed an accuracy
of 99.04% and an FPR of only 0.36%, outperforming the
competing techniques.

III. IDRANDOM FOREST ALGORITHM WITH ACCURACY
SLIDING WINDOW (ASW)
To overcome the problems of previous IDSs, we suggest
an ensemble pruning technique, IDRandom-Forest, based on
ASW and feature weighting, to ensure the discovery of ideal
sub-ensembles, thereby overcoming the problems of previous
IDS classification tools.

In the proposed technique, real-time network traffic is
screened by IDRandom-Forest to detect intrusions with a
high level of confidence. The major contributions of this
study include modifications to the random forest classifi-
cation algorithm, specifically through the introduction of
an accurate sliding window and stratified sampling-based
feature weighting. These modifications help determine the
optimal sub-ensemble from the classical random forest. The
IDRandom-Forest framework and its functions are discussed
in detail in the following subsections. In subsections III-A
and III-B, the stratified subspace sampling-based feature
weighting technique and ASW-based ensemble pruning tech-
nique are discussed. ASW and feature-weighting are the
key steps in determining the optimal sub-ensemble derived
from the classical random forest. The optimal sub-ensemble
IDRandom-Forest was proven effective in terms of higher
accuracy, lower testing time, and reduced latency in detecting
intrusion in live data-flow packets. The intrusion detection
process is applied only to the first three consecutive packets
of traffic flow instead of the entire flow, to accelerate the
process.

A. STRATIFIED SUBSPACE SAMPLING-BASED FEATURE
WEIGHTING
The classification accuracy performance of the classifier is
directly proportional to the correlation between the selected
input and target features [23]. Thus, to improve the accuracy
of the random forest ensemble model, the accuracy of the
decision tree must be improved, which can be achieved by
selecting features that have a high correlation with the target
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FIGURE 1. Framework of the proposed IDRandom-Forest classifier.

variable. The classical random forest method proposed by
Breiman [61] randomly selects features with a high prob-
ability so that features with low correlation are selected in
the subspace. Thus, this problem is solved by weighing the
features, whereby features with a low correlation with the
target feature are assigned low weights, while those with a
high correlation are assigned high weights.

Algorithm 1 outlines the process of assigning weights to
the features. The input to Algorithm 1, consists of training
data X train, non-negative informative function ω, stratifica-
tion threshold a, number of subsets K , number of features
in subspace p, and the minimum number of instances nmin.
First, the importance of each feature is computed through
an informative function ω, which is the Gini index in our
case. Subsequently, features are divided into two groups
based on the stratification threshold a. Then, K subsets
{X1,X2, . . . ,Xk} are generated through bagging fromX train
for the K base classifiers (decision trees) to build a random
forest. To build each node of the decision tree, features are
selected from two feature groups based on proportion and
weights provided at the start through informative function ω.

Thus, feature selection is not entirely random as in clas-
sical random forest. The dataset is split based on the best
split computed on the most important feature. The building
of decision tree continues until one of the following crite-
ria is satisfied: 1) points belong to the same feature class,
or 2) instances are less than nmin Finally, all decision
trees are combined to generate the random forest ensemble
classifier.

B. ENSEMBLE PRUNING WITH ACCURACY SLIDING
WINDOW
After applying stratified sampling to the dataset and assigning
a weight to each feature according to its importance in detect-
ing the intrusion, the random forest is created similarly to the
classical random forest method, but with a feature-weighted
dataset. The ASW-based ensemble pruning is subsequently
applied, as discussed in detail as follows.

As discussed in relation to EPIC [22], for the two ensem-
bles, the following two properties are observed: 1) When the
individual classifiers in two different ensembles have similar
accuracy, the more diverse ensemble outperforms the other.
2) In the case of two equally diverse ensembles, the ensemble
with the more accurate individual classifiers outperforms the
other.

Based on the above mentioned two properties, we propose
the ASW-based IDRandom-Forest algorithm, which auto-
matically stops when the optimum sub-ensemble with better
accuracy is obtained.

The detailed pruning steps based on the above two prop-
erties are explained in Algorithm 2 in which pruning dataset
Xprune, an ensemble Cen = {c1, . . . , ck}, trained on training
dataset Xtrain, are passed as input to the list of ensemble
classifiers (decision trees) LCen in decreasing order of con-
tribution. @k is the output of Algorithm 2.
Let P = {p1, p2, . . . , pM } be a set of M data points,

where pm = {(xm, ym) |m ∈[1, M ]} is a pair of indepen-
dent features xm and label ym represents the m-th data point;
ym ∈ {y1, y2, . . . , yL} is a class label that belongs to a set
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Algorithm 1 Process of Assigning Weights to Features
Input: training dataset: X train, non-negative informative function: ω, stratification threshold: a, number of subsets: K , number
of features in subspace: p, minimum number of instances: nmin

Output: Random forest ensemble: RF

∗ For each feature Fi in X train:
Compute its informativeness: ωi = ω(Fi)
Normalize the result: yi = norm(ωi)

∗ Divide feature set F into two groups based on the stratification threshold a.
Fs : Set of features with yi ≤ a
Fw : Set of features with yi > a

∗ Generate K subsets using bagging.
{X1,X2, . . . ,Xk} = bagging (X train)

∗ For each subset X i:
Build a decision tree: hi(X i)
For every node of the Decision Tree Classifier:
Randomly select p features from the feature subspace
Select pi features from Fs and pi features from Fw (according to the proportions of Fs and Fw)
Split data based on the test function t:

Split the data into right and left nodes.
Continue building nodes till stopping criteria met:

∗ Points belonging to the same feature class
∗ Instances less than nmin

Combine the un-pruned classifiers into a random forest ensemble:
RF = {c1(X1),c2(X2), . . . ,ck(Xk)}

Algorithm 2 Computing the Contribution of an Individual Classifier Based on Accuracy
Input: pruning dataset Xprune, an ensemble Cen = {c1, . . . , ck} trained on training dataset Xtrain

Output: List LCen

Initialize: A list of vectors S = {S1, S2, . . . , SMprune |Sm= [Sm1 , Sm2 , . . . , SmL ]}, m ∈
{[
1,Mprune

]}
, where L is the number of

class labels, Sma = 0 (initial number of predictions in label l) on the m-th data point in pruning dataset Xprune,Mprune is the size
of Xprune.

Pruning:
1. For each ck in C :

for each pb in Xprune:
get ck (xb), # ck ’s predictions on pb;
Sbckxb = Sbckxb + 1

2. For each ck in C :
αkb = 1 if ck (xb) = yb and ck (xb) belongs to the minority group; otherwise, 0.
βkb = 1 if ck (xb) = yb and ck (xb) belongs to the majority group; otherwise, 0.
θkb = 1 if ck (xb) ̸= yb, otherwise 0.

@k =
∑M

b=1

(
αkb (2S

b
maj − Sbck (xb)) + βkbS

b
sec + θkb (S

b
correct − Sbck (xb)−S

b
maj)

)
append pair (ck , @k ) to List LCen.

Return LCen in decreasing order of @k

of L number of output class labels; C = {c1, . . . , ck} is a set
of K classifiers, where ck (xm) denotes the prediction of the k-
th classifier on them-th data point. S is a set of vectors SmS ={
S1, S2, . . . , SM | ; Sm =

[
Sm1 , Sm2 , . . . , SmL

]}
; In Sm, Sml is

the total number of predictions for the l-th label (belonging to
{y1, y2, . . . , yL}z set) of the m-th data point of the ensemble

combined with majority-voting, and L is the total number
of output class labels. In addition, @en is used to represent
the accuracy of the entire ensemble, with @k denoting the
accuracy of the single classifier k . To measure the diversity
of classifiers within an ensemble, various metrics such as
Q and k statistics [62] have been proposed. An important
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Algorithm 3 Pruning Process Based on Accuracy Sliding Window
Input: training dataset Xtrain, pruning dataset Xprune, testing dataset Xtest , Number of trees to build nTree, Accuracy sliding
window length 8.

Output: An optimal sub-ensemble c that is pruned based on the pruning dataset Xprune

Initialize:
Cen = nTree
Ensemble Accuracy @en = 0
Current Accuracy Sliding Window count 8current = 0
Cen= generate_RF(nTree, Xtrain) # Random forest generation based on Xtrain
while (nTree) do

LCen = Compute_Contribution (Cen, Xprune) # Compute the contributions using Algorithm 1
@en = Accuracy (LCen)
Remove the tree at the end of the list Cen with the lowest individual contribution @k_lowest
LCen--)= Compute_Accuracy (Cen--), Xprune)
@current ≥ Accuracy (LCen--)
If (@current > @en) then

nTree--;
Else

8current + + ;
If (8current == 3)
Break

Compute F1-score and Accuracy based on testing dataset Xtest on an optimal sub-ensemble Copt

measure, the 0/1 loss-based diversity measure, was proposed
by Ho [63] and used by Lu et al. [22]. Because our method is
based on 0/1 based diversity measure metrics, two important
properties are discussed.

According to the 0/1 loss diversity, M (01) denotes the
number of network traffic packets incorrectly predicted by
ck but correctly predicted by cb, where ck and cb are the two
classifiers in the ensemble. M (10) is the opposite of M (01).

Thus, the diversity index εk,b between classifiers ck and cb of
the ensemble is defined as in (1).

εk,b =
M (01)

+M (10)

M
(1)

where εk,b is the ratio of the sum of the number of network
traffic packets correctly predicted by the classifiers to the total
number of network traffic packets.

The second property involves calculating the total diversity
contribution of an individual classifier to its ensemble. Total
diversity contribution Dk of an individual classifier can be
computed as shown in (2).

Dk =

∑K

b=1
εk,b (2)

Thus, Dk is the sum of the diversity contributions of ck
using all other K classifiers.

Based on the two properties mentioned in (1) and (2),
it can be inferred that accurate predictions of the network
packets contribute positively, whereas inaccurate predictions
contribute negatively. Thus, it can be inferred that accurate
predictions of the network packets from the minority group

FIGURE 2. Standards for assessing prediction rules.

make more positive contributions than accurate predictions
of the network packets from the majority group. In addition,
inaccurate predictions about network packets from the major-
ity group make more negative contributions than inaccurate
predictions about network packets from the minority group.
These properties were proven in [22]. These rules can be
visualized in Fig. 2. Thus, based on the results shown in
Fig. 2, the contribution of an individual classifier based on
accuracy is defined as in (3).

@k =

∑M

b=1
@b
k (3)

where @k (individual classifier contribution based on accu-
racy) of ck is the sum of contributions to packet pb.
If ck (xb) = yb, that is, classifier ck predicts pb correctly,

and ck (xb) belongs to the minority group, then the degree
of positive contribution of an individual classifier based on
accuracy @b

k is defined as in (4).

@b
k = 2Sbmaj − Sbck (xb) (4)
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where Sbmaj denotes the number of majority votes on the
network packet pb, and Sbck (xb) denotes the total number of
predictions by classifier ck on packet pb, defined as ck (xb).

Classifier ck in the minority group of packets pb indicates
that pb is difficult to classify and is incorrectly classified by
most classifiers. Thus, classifier ck , which predicts packet
pb correctly belongs to the minority group. Thus, this clas-
sifier should not be pruned from the ensemble because of its
importance to a specific packet pb. As@k is calculated based
on predictions of all packets pb: b ∈ [1,M ], the removal of
classifier ck is decided based on the @k .

If ck (xb) ̸= yb, i.e., classifier ck predicts pb incorrectly
(yb is the ground truth), then the degree of negative contri-
bution of an individual classifier based on the accuracy @b

k is
defined as in (5).

@b
k = Sbcorrect − Sbck (xb)−S

b
maj (5)

where Sbcorrect is the number of accurate votes for pb;

TABLE 1. UNSW-NB15 dataset divided into training and testing datasets.

TABLE 2. CICIDS2017 dataset divided into training and testing datasets.

Sbck (xb) denotes the total number of predictions by a classi-
fier ck on packet pb, defined as ck (xb), and Sbmaj denotes the
number of majority votes on the network packet pb. Thus,
(Sbcorrect−S

b
ck (xb)

) indicates the degree of negative contribution
based on the difference between the accurate number of votes
for the ground truth and the inaccurate number of votes
for ck (xb). By combining (3), (4), and (5), the individual

contribution of the classifier ck can be computed as in (6).

@k =

∑M

b=1

(
αkb (2S

b
maj − Sbck (xb)) + βkbS

b
sec

+ θkb (S
b
correct − Sbck (xb)−S

b
maj)

)
(6)

where αkb = 1 if ck (xb) = yb and ck (xb) is in the minority
group. Otherwise, αkb= 0 and βkb =1 if ck (xb) = yb and
ck (xb) is the majority. Else, βkb =0. Similarly, θkb = 1,
if ck (xb) ̸= yb. Otherwise, θkb =0.

Algorithm 3 shows the overall ASW-based process for
stopping pruning. Considering input training dataset X train,

pruning dataset Xprune, testing dataset X test , number of trees
to build (nTree), and ASW length 8, it returns an optimal
sub-ensemble Copt ={c1, . . . ,cT |T ≤ k} as output which
is pruned based on the pruning dataset Xprune. The training
dataset X train is used to build the initial random forest before
pruning based on the input parameter nTree (number of trees
to build). ASW length 8 is used to set the threshold for the
stopping criterion. The contribution of each decision tree in a
random forest is built using the training dataset X train for the
computations, and then, the pruning dataset is used to prune
the trees one by one based on the contribution of the decision
tree. After removing each worst tree from the ensemble, the
accuracy difference is computed by ASW. If the accuracy
decreases continuously by removing three trees, the pruning
process is stopped. The last three trees are added back to the
ensemble again, as discussed in Algorithm 3.

Thus, the output of our proposed model is an optimal
sub-ensemble pruned according to the accuracy threshold
criterion set by Algorithm 3 with the impact (contribution)
of each base classifier (decision tree inside random forest
ensemble) calculated as discussed in Algorithm 2.

IV. EXPERIMENTAL RESULTS AND DISCUSSION
To validate the proposed method, IDRandomForest, we con-
ducted numerous experiments using various experimental
settings, and the experimental results were compared with
those of the current state-of-the-art techniques in terms of
accuracy, testing time, and latency.

A. DATASET AND EXPERIMENTAL SETTINGS
The proposed approach was examined using other algo-
rithms, such as classical random forest, RF-SVM [8], deep
learning-based blindRNN [9] and HAST-IDS [65]. The
experiments were conducted on Intel ® Xeon ® Silver
4210 based processor with a base clock speed of 2.20 GHz
and graphics cards of 3090 Titan Series with 24 GB of
GDDR6Xmemory and 10496 CUDA cores. The TensorFlow
library was used for the CNN of HAST-IDS and for the
blindRNN,whereas classical random forest, and the proposed
advanced random forest hybrid deep learning technique
were implemented using Scikit-learn, NumPy, and Pan-
das. The HAST-IDS and blindRNN simultaneously utilize
GPU and CPU.

For comparison, we used the UNSW-NB15 [31] and
CICIDS2017 [66] datasets. The CICIDS2017 dataset is based
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FIGURE 3. Ensemble pruning with stratified feature sampling on
UNSW-NB15 dataset; ASW-based highest accuracy is 97.3%.

FIGURE 4. Ensemble pruning with stratified feature sampling on
CICIDS2017 dataset; ASW-based highest accuracy is 98.9%.

on DDoS and DOS attacks. Only seven classes were used to
measure progress, one for regular and the others for assault
classes. Classes such as worms, open ports, and analyses
were removed because of the extremely small number of
samples. The UNSW-NB15 and CIC-IDS2017 datasets were
used, instead of KDDCUP99 and NSL-KDD (a better ver-
sion of KDDCUP99) because they are new datasets and are
extensively used in recent studies. Although KDDCUP99 and
NSL-KDD were widely used in the past for evaluating intru-
sion detection systems, they have some limitations, such as
an unrealistic distribution of attack types, redundant records,
outdated patterns not conforming to the latest typical network
attacks, and less network diversity.

In contrast, UNSW-NB15 and CIC-IDS2017 were gen-
erated in a controlled environment to simulate real-world
network traffic, and both datasets contain a wide range of
network attacks and normal traffic. These two datasets were
specifically designed for evaluating IDS and intrusion pre-
vention system (IPS) solutions and comprise more accurate
and diverse samples and attacks.

FIGURE 5. Ensemble pruning without stratified feature sampling based
on UNSW-NB15 dataset; highest accuracy is 94.2%.

FIGURE 6. Ensemble pruning without stratified feature sampling based
on CICIDS2017 dataset; highest accuracy is 97.9%.

In addition to the sender and receiver IPs, only the first
100 bytes of the data packet of each flowwere used to perform
quick processing at Level-1 with the decision tree classifier,
and padding with null values was applied for packets of less
than 108 bytes. Under uncertainties regarding the threshold
value set for intrusion detection, Level-2 classifiers were
used, where the one-hot encoding technique was employed
to create 230 features, and all features were normalized to be
within [0, 1]. We did not apply any feature selection methods;
instead, we used a feature weighting method to weigh the
features.

The dataset was divided in an 8:2 ratio using the Python
library sklearn, in which the proportionality of classes is the
most important feature. Eighty percent of the data was used
for training and the remaining 20 percent for testing.

The UNSW-NB15 dataset contained a total of
24225 samples, whereas the CICIDS2017 dataset contained
1009819 samples. The datasets were divided into 80 percent
training and 20 percent testing. The samples in each class
of the UNSW-NB15 and CICIDS2017 datasets are listed in
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Tables 1 and 2, respectively. Because the stratified feature
sampling technique was used for feature weighting, in the
Level-2 classifier, no features were omitted from Level-1 or
Level-2.

B. ASW-BASED ENSEMBLE PRUNING RESULTS FOR
IDRandomForest
This section discusses the results of the ensemble pruning
process of IDRandomForest. The classical random forest
algorithm requires the generation of the number of decision
trees ‘‘nTree.’’ Thus, the user randomly sets a value for the
‘‘nTree’’ parameter without estimating the optimal number
of required decision trees in the ensemble.

As the classical random forest randomly selects features
(m) out of a total number of features (M) in the dataset,
the best feature and best split are chosen from the randomly
selected ‘‘m’’ number of features without considering the
importance of features for classifying the problem at hand.
To improve the feature selection process, we introduced a
stratified feature sampling process in our proposed algorithm
to assign weights to the features according to their relevancy
in terms of importance.

As random forests use a voting system at the end, randomly
built decision trees have both types of base classifiers. Some
decision trees positively contribute to the voting system,
whereas remaining bad decision trees negatively contribute to
the final voting in classifying intrusion. Thus, we use specific
processes, which are shown in Algorithms 1 to Algorithm 3,
to remove the decision trees with negative contributions.
In the end, we obtain a sub-ensemble consisting of decision
trees only with positive contributions. Thus, voting with these
best trees provides higher accuracy than the randomly built
classical random forest. As the sub-ensemble size is much
smaller than the actual ensemble size, testing time is also
reduced. Thus, Figs. 3 to 6 show the improvement of the
testing accuracy due to the pruning of each decision tree with
a negative contribution.

Fig. 3 shows ensemble pruning (with stratified feature
sampling) on the UNSW-NB15 dataset, where the initial
accuracy of the ensemble is 89.5 %. Ensemble pruning
through ASW improves the accuracy to 97.3%. The red line
indicates the start point of the ASW, whereas the endpoint
is indicated by the blue line, which is the highest accuracy
point. As shown in Fig. 3, the accuracy increases grad-
ually until the removal of the 32nd tree, after which the
accuracy starts to decline; according to the sliding window
process, the optimal ensemble with 68 trees is finalized
and used as the Level-2 classifier on the UNSW-NB15
dataset. The accuracy declines until the ensemble consti-
tutes only five trees. The accuracy of the sub-ensemble is
shown for validation purposes with accuracy never improving
after ASW confirms that the highest accuracy of 97.3% is
achieved.

Fig. 4 describes ensemble pruning (with stratified fea-
ture sampling) similarly to that shown in Fig. 3; however,
the experiment was performed on the CICIDS2017 dataset,

where the accuracy of the ensemble at the beginning of the
ensemble pruning process was 94.91%. Although the ini-
tial accuracy was improved, our ensemble pruning process
increased the accuracy to 98.8%, an increase of approxi-
mately 3.89%. As shown in Fig. 4, the accuracy increases
gradually until the 52nd tree is removed, after which the
accuracy starts to decline. According to the sliding window
process, the optimal ensemble with 48 trees is finalized and
used as the Level-2 classifier on the CICIDS2017 dataset.
As discussed previously, the accuracy decline process con-
tinues until the ensemble has only five trees. The accuracy
of the sub-ensemble is meant only for validation purposes;
accuracy does not improve after ASW confirms that the
highest accuracy of 98.9been achieved.

Fig. 5 shows ensemble pruning (without stratified feature
sampling) on the UNSW-NB15 dataset, where the initial
accuracy of the ensemble is 85.5 %. Ensemble pruning
through ASW improves the accuracy to 93.7%. The red line
indicates the start point of the ASW, whereas the endpoint is
indicated by the blue line, which is the highest accuracy point.
As shown in Fig. 5, the accuracy increases gradually until the
removal of the 38th tree, after which the accuracy starts to
decline; according to the sliding window process, the optimal
ensemble with 61 trees is finalized and used as the Level-2
classifier on the UNSW-NB15 dataset. The accuracy declines
until the ensemble constitutes only five trees. The accuracy of
the sub-ensemble is shown for validation purposes with accu-
racy never improving after ASW confirms that the highest
accuracy of 93.7% is achieved.

Fig. 6 describes ensemble pruning (without stratified fea-
ture sampling) similarly to that shown in Fig. 5; however,
the experiment was performed on the CICIDS2017 dataset,
where the accuracy of the ensemble at the beginning of the
ensemble pruning process was 95.11%. Although the ini-
tial accuracy was improved, our ensemble pruning process
increased the accuracy to 97.5%, an increase of approxi-
mately 2.39%. As shown in Fig. 6, the accuracy increases
gradually until the 34th tree is removed, after which the
accuracy starts to decline. According to the sliding window
process, the optimal ensemble with 36 trees is finalized
and used as the Level-2 classifier on the CICIDS2017
dataset.

As discussed previously, the accuracy decline process con-
tinues until the ensemble has only five trees. The accuracy
of the sub-ensemble is meant only for validation purposes;
accuracy does not improve after ASW confirms that the
highest accuracy of 97.5% has been achieved.

Tables 3 and Table 4 compare the proposed algorithms,
IDRF and IDRF (SFS--), with other state-of-the-art algo-
rithms using various evaluation metrics: false alarm rate,
precision, recall, F1-Score, accuracy, and test time. Notably,
IDRF and IDRF (SFS--) outperform the classical random
forest, HAST-100, and HAST-300 in five metrics: precision,
recall, accuracy, F1-Score, and false alarm rate. Although the
precision, recall, and F1 score of HAST-300 are better than
those of IDRF (SFS--), in the trade-off between accuracy
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FIGURE 7. Testing time comparison of various algorithms (test dataset
UNSW-NB15).

TABLE 3. Performance of various algorithms on UNSW-NB15 dataset
using different evaluation metrics (Unit: %).

TABLE 4. Performance of various algorithms on CICIDS2017dataset using
different evaluation metrics (Unit: %).

and testing time, IDRF (SFS--) outperforms, as latency is
significant for real-time intrusion detection.

Comparing our proposed method with the deep learning-
based GA-BlindRNN, our method performs better in accu-
racy and F measure on the CICIDS2017 dataset while
performing slightly less well on the UNSW-NB15 dataset.
However, GA-BlindRNN has a significant issue with testing
time, which is a crucial factor for real-time intrusion detec-
tion. In summary, the IDRF performs well overall in terms
of latency, accuracy, testing time, and F1 measure, validating
our method. The false alarm rate is also included to provide
a better understanding of the results.

Fig. 7 compares the testing time of IDRF and
IDRF(SFS--) with those of other algorithms such as classical
random forest, HAST-IDS (100), HAST-IDS (300), RF-
SVM and GA-BiIndRNN on the test dataset UNSW-NB15.
Clearly, the proposed IDRF(SFS--) incurs only 1,451ms,
while IDRF incurs 2,110ms. The time taken by both IDRF
and IDRF(SFS--) is less than that of classical random forest

FIGURE 8. Testing time comparison of various algorithms (test dataset
CICIDS2017).

(3,200ms) and RF-SVM (7,011ms) and significantly lower
than those of other methods such as HAST-IDS (100) and
HAST-IDS (300), which incur 23,040, and 24,510ms, respec-
tively. Although GA-BlindRNN slightly outperformed in
accuracy and F-measure, it is significantly larger in terms of
testing time (71,043, 34 timesmore than our proposed IDRF).
In summary, the average single sample classification time
for the proposed IDRF(SFS--) is 0.299ms, while IDRF has
0.435ms, which is less than classical random forest (0.66ms)
and RF-SVM (1.45ms). Furthermore, they are significantly
faster than the other methods, such as HAST-IDS (100)
and HAST-IDS (300), which incur 4.75ms and 5.05ms,
respectively.

In addition, we compared the time taken by the proposed
methods with those of other methods on the test partition
of the CICIDS2017 dataset, which is shown in Fig. 8. The
proposed IDRF(SFS--) incurred the least time, followed by
IDRF, displaying the same trend observed with the UNSW-
NB15 dataset. The proposed IDRF(SFS--) consumed only
84,032ms, while IDRF took 99,110ms. The time consumed
by both IDRF and IDRF(SFS--) was less than that of classical
random forest (181,530ms), RF-SVM (301,130ms), and sig-
nificantly less than HAST-IDS (100), HAST-IDS (300) and
GA-BlindRNN which incurred 912,930ms, 951,043ms and
1,951,043ms, respectively. Notably, the accuracy of IDRF
was better than that of IDRF(SFS--), and the time taken by
IDRF(SFS--) was the lowest. In the average single sample
classification time comparison, the proposed IDRF(SFS--)
took 0.277ms. In contrast, IDRF took 0.327ms, which is less
than classical random forest (0.599ms), RF-SVM (0.993ms)
and significantly faster than the other methods such as
HAST-IDS (100), and HAST-IDS (300), and GA-BlindRNN
which incur 3.01ms, and 3.14ms, and 6.4ms, respectively.

Both versions of the proposed algorithm showed promising
results compared to other state-of-the-art methods.

V. CONCLUSION
Current network intrusion detection techniques are ineffi-
cient in terms of testing time and detection accuracy. Simple
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intrusion detection has low detection accuracy and a high
false alarm rate, whereas complex algorithms such as RNN-
and transformer-based deep learning techniques, have high
time complexity and require considerable computational
resources. To overcome these issues, in this study, we propose
an advanced random forest for real-time intrusion detection
in less time with high accuracy. ASW and feature weighting
(based on stratified feature sampling) are used to determine
the optimal sub-ensemble from the classical random for-
est. The experimental results demonstrate that the proposed
hybrid classification system outperforms current state-of-the-
art techniques in terms of accuracy and latency.
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