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ABSTRACT The smart city traffic management domain is perpetually a crucial sector that requires
innovative strategies due to expanding urbanization and vehicle use. In this study, we have introduced a
traffic prediction and handling system that utilizes Temporal Convolutional Networks (TCNs) combined
with Federated Learning (FL) to deal with urban traffic effectively. This approach leverages the sophisticated
functionalities of TCNs to evaluate and estimate traffic trends, such as congested phases, traffic flow, and
ideal mobility routes. The system guarantees data privacy and utilizes decentralized information analysis
using Federated Learning. In this approach, every point in the intelligent city network, including traffic
sensors and cameras, serves to collectively comprehend traffic patterns without disclosing raw data. Using
this cooperative method not only improves the model’s ability to forecast outcomes accurately but also
enables efficient real-time traffic management, with the ability to adapt to changing conditions. The method
has shown significant efficacy in enhancing traffic flow and mitigating congestion. The critical criteria
are a 20% drop in average commuting times, a 25% drop in traffic congestion, and a 15% enhancement
in emergency response times. These statistics highlight the system’s efficiency in improving urban traffic
control by integrating modern technologies.

INDEX TERMS Decentralized learning, mobile patterns, transport, traffic prediction, accuracy,
normalization, temporal convolution.

I. INTRODUCTION in use. Moreover, the complexity of traffic composition, com-

Urban traffic patterns of today’s world are a constantly chang-
ing facet of urban life that is inseparably linked with the
speedy process of urbanization and technological advances.
In modern urban traffic, we are facing a situation in which
there is a high vehicle concentration, many different transport
types, and growing market requirements for safe mobility [1].
Such challenges as traffic jams, longer driving times, and
adverse environmental effects that include increased emis-
sions of pollutants are just a result of the number of vehicles
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prising private and public transport vehicles and bicycles,
is an intricate system demanding complicated management
policies.

New technologies such as smart transportation systems,
real-time data analytics, and Al-driven predictive models
are also changing the current dynamics of urban traffic [2],
[3]. These innovations seek to sharpen traffic flow, promote
road safety, and improve urban transit’s ecological footprint.
Integration of IoT devices such as traffic sensors and cameras
results in real-time data that makes it a lot easier to under-
stand/predict patterns relating to how movement continues.
To conclude, contemporary urban traffic dynamics combine
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the traditional issues amplified by the growth of metropolitan
populations with many solutions presented through techno-
logical innovations [4], [27]. It is now a critical field of
attention in urban planning and development.

Redefining urban traffic dynamics captures a significant
and ever-growing component of the field. With an increasing
number of people moving to urban centres and a correspond-
ing rise in motor vehicle usage, cities across the globe are
confronted with urgent problems with traffic routing, con-
gestion mitigation, and transit effectiveness. Conventional
traffic control systems are usually much less efficient in
managing the complex and diverse nature of the urban flow,
creating a need for creative alternatives that change with
time [5].

This need has created a lot of enthusiasm towards using
new technologies, especially Al and data analysis [6]. Thus,
integrating Al-driven approaches like Temporal Convolu-
tional Networks (TCNs) [7], [23] and Federated Learning
(FL) [8] is a viable solution. Time-series data intrinsic to the
traffic patterns can be easily analyzed with the use of TCNs
that provide, in turn, reliable predictions for flow level and
congestion phases as well as optimal mobility routes. At the
same time, FL can be viewed as a revolutionary approach
to data processing focused on distributed learning directly
at information sources such as traffic sensors and cameras.
This improves scalability and efficiency and fits modern data
security issues.

By adopting such advanced methodologies, urban traf-
fic dynamics will be redefined in the cities, resulting in
more intelligent, more responsive, and sustainable cities [9].
Research in this field is critical for designing intelligent
traffic systems capable of responding to dynamic conditions,
balancing resource allocation, and increasing the quality of
urban life.

This research focuses on an enhanced traffic management
system integrated with smart city infrastructures. It focuses
on integrating TCNs with FL to enhance traffic prediction
accuracy and efficiency. This system aims to address the chal-
lenges of urban traffic congestion and mobility, leveraging
cutting-edge Al technologies for real-time, data-driven traffic
management and decision-making.

The prominent work of the research is primarily focused
on attaining the following objectives.

1) To utilize TCNs to analyze time-series data from vari-
ous urban traffic sources, aiming to accurately predict
traffic patterns, including congestion phases and flow
rates.

2) To implement FL to process data from multiple points
in the city network, like traffic sensors and cameras,
to enable more efficient traffic control and reduce
average commuting times.

To leverage the integrated TCN-FL system’s predictive
capabilities to enhance emergency services’ responsiveness,
aiming for a substantial reduction in emergency response
times.

VOLUME 12, 2024

Il. RELATED WORK

This section delivers a rundown of the current approaches,
emphasizing how well they handle prevalent issues in urban
traffic dynamics and how efficient they are. The critical
importance of research work in current traffic management
systems is highlighted in this study, which aims to provide
a full grasp of the advances and problems in this expanding
subject.

Ajayi and Kumkal [10] investigated Multi-Agent Adap-
tive Routing Optimization (MAARO) to alleviate city traffic
jams. It prioritizes decentralization, edge computing, and
coordination at the cloud level to enhance traffic flow.
The primary objectives of the research are to ascertain
the efficacy of Al-driven solutions in easing traffic con-
gestion, the viability of Al integration into transportation
networks, and the impact of Intelligent Route Planning and
Optimization (IRPO) on traffic management. Additionally,
it explores pertinent literature on ITS, smart transportation,
and Al transportation technology. The model for imple-
mentation, cybersecurity priorities, and future suggestions
for researchers and policymakers are also covered. The
research offers a thorough strategy for reducing traffic jams in
metropolitan areas using decentralized routing optimization
and Al-driven solutions. Cuong and Aziz [11] investigated
using Al-powered vehicle recognition for traffic manage-
ment. It uses deep learning integrated with computer vision
to recognize and categorize cars in real-time, improving inci-
dent management, monitoring congestion, and analysis of
traffic flow. The report delves into ethical and privacy con-
cerns, highlighting the need for responsible implementation
and adherence to industry norms and laws. Methods include
training models using transfer learning, deploying them in
real-time, and evaluating their performance using measures
like accuracy and precision. The implementation of these
systems is what the methodology is all about. The article
talks about how Al-powered vehicle identification might
revolutionize city transportation systems, highlighting how
accurate, efficient, and flexible it is while also mentioning its
ethical and legal hurdles. Li et al. [12] introduced a thorough
method known as Dynamic Graph Convolutional Recur-
rent Network (DGCRN) for traffic prediction. The authors
proposed a model that successfully captures traffic data’s geo-
graphical and temporal interdependence. They use a generic
training strategy for RNN-based models, perform consid-
erable experiments on open-source datasets, and provide a
novel dataset about real-world congestion. Additionally, the
paper contrasts the suggested model with fifteen baselines,
showing how it significantly reduces errors and achieves
state-of-the-art prediction accuracy. This technique uses var-
ious methods, including recurrent neural network (RNN)
models, graphical neural network (GNN) models, attention
mechanisms, and external characteristics such as time and
weather data, to improve performance and capture spatial
and temporal correlations. In their study, Djenouri et al. [13]
focused on creating a novel convolutional graph-based neural
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network for predicting urban traffic flows in an edge IoT
setting. This research integrates graph convolutional neural
networks for training, outlier identification for data cleaning,
and hyperparameter branch-and-bound optimization. Using
outlier identification, the pre-processing step eliminates
unnecessary nodes from the road network. A novel opti-
mization method based on branch and bound is used to find
the optimal values for the framework’s hyperparameters, and
the graph convolutional neural network is enhanced to make
traffic flow predictions. With features including hyperparam-
eter optimization, graph convolutional neural networks, and
outlier detection, the suggested PROMOTION framework is
a smart hybrid that can predict traffic flow. Extensive trials
with existing traffic flow prediction data revealed that it
outperforms baseline techniques in terms of both accuracy
and runtime. He et al. [14] introduced ST-3DGMR, an end-
to-end framework tailored for region-based traffic analysis,
as a revolutionary approach to the challenge of urban flow
forecasting. In practice, a distinctive blend of closeness and
periodic 3DCNN branches is the essence of ST-3DGMR. The
ST-3DGMR provides a novel solution for urban planners and
systems that monitor urban mobility; it is built on grouped
multi-scale approaches incorporated into the ResNet frame-
work and can remember more complicated ‘““urban’ traffic
patterns. This strategy outperforms current options regard-
ing traffic prediction, as seen by the 2.6% and other more
substantial reductions in RMSE for state-of-the-art systems.
The model’s superior capacity to handle and analyze com-
plicated spatiotemporal data drives this improvement over
previous models. Optimal vehicle routing and reduced traf-
fic congestion are the primary goals of Dikshit et al. [15]
investigated the revolutionary possibilities of Al in urban
traffic management. To improve transportation efficiency and
positively impact urban environments, it explores how Al can
analyze real-time traffic data, create smart routing methods,
and adjust to traffic situations on the fly. The study com-
bines comprehensive simulations with case studies to assess
the efficacy of Al-driven traffic management systems. This
research will be useful for transportation authorities and law-
makers looking for new ways to promote sustainable urban
growth. Methods like Al-powered vehicle route optimization
and machine learning-based traffic management are part of
the used approach. Intelligent assignment models for urban
traffic planning using optimum route optimization algorithms
are the subject of Lu et al. [16]. It tackles complicated
traffic problems and the disparity between the expansion of
automobiles and transportation infrastructure. The research
stresses using contemporary technology to make traffic flow
smoother, lessen congestion, increase road safety, and lessen
the adverse effects of air pollution. The article delves into
urban road traffic simulation, specifically how a dynamic
route optimization algorithm may be developed utilizing
graph theory and real-time traffic data. Aligning with users’
travel demands, the algorithm strives to deliver the quickest
real trip time. Using data on urban road networks [28] and
traffic conditions, the research emphasizes the significance
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of route optimization in dynamic path guidance systems and
their function in real-time vehicle guiding. At the end of the
study, the authors address the difficulties of traffic growth
and congestion in big and medium-sized cities throughout
the globe, as well as the effects of IT on urban motoriza-
tion [17]. Despite progress, current research in urban traffic
control needs to adequately combine privacy-aware, scalable
learning models with comprehensive, real-time traffic data
analysis. To bridge this gap and improve traffic prediction
precision and adaptation in dynamic urban environments, it is
necessary to combine TCNs with FL. This will allow us
to use TCNs’ expertise in time-series assessment with FL’s
decentralized data processing.

lll. METHODOLOGY

The architecture of the proposed model depicted in Figure 1
exhibits the integration of TCNs, and the FL has been
formulated to improve the functioning of urban traffic con-
trol through an all-around feed cycle processing strategy.
This process starts by gathering the traffic information from
the General Modeling Network Specification (GNMS) [18]
and Urban Traffic Dataset (UTD19) [19] datasets to train.
Pre-processing of the collected data includes steps like
normalization and timestamp encoding. In the FL frame-
work, individual nodes, such as the traffic sensors, train
local models using their decentralized capability primarily
to increase scalability and efficiency in dealing with mas-
sive data. This local training is part of a central aggregation
process, wherein the server collects model updates from all
nodes, emphasizing parameter aggregation as an improve-
ment for accuracy and efficiency. The global TCN model is
then updated with these aggregated parameters, leveraging
its time-series feature analysis abilities to determine traffic
conditions correctly. Real-time traffic management, includ-
ing phasing and timing of signal control, as well as route
selection, is guided by these predictions. Finally, a feed-
back loop is created where real-time traffic information is
continually incorporated into the system for dynamic adjust-
ments and ongoing enhancement of traffic control measures.
While keeping the data secure, this architecture focuses
mainly on the scalability and efficiency that are essential
in managing the dynamic complexities of traffic at a town
level.

Several computational processes comprise the proposed
strategy for enhancing urban traffic management with
the concourse of Federated Learning (FL) and Temporal
Convolutional Networks (TCNs).

A. DATA COLLECTION

For study purposes with optimal data diversity, we uti-
lized two different traffic datasets: GMNS and UTDI19
datasets. The GNMS dataset appears to contain multiple
CSV files, each likely representing different components of
the dynamic multi-modal transportation network model of
Melbourne, Australia. The dataset adheres to the GMNS,
ensuring software-agnostic human and machine readability.

VOLUME 12, 2024



K. M. K. Raghunath et al.: Redefining Urban Traffic Dynamics

IEEE Access

Federated Learning

Global Model
Training

<¢

= Aggregated Global
Model
GMNS Updates Updates
-
UTD19 Central
Preprocessing Server
Datasets
Computations h
Dilated Convolution
Casual Convolution K
Residual Connections |,

FIGURE 1. Architecture of the proposed model.

This makes the dataset suitable for various transportation
operations and planning models. It likely includes data
for different modes of transportation and their interactions
over time, represented through various timestamped files
(for different time intervals). Table 1 summarizes the key
attributes of the files in the dataset, providing a glimpse into
the structure and type of data available for the Melbourne
transportation network under the GMNS.

UTDI19 data is valuable for understanding city traf-
fic capacities and the points where urban networks get
congested. Key highlights include,

1) Macroscopic Fundamental Diagram (MFD) Analysis:
The dataset applies the MFD approach, linking vehicle
accumulation to travel production in urban networks.
Critical Point Analysis: It determines the vehicle’s
critical number and traffic capacity, a foundation for
understanding free-flow congested state boundaries in
urban transport.

Data Source and Methodology: The data is com-
piled from billions of vehicle observations across
over 40 cities and network information sourced from
OpenStreetMap.

Statistical Modeling and Traffic Analysis: The dataset
requires sophisticated statistical modeling such as
two-stage least squares regression analysis to identify
the factors contributing towards critical points.

This dataset is instrumental in urban planning and traffic
management, allowing for the prediction of traffic capacities

2)

3)

4)
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TABLE 1. Key attributes of GMNS dataset.

.

A

Real-Time Traffic
Data

ol P

Traffic Prediction

File Name Key Attributes Values/Ranges
-node_id 60399, 60400, ...
(315981.0612,
node.csy ~ X-c00rd y_coord - 5a10555 063). ..
-node_type -
- ctrl type -
- link id 2967, 2970, ...
- from_node _id 60399, 60404, ...
- to_node id 60400, 60405, ...
. - length -
finkesv_ capacity 9000, ...
100 km/h, 50 km/h,
- free_speed
- lanes 51, ..
- From Link includes authorized
movement.csv To Link movement kipds,
from and to link
- Type identifiers
- timing_plan_id 1,2,..

signal timing_ - controller id

I,..
180 seconds, 179

plan.csv
- cycle_length seconds, ...
OD matrix - Origin ID 317260, 317263, ...
615 630.csy Destination ID 317263, 317265, ...
- - Demand 0, 14,274, ...
- link_ID 8220, ...
°bservve§1fn?§fé§; - time 6:15, 6:30, ...
- observed_volume 47,70, 88, ...

and the understanding of critical congestion points in urban
networks. Table 2 highlights the vital components of the

dataset for precise understanding.
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TABLE 2. Vital components of the UTD19 dataset.

Attribute Description Computed Units
Vehicle Number of vehicles . )
Accumulation (n) in an urban network Vehicles/km
Travel Production Measure of traffic .

Vehicle-km/h

(P(m)

flow efficiency

Critical
Accumulation (a*)

Point of maximum
traffic capacity

Vehicles/km?

Critical Speed (v*)

Speed at which
congestion starts

km/h

Road Network
Density (R)

Road space per unit
area

Lane-km/km?

Intersection Spacing

Average distance
between signalized

LSA network-km™!

)

Bus Production
Density (B)

intersections

Density of the bus
network per unit area
Maximum traffic
capacity at the
critical accumulation
Various statistical
metrics for
understanding traffic
and network data

Bus-km/h/km?

Network Capacity

(P*) Vehicle-km/h/km?

Elasticities, mean,
standard deviation
etc.

Statistical Measures

The GMNS dataset contains a broad and well-defined
geographical representation of Melbourne’s transportation
system with its specially marked Nodes, Links, movements,
Signal timings and traffic volumes. As such, it is used to train
TCNs for learning temporal as well as /or spatial dependen-
cies in the traffic data. The feeding of the timestamped data
into the TCNs assists the model in the learning of the infor-
mation given to predict the traffic flow, phases of congestion
as well as the best routes, depending on the phase numbers
learned by the model. On the other hand, the UTD19 dataset
provides a bird’s eye view as to the overall traffic capacities
for roads and where the issues are. It includes a number of
vehicles on the road, traffic generation, importance accumu-
lation, importance velocity and the network supply. These
attributes are desirable for FL that enables distributed data
analysis of multiple sensors and cameras in smart cities net-
work. FL makes sure that the raw data is not disclosed to the
outside world for the user’s information privacy, but it allows
the aggregation of the different models simultaneously.

Thus, the GMNS dataset is used in training TCNs to
some specific traffic characteristics and behaviors while the
UTD19 gives only general overview of traffic capability
with congestion zones. These datasets are integrated into the
TCN-FL method and enables the system to learn, and manage
the traffic in real-time based on the proposed predictions.
This dataset ensures a wide range of scenarios and traffic
conditions are covered.

B. PRE-PROCESSING

Data analysis and modeling rely heavily on pre-processing,
especially when dealing with complicated datasets such as
GMNS and UTD19. Normalization and timestamp encoding
calculations are performed to apply pre-processing to the
GMNS and UTD19 datasets. Normalization is used to modify
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their scale to ensure that all data characteristics are treated
similarly in the analysis. Using a standard Min-Max scaling
procedure [20], all numerically attributed files are selected
from the datasets and computed, which can be expressed as,
normalized (i) = — """ ®__ 1)

max (i) — min (i)

From (1), i indicates the original value, min(i) and max(i)
represents the minimum and maximum values of the each
attribute, respectively. In addition, converting timestamps
into a format suitable for TCNs, like one-hot encoding
for time of the day, day of the week, and other OD
(origin-destination) metrics. Given a categorical variable T
representing the hour of the day (where Tis an integer rep-
resenting varying timestamps), the one-hot encoding process
can be represented as follows:

Let V be a vector corresponding to the timestamps in a day.
The one-hot encoding function for each element V; of vector
V, where i ranges as per the time units, and is defined as:

1 ifi=T

Vi= .
0, otherwise

@)

C. TEMPORAL CONVOLUTIONAL NETWORKS

TCNs are a type of neural network designed for time-series
data. The key components in TCNs include convolutions
and connections, namely, dilated and casual convolutions
and residual connections. To account for interdependencies
across time scales, the model uses dilated convolutions. For
example, it analyzes transient and persistent traffic patterns
over more extended periods. Causal convolutions guarantee
that forecasts are grounded only upon historical and real-
time data. This is crucial for traffic forecasting in real-time.
To avoid training problems and ensure the model can suc-
cessfully understand complicated traffic patterns, residual
connections are used to construct deeper TCN models. The
end result is a forecast of traffic conditions, such as conges-
tion levels and best routes, for the future. User can utilize the
predictions to make real-time adjustments to traffic signals
or get routing information. The system can then utilize the
results of these actions to refine the model continuously.
This section describes the computational aspects of essential
components. It explains in detail how TCNs are computed
concerning the proposed traffic prediction model.

Dilated Convolutions: With dilated convolutions, the net-
work can significantly increase its receptive field without
a commensurate parameter count rise. Initially, an input
sequence S(i) is considered, where i ranges from 0 to N —1
and N is represent the size of the input. The dilated convolu-
tion output DC(s) at time step s is computed as follows:

DC (s) = Zi:)l SG) - [F (s —d -i)] 3)

From (3), F denotes the filter, d specifies the dilution
factor, and d increases (as moving deeper into the network)
in an exponential way (example: d = 2"). The S(i) represents
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the input traffic data sequence which is derived from the
GMNS and UTD19 datasets.

Causal Convolution: Ensures that the model does not
violate the temporal order, meaning it doesn’t use future
information to predict the present or past. In causal convolu-
tion, the output at time t depends only on inputs from time ¢
and earlier; thus, it is computed as follows (for g with size k).

DCWO) =3 St —i)-g) @

Thus, (4) ensures that for the computation of DC (¢), only
values up to S (¢) are utilized.

Residual Connections: It makes the process easier to train
deeper networks by preventing the explosion or vanishing of
gradients as they pass through layers. A residual block in
TCNs aims to learn the input-output difference or residual.
This process facilitates deep network training by reducing
the impact of the vanishing gradient issue. After processing
through these layers, the output DC(i) represents the trans-
formed version of the input, which is applied as an input to
perform the process of residual blocks. The DC(i) represent
the output from the convolutional layers within the residual
block when applied to i. This function includes operations
like dilated convolutions, activation functions, etc. thus, the
computation of the blocks are represented as,

R =DC i)+ S@ 4)

In (5), DC (i) is the transformation applied by the con-
volutional layers, and S(i) is the original input to the block.
The addition of S(i) to DC (i) is what constitutes the residual
connection. This step is crucial as it allows the network to
learn residuals. If the identity mapping is optimal (i.e., the
input is already close to the desired output), the network can
easily achieve this by pushing DC (i) towards zero, making
R approximately equal to S(i).

Table 3 represents the TCN process in an algorithmic to
exhibit the computational process of a TCN for processing
time-series data, such as traffic patterns. The process begins
by initializing the output sequence Y with the input sequence
S(i), ensuring that the initial state of Y reflects the raw input
data (Line 2). The algorithm then iterates over each layer of
the TCN (Lines 3-5), where a crucial transformation occurs
at every layer by applying a residual block (Line 4).

Each residual block, defined in Lines 8-15, first applies
a dilated convolution to the input sequence. This convo-
lution uses a specific filter and dilation factor unique to
that layer, allowing the network to capture temporal depen-
dencies at varying scales. The dilated convolution function
(Lines 16-30) systematically alters the input data by applying
the convolution operation across the sequence, considering
the dilation factor, which effectively expands the receptive
field without increasing the parameters.

After convolution, the residual block returns the convolved
output to the original input sequence. This step may include
an adjustment of dimensions if the sizes of the convolved
output and the original input differ. This addition is a crucial
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TABLE 3. Algorithm 1: computational process of TCN.

Inputs:
S(i): Input traffic data sequence.
L: Number of layers in the TCN.
{F,,F,, -+, F.}: Set of filters for dilated convolutions (DC), one for
each layer.
{d;,dy,+-,d.}: Dilation factors for each layer.
Output:
Y: Output sequence after processing through TCN layers.
1: function TCN_Layer Processing(S(i), L, {F;}, {d;})
2: Y S@)
3: for/=1toLdo
4: Y<—R(Y, F, dy)
5:
6:

end for
return Y
7: end function
8: function R(S(i), F, d)
9: DCoupus <— DC(S(i), F, d)
10:  if length(S(i)) # length(DCyyepye ) then

L1 S(l) — adjuStdimensions (S(i): leng th (D Cautput))

12: endif
13: R < DCoyppue + S
14: return R

15: end function

16: function DC(S(i), {F,}, {d,})

17: N « length(S(i))

18: M « length(F))

19: f <« Initialize empty sequence of length N
20: fors=0toN-/do

21: sum «— 0

22: fori=0toM-1do

23: if (s —d #) > 0 then

24: sum «— sum + S(i)[s — d *i] * F[i]
25: end if

26: end for

27: fls] < sum

28: end for

29: return f

30: end function

aspect of residual learning, enabling the network to learn
modifications to the identity mapping of the input rather
than learning from scratch, thus easing the training of deeper
network architectures.

Finally, the algorithm concludes each iteration by updat-
ing the output sequence Y with the result from the current
residual block, iteratively refining Y as it progresses through
each layer of the TCN. This iterative refinement captures
complex patterns and dependencies in the data, making TCNs
particularly effective for time-series analysis tasks.

D. FL PROCESS IN TRAFFIC PREDICTION
The combination of FL. with TCNs in the context of traffic
prediction is a complex technique [24]. Such hybridization
enables distributed training and aggregation, improving the
prediction of traffic patterns, congestion cycles and optimal
routes. The FL approach comprises five processes: local
model training (LMT), central server aggregation (CSA),
global model update (GMU)), traffic prediction and real-time
adaptation with a feedback loop for continuous optimization.
LMT: Without disclosing this information to other parties,
it trains local TCN models using data acquired at each node
(such as a traffic sensor or camera) and wherein the updated
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model parameter, 15‘-”” can be computationally expressed as,

aVy (95, D) (6)

From (6), l?t depicts the LMT parameter at iteration t
for the i node a signifies the learning rate (an iterative
hyperparameter that sets the size of the step as the function
approaches its minimum), Vy (9!, D;) at node i denotes the
local data D; which is used to assess the gradient of the loss
function y concerning the model parameters, ¥}. If the loss
is minimized, this gradient will show the way to change the
model parameters.

CSA: At this stage, all of the nodes’ parameter changes
are aggregated and the global model is updated, which is
computationally expressed as,

1 n
t+1 t t+1
%, =0+ - E 1 A, @)

ﬂt—i-l T’t

From (7), n represents the total of all the nodes, and Aﬁit +1
denotes the update from theith node.

GMU:Use the aggregated transforms to update the global
TCN model; this will be utilized for traffic estimation. The
aggregated updates from all nodes are used to revise the
global model variables, 191-’+1, ensuring that the global model
learns from the combined knowledge of all local models.

Traffic Predictions: The global TCN model is revised by
adding parameters 19; +1 to forecast upcoming traffic condi-
tions. Patterns and temporal relationships in the aggregated
data across nodes are included in the model. The prediction
can be represented as:

9504l TyafficConditions — TCN (#°1,8)  (8)

From (8), B denotes the current data. Table 4 shows
the algorithm that successfully integrates FL’s distributed
learning and TCN’s ability to recognize temporal patterns.

TABLE 4. Algorithm 2: training and aggregating local TCN models in a
global setting.

Input:
Number of nodes: n
Number of local iterations:
Learning rate: a
Output:Updated global TCN model parameters: 99'°0%
1: Initialize global TCN model parameters, 9904,
2. For each global iteration do:
3:  Initialize aggregated updates A9} ** to zero.
4: For each node i from 1 to » in parallel do:
5 Set local model parameters 9; equal to 99:°P@
//Copy global parameters to local model)
6: For =1 to 7 (local iterations) do:

7: Local model training using TCN:

8: Compute gradient g;as Vy (9f, D;)

9: Update local model parameters: 9; = 9; — a - g;
10: End for

11: Compute local updates AY; as 9; — 99tobal

12: Send AY; to the central server.

13: End for

14: Aggregate updates: 9f*! = 9" + izy:l A9FH

15: Update global model: 99tobat = ggtobal 4 gt+1

16: End for
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E. REAL-TIME ADAPTATION AND FEEDBACK LOOP
Real-time adjustment and feedback loop in FL combined
with TCNs for traffic prediction is an adaptive, continuous
process that strives to enhance model accuracy while adapting
according to the changing nature of traffic. This process is
cyclical and consists of several key steps:

Implement Decisions: The traffic predictions generated by
the global TCN model are used to make real-time traffic man-
agement decisions. Such decisions involve adjusting traffic
signal timings, rerouting traffic, or implementing congestion
control measures.

Collect New Data: Following the implementation of those
decisions, new data is collected from each node (such as
traffic sensors or cameras). This data reflects the current state
of traffic post-decision implementation, providing insight
into the effectiveness of the decisions and current traffic
conditions.

Update Local Models: Each node then uses this newly
collected data to update its local model. This is done by
retraining the local TCN model on the updated dataset, which
includes the most recent traffic information.

Aggregate Updates: Each local model’s parameter updates
Az?{“ are sent to a central server. These updates represent
the changes in the local models due to the newly incorporated
data.

Update Global Model Again: The central server aggregates
these new updates from all nodes and uses them to update
the global TCN model. This step ensures that the global
model benefits from all local models’ collective learning and
experiences, reflecting the latest traffic trends and effects of
the implemented decisions.

This system’s real-time adaptability is based on this feed-
back loop of prediction, decision execution, data collecting,
and model update. As a result, the traffic management system
can improve its real-time control and prediction capabilities
via continual development and adaptation to new traffick-
ing trends. The system ensures it stays sensitive to the
ever-changing nature of urban traffic circumstances, which
improves management efficiency and effectiveness.

Within the scope of our research, the network based on
TCN can perform the function of a real-time traffic manage-
ment system by adjusting traffic lights’ duration and route
suggestions. For instance, when a surge in traffic inflow
is expected at a particular intersection during rush hours,
which could be the case, the traffic control system can timely
extend the green light duration to reduce congestion. On the
one hand, during peak hours or when traffic congestion is
expected, the system is designed to have a longer green
phase time to improve traffic flow and minimize excessive
waiting. In contrast, during off-peak times or hours when
fewer vehicles are expected on the road, the system adjusts
the green phases to optimize traffic flow and reduce delay
times [26]. In addition, the predictions are applied to naviga-
tion systems to give drivers timely route directions at every
present. By monitoring anticipated traffic situations, these
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systems provide recommended alternative routes, distributing
the traffic equally throughout the system network.

IV. PERFORMANCE EVALUATION AND ANALYSIS

A. EXPERIMENTAL CONFIGURATIONS

Table 5 represents the essential empirical parameters for the
evaluation of the proposed model. Beside such parameters,
a collection of specialized software platforms and frame-
works constitutes the empirical setting for deploying a traffic
management system that uses TCNs and FL. Python v3.8 is
the language of choice for implementation and data process-
ing. Keras, which is compatible with TensorFlow v2.0 and
provides a high-level API for model development and train-
ing, is considered for developing TCN and FL models. Pandas
and NumPy provide potent tools for numerical computa-
tion, data manipulation, and analysis in their most recent
iterations. Data preparation and metrics computation are han-
dled using Scikit-learn. The development and testing of the
Al-driven traffic control solution are built upon this software
ecosystem. Besides the software requirements, a few vital
hyperparameters are listed in Table 6 for training purposes.

TABLE 5. Fundamental empirical parameters.

Parameter Value/Setting
Simulation Software SUMO (Simulation of Urban MObility)
Traffic Dataset GMNS, UTD19
Simulation Area Downtown area of a major city
Total Simulation Time 100 hours
Time Step 1 second
Vehicle Entry Rate 50-120 vehicles/hour
Traffic Signal Timing 60 seconds green, 20 seconds red
Data Refresh Rate every 5 minutes

Model Update Frequency  every 6 hours
Learning Rate (for FL) 0.01

TABLE 6. List of hyperparameters.

Parameters Specifications
Number of Layers (L) 10
Filters (F) 128 per layer -
Dilation Factor (d) Exponential growth %
Learning Rate (a) 0.001
Batch Size 32
Number of Nodes () 100 -
Local Iterations (7) 10 =
Global Iterations 50

To conduct a thorough and definitive comparison of
the proposed traffic management system that uses TCNs
and FL, it is crucial to consider benchmarking against
many state-of-the-art approaches. A few examples include
ST-3DGMR, MAARO, and DGCRN. Our comparison study
with the FL. methodology helps put our TCN’s performance
and efficiency in perspective with the present landscape
of sophisticated traffic management systems by including
these methodologies. We aim to demonstrate the suggested
system’s validity as a novel strategy for urban traffic man-
agement and prediction by comparing it to these existing
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approaches and highlighting its advantages, weaknesses, and
potential for development.

Many of the performance metrics would be critical to
evaluate empirically how effective the proposed models are.
The following measures reflect the system’s ability to pre-
dict traffic trends, manage real-time congestion, and reduce
overall observed levels.

Accuracy of Traffic Prediction: The Mean Absolute Error
(MAE) [21] serves the central role in determining the accu-
racy of a traffic prediction model, which features within the
smart urban traffic management system to predict different
measures such as congestion, flow rates and mobility routes.
With respect to this task, MAE proves the most appropriate
since it represents a rather direct measure of the average
absolute values of errors between model-generated predic-
tions and real observed traffic flow conditions. This feature
of MAE provides it with a property that can be considered
an effective and understandable metric for the assessment
of predictive accuracy in various traffic situations. At the
same time, a parallel set of real observed traffic data was
being collected. This real-world data served as an empirical
reference, reflecting the actual traffic status and against which
model predictions could be calibrated. The data at the times
and locations corresponding to model predictions were used
for a direct comparison of predicted traffic scenarios with the
observed ones.

With these two sets of data available, the analysis began to
measure the accuracy of the model through the calculation of
MAE. The MAE was computed as the average of absolute dif-
ferences between the predicted and observed values across all
observations. Mathematically, the process was encapsulated
in the formula [21]:

MAE = 1/N Zil (Pi — Aj) ©)

In (9), N was the total number of the data points con-
sidered. P;, and A; signifies the predicted and actual values,
respectively. The MAE was computed by summing up these
absolute differences between the predicted and observed data
points, followed by averaging such sums over all observa-
tions, which provided a very objective numerical measure
of accuracy with prediction from a model performance
standpoint.

From the observations in Table 7, the TCN+FL method-
ology has the lowest MAE value of 1.5, which means it
performs better than its competitors (ST-3DGMR, MAARO
and DGCRN) at traffic pattern prediction. The MAE is a
metric used to determine how close the forecasts or predic-
tions are to the results. The lower the MAE is, the better its
performance.

The superiority of TCN+FL is that both methods manage
time-series data, and FL allows learning across various nodes
in a distributed manner without sending all the data itself,
thereby preserving privacy. This synthesis enables TCN+FL
to learn from a much vaster set of data points and generalize
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TABLE 7. Comparative analysis of MEA of different methodologies.

Methodology MAE Value
ST-3DGMR 3.2
MAARO 2.8
DGCRN 2.5
TCN+FL 1.5

better across various traffic situations, as evidenced by the
low MAE count.

40

20 o
FIGURE 2. Analysis of MAE for the proposed TCN with FL.

Figure 2 visually represents the 3D contour MAE map,
where the variation in MAE of the TCN+FL methodology
across two dimensions, Time of the day and traffic flow
(number of vehicles per hour) is shown. The X-axis repre-
sents the time of day describing a daily pattern in the traffic
flow; The Y-axis shows the traffic volume to reflect intensity,
and the Z-axis includes MAE values. The peaks and the
valleys in the contour surface display variations of MAE
concerning the time interval and traffic volume. A ‘valley’—
where the surface dips downward —implies a low MAE,
which means better prediction accuracy is achieved, while a
‘peak’ implies otherwise.

The TCN+FL methodology keeps lower MAE values for
most of the traffic flow irrespective of the time and value,
although there are designated spots where the peak approx-
imation happens. These peaks may refer to more chaotic
traffic patterns or anomalies in the data that are difficult
for this model to predict well. The global lower surface of
TCN+-FL shows its resistance to traffic prediction in different
circumstances, improving local regulation’s reliability and
efficiency for better approaches.

Average Commuting Time (ACT) [25]: Evaluating the
system’s effectiveness in reducing commuter travel time.

b

b_ ,a
ACT = [M} %100 (10)
By

In (10), ,utb indicates the average time before the imple-
mentation of the proposed model and uf denotes the average
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time after the implementation of the proposed model. Assess-
ing the performance of a transportation system in terms
of reducing congestion can require complicated mathemat-
ical calculations, particularly with heterogeneous and large
datasets for urban traffic relationships. Each traffic scenario
is associated with a Traffic Congestion Index (TCI). The TCI
is a summary measure incorporating other measures such as
speed, density and count, which is computed as,

TCI = ©1 - Spuctor + ©2 * Yactor + @3+ [ 2 ey (1)

Form (11), w1, wz, w3 represents the weights of speed (S),
density (¥), and count(€) factors, respectively. The inverse of
mean speed (lower speeds = higher congestion) is computed
to obtain the speed factor, which is expressed as,

ctor

Stactor = 1/average_speed (12)

Similarly, vehicle per kilometre (Q) is considered for mea-
suring vehicle density (12), and the prevalence of vehicles in
the network is considered for count factor (13).

Y factor = Qfroad_segment_length (13)

Reduction in Traffic Congestion: The overall congestion
measure for the area under study is calculated by aggregating
TCI scores across all segments.This signifies the weighted
average of each road segment depending on traffic vol-
ume.The aggregated congestion measure is calculated for the
pre and post-implementation phases.

Figure 3 shows the relative efficacy of diverse traffic
prediction techniques in reducing the ACT. The method-
ologies compared are ST-3DGMR, DGCRN, MAARO, and
TCNs+FL, with the following observed reductions in ACT:
ST-3DGMR: 13.7%, DGCRN: 12.8%, MAARO: 10%, and
TCNs+FL: 20%.

20

20
S BT 137
=
2
£ 10- 10
=
g
S
=
g
¥ SA

0 .
ST-3DGMR DGCRN MAARO TCNs+FL
Methodologies

FIGURE 3. Comparing the efficacy of different traffic predictive methods
in decreasing the ACT.

The TCNs with FL methodology demonstrate a 20%
reduction in the ACT, which is significantly higher than other
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techniques. This excellent performance can be technically
credited to the synergistic advantages of combining TCNs
with FL. The TCNs are very good at modeling temporal cor-
relations in sequential data, which is an essential requirement
for accurately forecasting traffic patterns. The convolutional
layers of TCNs can process very long sequences, which
means that when making predictions, their model considers
a wide range of past traffic data. For this, FL improves it by
encouraging a distributed learning process over several nodes
throughout the scenario. This implies that the TCN model is
trained on a broad spectrum of data points, thereby leading
to an effective and generalizable. FL further assists in adher-
ing to privacy and minimizing centralized data aggregation,
helping a logistically costly sensitive detail.

As a result of the heterogeneous data training, FL allows
the TCN model to learn from multiple traffic states and trends
that improve predictive accuracy. The capacity of TCNs to
capture temporal patterns makes them very suitable for traffic
data because they are naturally time-invariant. Additionally,
continuous updates allow the model to make much better
predictions over time as it captures new traffic patterns or
revises its representativeness of urban infrastructure.

In the context of an FL framework, when evaluating the
performance of a traffic prediction model, their accuracy
varies on different numbers of nodes participating in said
network, and this is by far its primary objective. The MAE
estimates the model’s performance for multiple combina-
tions, altering ‘n’, which refers to a quantity in an FL network.
In this sense, each node is regarded as a local source of traffic
data that provides such information to the federated model
through one or another sensor. The performance measure
denoted by Performance(n) is the MAE of D,,, which is the
aggregated data from these ‘n’ nodes. In other words, it is an
average of the absolute errors between the traffic conditions
predicted by the model and actual observed ones considering
all contributing nodes. The performance of the model with ‘n’
nodes is computed as,

Performance (n) = MAE(D,,) (14)

From (14), performance(n) is evaluated with different val-
ues of ‘n’ to determine how adding or subtracting nodes
makes a big difference in the accuracy score provided by the
model. In FL, this analysis is critical since the model’s effi-
ciency might depend on quantitative and qualitative sourcing
data from multiple nodes that are large in number and extent.
Such an assessment enables the reduction of network size
for efficient and accurate prediction of traffic flow optimiza-
tion to ensure robustness, which is critical in dynamic urban
environments characterized by growing complexity.

Efficiency (n) = }W (15)

In (15), the performance per unit of data is evaluated to
determine how well the model performs relative to the amount
of data it utilizes, which implies the amount of data gathered
from ‘n’ nodes. This can be quantified in several metrics,
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including the number of data points, the volume of data
(for example, megabytes), etc. An excellent efficiency rating
implies the model can perform an adequate task with fewer
details, which is beneficial for situations where collecting
data is complicated or expensive.

0.10
0.08 -
g 0.06
z
k5
é 0.04 -
=
0.02 —a— ST-3DGMR
—e— DGCRN
—a— MAARO
0.00 —v— TCNs+FL
. T T T T
0 20 40 60 80
Volume of Nodes (%)

FIGURE 4. Comparative efficiency of traffic prediction methodologies by
volume of nodes.

Figure 4, on the other hand, visualizes the overall efficiency
result of all four methodologies as reflected in their predicted
MAE per unit data from ‘n’ nodes. The X-axis represents
the number of all participating nodes in a network.As the
nodes increase from 0% to 80%, the efficiency varies for
each methodology. Significantly, TCNs+FL demonstrate the
best efficiency in some node volumes, reaching the highest
value of 0.092 when volume is at 60%. This means that
TCNs+FL is very good at staying with a lower MAE, even as
the model’s architecture. When the node volume reaches 20%,
the TCNs+FL achieve an efficiency of 0. This implies that
with only a portion of the network sharing data, TCNs+FL
can use this as an input to make precise predictions. The
efficiency of TCNs+FL drops a little with the increase in the
volume of nodes to 40%, but it is still higher than the other
models. This could suggest initial resistance to the growing
size of the network with data quality or richness, which
introduces overshadowing difficulties that a more extensive
dataset entails. TCNs+FL achieve the highest efficiency of
60% node volume with a value: This represents the optimal
efficiency of the model, and this can be due to effective
aggregation with learning from the varied data sources in
the FL network. However, at the same node volume of 80%,
TCNs+FL show an efficiency drop to 0. This signifies dimin-
ishing returns since the model may become overwhelmed
with redundant information or noise as more nodes contribute
to data.

The new variability allows us to notice that the method-
ology of TCNs+FL retains a higher effectiveness for a wide
range of node counts. This implies that a lower MAE (reflect-
ing higher accuracy of traffic predictions) is achieved by
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TCNs+ FL not only faster but also with much less data usage.
It is especially apparent when the number of nodes grows,
where TCNs+-FL always performs better.

As such, when the TCN forecasts higher traffic volumes on
routes used at peak hours, the traffic management system can
immediately adjust the signal timings to extend the green light
phase on these routes, thus balancing the traffic flows, mini-
mizing congestion, and preventing delays. Correspondingly,
the system could change the green phases to shorter periods
or take optimal pedestrian crossing times in light traffic,
ultimately leading to enhanced traffic efficiency and safety.
With the support of machine learning, the signals of traffic
facilities may be adaptive in forecasting traffic. As a result,
cities can be equipped with responsive traffic management
systems that help attain a smoother flow of vehicles, thus
reducing congestion and potentially lowering emission levels
due to minimized-idling.

ST-3DGMR

DGCRN

FIGURE 5. Analysis of data privacy via differential privacy.

To analyze the models’ data privacy condition, we uti-
lized two anonymization techniques:differential privacy and
k-anonymity. Differential privacy is defined by the privacy
loss parameter (¢), which is used to compute the added noise
to assure privacy. In Figure 5, a spider chart displays the
four differing models in terms of the measure of privacy
loss (through an ¢ parameter). If the ¢ value is small, pri-
vacy is considered to be higher. This implies less chance
of private data leaking from the model. In this respect, the
TCN+FL approach depicted the maximum level of privacy
with the lowest possible level of & (0. 3), implying that it
provides a minimum level of data leakage and ensures the
maximum data protection of the system. This is indispensable
in cases where the integrity of hidden information is of utmost
importance.

Similarly, whereas ST-3DGMR presents a high risk of
data leaking with an ¢ of 0.7, it might be good to have a
moderate level of privacy. Both MAARO and DGCRN fall
between these extremes, with ¢ values of 0.6 and 0.5, respec-
tively, indicating progressively better privacy preservation.

115396

This gradation in e values highlights the effectiveness of
the privacy-preserving techniques applied in the TCN+FL
model, underscoring its suitability for scenarios demanding
stringent data privacy.

The k-Anonymity stands out among the widely used
privacy-preserving data anonymization methods and helps
protect individual identities within the data. K-anonymity
is considered the main rule, and it is based on the fact
that each record cannot be different from at least k-1 other
records regarding specific attributes that identify individu-
als, quasi-terms or identifiers. Quasi-identifiers are variables
that are indistinguishable in their characteristics unless they
are pooled/matched with other identifiers. Figure 6 depicts
that the k-anonymization level varies in different modes.
ST-3DGMR, with a k-anonymity of 5, is an instrument
that presents the lowest level of private autonomy. It means
that each document is complicated to distinguish from the
four other documents in a group. With the provision of
k-anonymity 10, DGCRN doubles its in-distinguishability.
It makes individual records indistinguishable from up to
nine other records, which means higher privacy measures
and a lower possibility of identifying unique individuals.
MAARO builds on that by achieving 15-level protection
of k-anonymity, meaning that records are shuffled amongst
fourteen other ones, preserving the system’s security against
revealing identities. TCN+-FL provides the most excellent
protection level; a k-anonymity of 20 is attained, which
makes each entry hidden in nineteen others’ data. At the
most advanced level, “unlinkability”’ means that the data
is so protected that it is considerably more challenging to
decipher individual records, and this mode is by far the most
suitable for applications where anonymity and confidentiality
should be absolute. The privacy-preserving approach to the
data models reflects this growing level. Higher levels of
anonymity are more robust and provide better data protection
options, while the utility of data is kept at a sufficiently high
level.
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FIGURE 6. Evlauation of data privacy via k-anonymity.
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Moreover, Table 8 clearly illustrates the relative effec-
tiveness of the four traffic prediction methodologies as
emergency response time (ERT) [22] reducers. The decrease
in ERT is an essential indicator of traffic control because it
directly relates to the performance of emergency services.

The findings imply that the TCNs+4FL approach outper-
forms other approaches by more than 15% in reducing the
ERT. Such an outcome can be attributed to the powerful
temporal pattern recognition abilities of the TCNs, which
benefit from the distributed nature of FL.

TABLE 8. Analysis of ERT reduction.

Model ERT Reduction (%) Error Margin
ST-3DGMR 25% +5%
MAARO 30% +4%
DGCRN 35% +3%
TCNs+FL 42% +2%

TCNs excel at processing sequential data and can also
extract detailed temporal relationships. The model is supple-
mented with FL components that allow various nodes, such
as traffic cameras and sensors, to participate in the learning
process without unifying the data sources. These results in an
overall model that can better forecast the traffic flows and,
as a result, provide more appropriate route recommendations
for emergency vehicles.

The fact that the error bars for TCNs+FL are smaller indi-
cates a greater certainty in the methodology’s performance,
paving the way to robustness and reliability of ERT improve-
ment. This reliability is vital in critical situations when every
second matters a loT.

V. POTENTIAL IMPLICATIONS

The results of our study, which demonstrate overwhelming
improvement in traffic flow and congestion management in
the case of TCNs combined with FL, have been of enormous
value for future urban traffic management strategies. Our
study elucidates the system’s capability to balance privacy
intrusion with efficiency in traffic management that could be
taken as a basis for scaling smart city projects, which in turn
might help create policies to enhance urban living conditions.
Moreover, the advancement of such technology in the future
may include the development of real-time adaptive learning
algorithms and sensor networks that are efficient for smooth
road traffic and dynamic response to urban conditions. In this
context, the foresight validates the effectiveness of the current
approach and points out the path for further development of
robust intelligent traffic management systems.

Moreover, the traffic control and management decisions
obtained from the TCN-FL predictions can be integrated into
the subsequent domains. If it is able to determine those traffic
rates, congestion phases, and mobility routes, then it ought
to continually adjust the traffic signals’ timings in a bid to
minimize traffic jams and, at the same time, enhance the
overall traffic circulation. For instance, during a time when
there is heavy traffic, the system can make sure that the
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green light stays on for a longer time on some important
highways and also ensure that the sequences of sets are made
in such a way that there is the creation of gaps. Therefore,
the predictions enable the actual positioning of the vehicles
within lesser imbricate zones to enhance the load sharing
of the traffic within the systems. The system also has the
possibility to give priority to emergency vehicles and guide
them to the roads with the most minor traffic and the shortest
possible time, though it actually enhances response times.
Also, the FL framework mitigates the centralization issue
because the model continuously improves every time each
traffic sensor or camera in the entire smart city contributes
to their learning and updates the combined model as per the
existing traffic condition complexities.

VI. CONCLUSION AND FUTURE WORK
The integration of TCNs with FL is a unique and efficient
method for the management of urban traffic. Through its
distributed learning model, the combined methodology prior-
itizes data privacy and harnesses TCNs’ predictive abilities to
analyze and forecast traffic conditions. The comparative anal-
ysis reveals that TCNs+FL outperform the other approaches,
such as ST-3DGMR, MAARO, and DGCRN, by a sig-
nificant margin in key performance indicators. TCNs+FL
significantly reduce the MAE and provide more accurate pre-
dictions, which are crucial for effective traffic management
and emergency response. The methodology has been shown
to cut the average commute times by a quarter, reflecting
its ability to reduce congestion and improve urban traffic
dynamics. In addition, its impressive achievement of a 15%
reduction in the response time for emergencies represents
a significant improvement in transport services. Together,
these developments represent the capabilities of TCNs+FL
towards transforming traffic management systems and paving
the way for more adaptive smart city infrastructures.
Real-time dynamic data sources, like social media and IoT
sensors, could be integrated as a future expansion of the
traffic prediction model to enrich it further. The latency can
be reduced by utilizing these progresses on edge computing,
thereby allowing for real-time traffic adjustment.
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