
Received 29 July 2024, accepted 12 August 2024, date of publication 14 August 2024, date of current version 26 August 2024.

Digital Object Identifier 10.1109/ACCESS.2024.3443527

Enhancing User Trust and Interpretability in
AI-Driven Feature Request Detection for
Mobile App Reviews: An Explainable
Approach
ISHAYA GAMBO 1, RHODES MASSENON1, CHIA-CHEN LIN 2, (Member, IEEE),
ROSELINE OLUWASEUN OGUNDOKUN 3,4, SAURABH AGARWAL 5,
AND WOOGUIL PAK 5, (Member, IEEE)
1Department of Computer Science and Engineering, Obafemi Awolowo University, Ile-Ife 220282, Nigeria
2Department of Information Computer Science and Information Engineering, National Chin-Yi University of Technology, Taichung 411, Taiwan
3Department of Centre of Real Time Computer Sciences, Kaunas University of Technology, 44249 Kaunas, Lithuania
4Department of Computer Science, Landmark University, Omu-Aran 251103, Nigeria
5Department of Information and Communication Engineering, Yeungnam University, Gyeongsan 38541, Republic of Korea

Corresponding authors: Chia-Chen Lin (ally.cclin@ncut.edu.tw), Saurabh Agarwal (saurabh@yu.ac.kr), and Wooguil Pak
(wooguilpak@yu.ac.kr)

This work was supported in part by the National Science and Technology Council under Grant NSC 111-2410-H-167-005-MY2 and Grant
NSC 112-2634-F-005-001-MBK.

ABSTRACT Mobile app developers struggle to prioritize updates by identifying feature requests within user
reviews. While machine learning models can assist, their complexity often hinders transparency and trust.
This paper presents an explainable Artificial Intelligence (AI) approach that combines advanced explanation
techniques with engaging visualizations to address this issue. Our system integrates a bidirectional
Long Short-Term Memory (BiLSTM) model with attention mechanisms, enhanced by Local Interpretable
Model-agnostic Explanations (LIME) and SHapley Additive exPlanations (SHAP). We evaluate this
approach on a diverse dataset of 150,000 app reviews, achieving an F1 score of 0.82 and 89% accuracy,
significantly outperforming baseline Support Vector Machine (F1: 0.66) and Convolutional Neural Network
(CNN) (F1: 0.72) models. Our empirical user studies with developers demonstrate that our explainable
approach improves trust (27%) when explanations are provided and correct interpretation (73%). The
system’s interactive visualizations allowed developers to validate predictions, with over 80% overlap
between model-highlighted phrases and human annotations for feature requests. These findings highlight
the importance of integrating explainable AI into real-world software engineering workflows. The paper’s
results and future directions provide a promising approach for feature request detection in app reviews to
create more transparent, trustworthy, and effective AI systems.

INDEX TERMS Explainable AI, feature request detection, machine learning interpretability, mobile app
development, software requirements, user trust.

I. INTRODUCTION
In recent years, interest in developing transparent and
interpretable machine learning (ML) models, known
as Explainable Artificial Intelligence (XAI), has been
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increasing [1], [2]. Explainability is crucial for gaining
user trust and acceptance as AI systems are used more
frequently in critical sectors like healthcare, industry, and
transportation [3], [4], [5], [6], [7]. Research suggests that
when users can understand the reasoning behind an AI
system’s decision-making process, they are more likely to
have confidence in the system [8], [9], [10]. To provide this
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transparency, XAI tries to clarify the logic and important
components that affect the model outputs. For XAI, methods
like SHAP [11], [12], LIME [13], and counterfactual visual
explanations [14] have been proposed. These methods
produce coherent explanations and visual representations
that show how input features affect model predictions.
For instance, LIME highlights superpixel segments that
most influenced a classifier’s output [15], [16]. As such,
explainable AI allows users to scrutinize the model and
ensure it behaves reasonably before deploying it in real-world
systems. However, explainable AI techniques have limited
application to complex unstructured data like text [17], [18].
In particular, automatically detecting feature requests in
mobile app reviews is a key challenge where explainability
can build user trust.

Reviewing and analyzing user feedback to improve apps
is crucial for developers. They can gain insights into
users’ needs and expectations, allowing them to align their
development efforts with user requirements to implement
a successful software system [19], [20], [21]. Analyzing
software features from mobile app reviews is vital due to
the increasing significance and widespread usage of mobile
apps in the current digital landscape, with an estimated
257 billion apps downloaded between 2016-2023 across
Google Play, Apple, and Microsoft stores [22]. App reviews
represent a practical data source for deriving explainable
requirements. App reviews can be analyzed to elicit requested
feature requests, issues, underlying user needs, and context
to produce explainable requirements that capture essential
details behind the requests [23], [24]. Analyzing user reviews
to determine preferences, dislikes, and feature and quality
suggestions is one efficient way to get feedback on software
systems [25], [26], [27].

According to Pagano and Maalej [28], comprehensive
feature requests and issue reports are frequently included
in app reviews. Research by Guzman and Maalej [25],
Gu and Kim [29], and other authors emphasizes how crucial
sentiment analysis is to understanding user attitudes and
enhancing app development and user pleasure. By ana-
lyzing user feedback, software engineers can identify user
preferences, requirements, and areas for enhancement [30],
[31]. However, existing studies on sentiment analysis in
app reviews have primarily prioritized performance over
interpretability [32], [33]. An intelligent system that can auto-
matically detect feature requests from reviews would provide
significant value. Explainability is especially important here,
as developers need to understand why a particular review
excerpt was classified as a feature request before considering
it for implementation. However, addressing the limitations
of these approaches is crucial to enhance the transparency
and build trust and scalability of feature detection in software
engineering practices [34], [35].
This paper introduces an explainable AI system designed

to identify feature requests in mobile app reviews, filling
a notable gap in current research. The objectives of this
paper are threefold. Firstly, to design and implement a

framework utilizing ML classifiers to accurately detect fea-
ture requests from reviews. Secondly, to integrate explainable
AI techniques to facilitate interpretation of the model’s
predictions. Thirdly, to demonstrate the effectiveness of
the system through quantitative experiments and qualitative
explainability evaluations. The scope is limited to English
app reviews across both iOS and Android platforms. The
main research question entails the following sub-research
questions:
• RQ1 - How can feature requests be effectively identified
from unstructured review text?

• RQ2 - How can explainable AI methods like LIME
and SHAP be adapted to provide useful insights into
predictions on app reviews?

• RQ3 - Do the explanations help developers correctly
interpret feature request detection results compared to
a black box model?

• RQ4 - Does the explainable system lead to greater trust
in the AI predictions from mobile app developers?

The rest of the paper is structured as follows: SECTION II
presents the background and relevant research on mobile
app review analysis and explainable AI. Next, the proposed
explainable AI model architecture and methods used in the
paper are then given in SECTION III. Subsequently, the out-
comes and experiments are examined, assessing the explain-
able system using an app reviews dataset in SECTION IV,
where the quantitative results are given. In SECTION V,
we discussed the results and address the research questions
and describe the experimental findings of our proposed
research approach. Finally, the conclusion, limitations and
future work are presented in SECTION VI.

II. BACKGROUND AND RELATED WORK
A. OUR NOTION ON EXPLAINABLE AI
Explainability is the degree to which people can under-
stand and interpret an artificial intelligence (AI) system’s
internal workings and output [36], [37], [38]. Chazette and
Schneider [37] define 2020 explainability as the system’s
ability to provide explanations that are customized to each
user’s unique demands within a given context. Research
indicates that explainability plays a crucial role in enhancing
trustworthiness, transparency, accountability, fairness, and
ethics in software systems by addressing their black box
nature [23], [39]. The ability to explain AI systems depends
on factors like the system’s design, the intended audience, and
the context [33]. As opaque deep learning and black-box AI
models become more prevalent, explainability has become
a critical issue due to the potential impact on user and
stakeholder trust [40]. Explainable AI aims to create AI
based ML systems that provide explanations justifying
their functionality, predictions, and recommendations in an
understandable manner [41].

In recent years, there has been a growing emphasis
on interpretable ML and explainable AI. The aim is to
make ML algorithms easier to understand. Explanations are
essential in these fields as they provide insights into how

114024 VOLUME 12, 2024



I. Gambo et al.: Enhancing User Trust and Interpretability in AI-Driven Feature Request Detection

the models make decisions, visualize the models, and help
users better understand specific domains. Researchers like
Bunt et al. [42], Tintarev and Masthoff [43] have studied the
significance of explanations in popular platforms such as
YouTube, Amazon, and Facebook, highlighting their impact
on effectiveness and user satisfaction. Explanations play a
crucial role in enhancing transparency, scrutability, trust,
effectiveness, persuasiveness, efficiency, and satisfaction in
recommender systems, often intersecting and sometimes
conflicting with each other.

Doshi-Velez et al. [44] have defined transparency charac-
teristics in software and investigated the connection between
transparency, explanations, and other system requirements.
The impact of explanations on the quality aspects of software
systems, such as acceptability, trust, and effectiveness, has
been studied in various research. Some studies have also
explored how explanations affect the comprehensibility
of software systems [43], [45]. Eliciting and designing
explainable requirements from users’ opinions is crucial for
several reasons as show in Table 1.
Unterbusch et al. [33] emphasize the importance of

understanding users’ Explanation Needs to enhance trust
and satisfaction, while Chazette et al. [34] highlight the
significance of system transparency and users’ right to
comprehend software systems. Sadeghi et al. [46] stress
the value of addressing Explanation Needs to improve
system functionality. Transparent systems, as shown by
Unterbusch et al. [33] are more likely to gain user trust and
foster positive experiences. This aligns with Pagano and
Maalej [28] emphasizing the role of trust in user satisfac-
tion. Understanding users’ Explanation Needs, as noted by
Sadeghi et al. [46] enables informed decisions for system
enhancements, essential for meeting evolving user needs.
eliciting explainable requirements from users is essential for
creating transparent, trustworthy, and user-centric software
systems. Following these trends, this paper will primarily
focus on designing explainable ML systems.

B. EXPLAINABLE AI TECHNIQUES
Several explainable AI techniques have been created to
improve the interpretability of models. One of these
techniques, known as Local Interpretable Model-agnostic
Explanations (LIME) developed by Ribeiro et al. [13], helps
to explain individual predictions from complex models
such as deep neural networks. LIME achieves this by
creating local surrogate models that closely mimic the
original model for a specific prediction, determining the most
impactful input features through subgroup discovery and
sampling techniques [47]. For example, in sentiment analysis,
LIME can help organizations understand the key words or
features impacting predictions of reviews as negative, neutral,
or positive in mobile app reviews.

Future research can explore how LIME enhances the inter-
pretability of deep learning models for sentiment analysis
and automated software feature request detection. LIME and

SHAP are two widely used explainable AI methods. LIME
has been utilized in various studies to analyze predictions
from text classifiers, reinforcement learning agents, and
image classifiers. SHAP, on the other hand, employs game
theory and Shapley values to determine the contribution of
each input feature to a model’s output, attributing predictions
to specific features. Researchers have used SHAP to explain
predictions from tree ensembles [48] and graph neural
networks [49], [50]. Utilizing the Kernel SHAP method
internally, SHAP calculates the weight of contribution for all
features in a black box model.

Unlike LIME, SHAP does not include a local linearmodule
but uses specific functions to compute the Shapley value,
enhancing model interpretability. In sentiment analysis,
SHAP can identify word contributions to positive and
negative sentiment predictions. Despite its potential, there
is limited research on applying SHAP, LIME to sentiment
analysis in themobile app reviews with deep learningmodels,
offering an opportunity for future studies to explore SHAP’s
utility in enhancing model interpretability for sentiment
analysis in the mobile app industry.

While these methods have proven useful for explaining
ML models, their application to textual data is still limited.
Some studies have utilized explainable AI for sentiment
analysis [51], [52] and sensitivity detection [53], [54]. But
these focused only on benchmark datasets rather than real-
world applications. Most research in app review analysis by
interpreting user emotions in app review achieved accuracy
with non-interpretable models. Explainability for feature
request detection from unstructured mobile app reviews
remains unexplored. Our work aims to address this gap by
designing an interpretable system using LIME and SHAP
tailored to this application.

C. OPINION MINING AND FEATURES EXTRACTION FROM
APP REVIEWS
App reviews provide valuable insights into user opinions
regarding various aspects of software. Methods used to
analyze app reviews include manual content analysis, sen-
timent analysis, summarization, recommendation, grouping
similar apps, classification into developer-relevant categories,
sentiment analysis on requirements, and predicting review
utility scores. Techniques such as natural language pro-
cessing, topic modeling (e.g., LDA, HDP, BTM, NMF),
linguistic rules (POS tagging, NER), Bag of Words, TF-
IDF, and Word Vector-Based Techniques (Word2Vec, GloVe,
BERT) are commonly employed in these methodologies.
Gao et al. [55] developed the IDEA framework for analyzing
online app reviews to identify emerging issues efficiently.
The framework involves preprocessing, topic modeling using
LDA, interpretation, and visualization.

Wang et al. [56] presented SIRA, a semantic-aware
approach utilizing a BERT+Attr-CRF model to extract
features and a graph-based clustering method to identify
common issues in app reviews. This method accurately
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TABLE 1. Mapping between reasons of elicit and design explainable with exemplary description.

pinpoints problematic aspects in user feedback, aiding
developers in addressing specific concerns to enhance user
experience effectively. On the other hand, Araujo et al. [57]
introduced RE-BERT, a method using deep neural language
models such as Local Context Word Embeddings to extract
software requirements from reviews. RE-BERT leverages
token classification for requirements extraction by generating
word embeddings from the surrounding sentence context.
It differs from traditional rule-based methods by capturing
the context of software requirements. It also employs
multi-domain training to extract requirements from app
reviews in new domains without labeled data.

MAPP-Reviews by de Lima et al. [58] uses contextual
word embeddings from RE-BERT to analyze temporal
dynamics of software requirements in mobile app reviews,
enabling effective extraction and identification of key clusters
and trends in user feedback. T-FREX by Motger et al. [59]
introduces a Transformer-based approach for automati-
cally extracting features from mobile app reviews using
Large Language Models. It addresses limitations of manual
annotations through a voting-based system to improve
tasks in software engineering for mobile app development.
Zahoor and Bawany [60] created a model to automate
the classification and sentiment analysis of Android app
education reviews. They utilized NLP, TF-IDF, SMOTE,
and ML techniques, achieving a 97% accuracy in sen-
timent identification and 94% accuracy in major issue
classification. The model was validated using the explain-
able AI technique of local interpretable model-agnostic
explanations.

Notably, Unterbusch et al. [33] have made initial advance-
ments in automating the identification of explanation needs
in reviews, which contributes to streamlining the process for
engineers and researchers. Though there has been progress
in automatically identifying feature requests and user needs
using statistical techniques and clustering approaches [61],
[62], further enhancement in model interpretability is still
necessary. By comparing the past studies on opinion mining
and features extraction related to app reviews presented in

Table 2, most of the research focus on classification accuracy
over interpretability in existing research.

Consequently, there is a research gap in explainable AI
using deep learning (DL) techniques for feature request
detection of mobile app reviews, which represents an
opportunity for future research. Overall, there remains a need
for an accurate system that can detect feature requests from
unstructured reviews while also explaining the inferences
made. Our proposed approach aims to strike this balance
between performance and interpretability. By leveraging
recent explainable AI techniques like LIME and SHAP,
we can build a model that approaches state-of-the-art
accuracy levels while enabling interpretation of predictions.

D. STRENGTH AND LIMITATIONS OF EXISTING MODELS
Recent research has shown that traditional ML models
such as Naïve Bayes and Support Vector Machines face
difficulties when it comes to sentiment classification, espe-
cially when compared to topic-based categorization [82].
Mobile App reviews can convey negativity without explicit
negative words, posing a difficulty for ML models. While
lexicon-based methods may outperform ML models in
accuracy, they struggle with sentiment analysis in languages
beyond English [83]. The importance of domain adaptation is
emphasized due to varying word meanings across domains.
To tackle these issues, the text suggests leveraging DL
algorithms that can self-train on extensive domain-specific
data. By enabling models to learn from large datasets within
the same domain, DL algorithms have the potential to
address the limitations of traditional MLmodels and enhance
performance in sentiment analysis tasks. DL methods like
RNN, CNN, LSTM and BiLSTM in sentiment analysis, high-
lighting the need for further research on hybrid approaches to
enhance sentiment classification accuracy.

While DL methods demonstrate good performance, the
lack of explainability in neural networks raises concerns
for businesses, leading to a reluctance to adopt black-
box models. LSTM networks have proven very effective
for modeling sequential and time-series data, such as
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TABLE 2. Methods used for opinion mining and features classification for app reviews.

text [84]. By maintaining an internal cell state, LSTMs
can capture long-range dependencies that traditional RNNs
struggle with [85]. However, Bidirectional LSTM (BiLSTM)
networks have proven very effective for text classification
and sequence labeling tasks across various domains [86],
[87]. By processing text in both forward and reverse order,
BiLSTMs can capture contextual signals from the entire input
sequence [88].
Researchers have applied BiLSTMs to achieve state-of-

the-art results in sentiment analysis [89], [90], machine
translation [91], [92], and named entity recognition [93],
among other tasks. Additionally, attention mechanisms have
been incorporated with BiLSTMs to enable focusing on
salient parts of the input text [86]. Attention scores help
the model emphasize words and phrases most relevant for
the classification task [94]. Recent research has demon-
strated that attention mechanisms can effectively pinpoint
opinionated sections of text reviews.

In addition, utilizing Bidirectional LSTM (BiLSTM)
models has significantly advanced text classification tasks
like sentiment analysis and named entity recognition (NER).

For example, Xiaoyan and Raga [95] showcased the effi-
cacy of a BiLSTM model equipped with an attention
mechanism in classifying sentiments in Chinese text. Simi-
larly, Bhuvaneshwari et al. [96] introduced a BiLSTMmodel
incorporating self-attention and convolutional layers for
review subjectivity classification, outperforming traditional
methods. Liu and Guo [86] developed the AC-BiLSTM
model, enhancing BiLSTM models to capture local phrase
patterns and global semantics effectively. Xie et al. [97]
integrated self-attention into their BiLSTM architecture
to improve sentiment analysis of short texts compared
to standard LSTM and BiLSTM models. In the NER
domain, VeeraSekharReddy et al. [93] recently developed an
Attention-BiLSTM_DenseNet model that extracted features
for NER more effectively than LSTM-CRF models. Properly
designed BiLSTM models, enhanced with attention, convo-
lution, and self-attention mechanisms, have proven effective
at text feature extraction and classification across sentiment
analysis, subjectivity detection, and NER tasks.

However, a key limitation of standard LSTM is the lack
of interpretability, owing to their complex neural network
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architecture. As ‘‘black box’’ models, it is hard to intuitively
understand their internal reasoning and predictions [98].
To overcome this issue, various explainable AI techniques
such as SHAP and LIME are recommended to provide
insights into how DL models determine sentiment in cus-
tomer reviews. By utilizing XAI techniques, businesses can
improve their understanding of DL model decision-making
processes and compare results with those obtained from DL
methods.

Nonetheless, current XAI techniques face challenges in
scaling to large high-dimensional data and quantifying
explanation quality [99]. There are also open questions
around evaluating user trust in explanations [100]. Our
research addresses the lack of interpretability in app review
text modeling by utilizing a BiLSTM model with attention,
along with explainable techniques like LIME and SHAP.
The BiLSTM is expected to capture semantic relationships
useful for feature request detection, while attention draws
focus to indicative review snippets. Explainable techniques
like LIME and SHAP then help open the black box and
offer explanations. Our experiments will shed light on their
synergistic abilities versus limitations on a real-world app
review analysis task. This combination allows for both high
accuracy and interpretability, addressing a crucial gap in
current research. The creative application of these techniques
to the specific domain of app review analysis represents
an innovative approach to a real-world problem faced by
developers.We believe explainable BiLSTMs can provide the
next step towards trusted AI systems. Figure 1 shows a typical
architecture of the BiLSTM model by Yildririm [101].

III. PROPOSED METHODOLOGY
To enable interpretable feature request detection from app
reviews, we propose a novel system architecture using
deep learning models along with XAI for interpretability
and LSTM method. The novel system architecture using
deep learning models along with tailored explainable AI
techniques is described in Figure 2. It integrates i) A
BiLSTM with attention mechanism for processing app
reviews; ii) Adaptations of LIME and SHAP for generating
text-based explanations and iii) A custom user interface for
developer feedback and trust evaluation.

As Figure 2 shows, raw review text is first prepro-
cessed using techniques optimized for informal app review
language, including cleansing, spell correction, and nor-
malization. We then extract features using methods like
n-gram vectors [102] and TF-IDF encoding [103] to capture
app-specific terminology and request patterns. Named entity
recognition is applied to extract app-specific terms. This
preprocessing pipeline is crucial for handling the unique
characteristics of app review text. The extracted features are
fed into a Bi-directional LSTM network to model sequential
relationships in the review text. This allows capturing
context-dependent patterns indicative of feature requests.
We integrate attention layers to focus the model on phrases
most relevant to feature requests. This sophisticated sequence

modeling enables detecting subtle linguistic cues that signal
user needs.

Hence, to provide transparency into the BiLSTM’s
decision-making, we integrate two complementary post-hoc
explanation techniques: LIME and SHAP. LIME offers
local, instance-specific explanations that are intuitive for
developers to understand, while SHAP provides a global
perspective on feature importance across the entire dataset.
Combining both methods allows for cross-validation of
explanations. Finally, the explanation outputs are visualized
through text and plot highlights to offer users insight
into the model’s reasoning process. This allows validating
predictions before taking action. This dual approach aims
to advance research on interpretable app review analysis
by synergistically combining state-of-the-art deep learning
with tailored explainable AI techniques. Through this novel
approach, we aim to enhance robustness and trustworthiness
of the explanations. The detailed methodology implemented
addresses all objectives outlined in SECTION I of the paper.

A. DATA COLLECTION AND PREPROCESSING STEP
Our first step is to collect a dataset of app reviews from vari-
ous sources including the Apple App Store and Google Play
Store. Using free APIs from the ParseHub tool, we scrape
reviews for top apps in various categories like social media,
productivity, and games, as illustrated in Figure 3. This allows
us to compile a corpus covering reviews of varied apps to
enable generalization. After collecting the raw app review
data, we conducted a thorough analysis of review length
distribution in our dataset. We observed that review lengths
ranged from extremely short (1-2 words) to very long (over
1000 words). To determine an appropriate range for our
study, we considered several factors. We manually analyzed
a sample of reviews to determine at what lengths reviews
typically contained sufficient context for feature request
detection. We plotted the distribution of review lengths in our
dataset and identified natural breakpoints.

Based on this analysis, we decided on a final range of
5-987 words, with an average of 106 words. This range
covers the majority of informative reviews while excluding
extremely short reviews that lack context and extremely
long outliers that may introduce noise or computational
inefficiency. The next phase is preprocessing and cleaning.
The reviews are first checked for duplicates using Jaccard
similarity measures, and any exact or near-duplicates are
removed to avoid bias during analysis. We remove Non-
Standard Characters, Numbers and Punctuation like comma,
period, question mark, and exclamation mark (/*-.,;:!’"_@
|[]?/% users include $ =). We also filter punctuation marks
representing emoji emoticons (like ":)" and ":("). Next,
we filter out reviews containing primarily non-English text,
as our current implementation focuses on English reviews.

Furthermore, as app reviews often contain informal
language such as abbreviations, slang and spelling mis-
takes, repetitions (like soooooooo, happyyyyyyyy.., greattttt.,
loooovedit, plzzzzz), we apply preprocessing techniques
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FIGURE 1. A typical BiLSTM architecture with attention for sequence modeling (Source: [101]).

FIGURE 2. Our explainable AI system architecture for app review feature request detection.

tailored for user-generated text [104].This includes spelling
correction, tokenization, stemming and lemmatization to
normalize the review text. Finally, we chunk the review text
into sentences to support finer-grained analysis during feature
extraction and explainable elaboration stages. The output of
the preprocessing phase is clean, normalized app review data
ready for software features extraction.

B. EXTRACTING SOFTWARE FEATURES FROM APP
REVIEWS
Extracting informative features from the raw app review
text is a critical first step in our pipeline. Thoughtfully
designed features can help the model effectively distinguish
between feature requests and other review types. Specif-
ically, we leverage multiple techniques to capture textual
patterns at different levels of granularity. Firstly, at the
word level, n-gram vectors are useful for preserving local
context. By splitting review sentences into sequences of
n consecutive words, local word order and meaning is
retained. Furthermore, TF-IDF vectors play a crucial role in

identifying unique words that differentiate feature requests
from other reviews. This encodes both word frequency within
a review and uniqueness across the corpus. Furthermore,
for higher-level semantics, pretrained word embeddings are
utilized. Methods like word2vec and GloVe map words
into vector spaces encoding meaning and relationships. This
allows identifying key terms associated with feature requests
based on vector similarity. Moreover, part-of-speech and
named entity tagging allows extracting nouns, verbs and
entities that tend to express feature needs. For instance,
nouns like ‘‘button’’ or ‘‘animation’’ can indicate desired
interface elements. This expanding feature representation
then feeds into the sequential BiLSTM model in the
next stage.

C. MODEL BUILDING AND EXPLAINABILITY
INTEGRATION
After extracting informative features, the next stage is effec-
tivelymodeling the sequential nature of the review text. Given
reviews comprise sentences arranged in a meaningful order,
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FIGURE 3. Review data collection and preprocessing flowchart.

capturing inter-sentence dependencies is crucial. To achieve
this, we employ a Bi-directional LSTM architecture. LSTMs
are adept at learning long-range temporal relationships due
to their recurrent structure and gated memory cells. The
bi-directional design further allows the model to process
a review sequence both forward and backward. This pro-
vides additional contextual signals. Concretely, the feature
vectors obtained in the prior stage are sequentially passed
through the BiLSTM network. The combined hidden states,
formed by concatenating the forward and backward states,
create a unified representation that summarizes the entire
review.

Moreover, attention layers have been incorporated on top
of the BiLSTM model to pinpoint the phrases and words
that hold the utmost significance in feature requests. For
instance, attention can highlight sentiment-heavy sentences
signaling the user’s app experience. This provides pointers
for potential feature requests. After BiLSTM encoding,
sentiment classification is performed. Feature requests often
accompany sentiment expressing the need for missing
features. By classifying review sentiment, we can identify
candidate segments for explainable feature request detection.
The proposed BiLSTM architecture with attention and senti-
ment analysis aims to effectively analyze reviews in a holistic
yet focused manner as shown in Figure 4. The BiLSTM
component includes: a) Initialization of BiLSTM parameters
b) Extraction of temporal features c) Determination of
long-term contextual relationships d) Controlling LSTM
functions using gates e) Classification of encoded sequences
f) Extraction of high-level features g) explainable feature
request detection.

To improve the interpretability of the BiLSTM model that
effectively models sequences of reviews, we incorporate two
popular post-hoc explanation techniques: LIME and SHAP

are powerful tools that offer a deeper understanding of the
inner workings of the BiLSTM model. LIME provides a
simpler interpretation by creating local linear models around
predictions, highlighting key words and phrases in reviews
for feature request prediction. On the other hand, SHAP
assigns quantifiable values to input words and phrases,
leveraging Shapley values to identify important signals for
predicting feature requests. By combining LIME and SHAP,
we can effectively attribute predictions to specific parts
of the input review text, unraveling the mysteries of the
black-box BiLSTM model. While the BiLSTM provides
overall accuracy, the explainable AI techniques offer crucial
transparency. The explanations produced by LIME and
SHAP are then visualized through text and plot highlights
to offer transparency into the classifier’s predictions. This
allows stakeholders, such as app developers, to interface
with the explainable system, validate and interpret the
results before taking action based on the detected feature
requests.

D. OUR INTERACTIVE VISUALIZATION INTERFACE
Our innovative method offers interactive visualization inter-
faces that empower end users, like mobile app developers,
to confidently evaluate the accuracy and dependability of
explanations produced by our BI-LSTM feature request
classifier. This innovation enhances the user experience
and facilitates decision-making in the development process.
As established in prior literature, human-centered assessment
of explanations is critical for real-world deployment of
explainable AI systems [105]. Specifically, we implemented
a web-based interface of the feature request prediction result
for a given app review excerpt along with the key phrases
highlighted by the LIME method to support the prediction.
Color coding visually distinguishes positive and negative
contributing phrases [13]. App developers can toggle the
highlight colors on/off and remove phrases to observe the
impact on predicted probabilities, allowing interactive testing
of explanation sensitivity. In addition to LIME, we also
implement SHAP value explanations which attribute the
prediction to each feature. This produces a bar chart showing
the most positive and negative features. By combining the
local fidelity of LIMEwith the global view from SHAP, users
get both granular examples and summary model attributes.
Additionally, app developers can provide quantitative ratings
of perceived explanation quality through Likert scales, as well
as qualitative feedback through free-form comments. These
capabilities allow collecting rich insights into how end users
evaluate the intelligibility of explanations.

Overall, our approach equips end users with amenable
tools to test explanation quality specific to the app review
analysis domain before deployment of new app version or
development of new app UI design. Figure 5 shows the
human-centered evaluation process of our explainable AI
systemwith custom user interface for developer feedback and
trust evaluation. Our architecture is designed to revolutionize
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FIGURE 4. Proposed BiLSTM-XAI for feature request detection.

the field of interpretable app review analysis by seamlessly
integrating cutting-edge deep learning with customized
explainable AI techniques. With this innovative strategy,
we aim to provide accuracy and reliability in our results.

E. KEY ALGORITHMS AND EQUATIONS
Our model effectively utilizes bidirectional LSTM to thor-
oughly analyze review text by processing it in both forward
and backward directions. This allows the BiLSTM to capture
the full context of the sequence and effectively propagate
information over long sequences. With separate LSTM
layers for forward and backward passes, two hidden state
vectors are generated for each input time step represented in
Equations 1 and 2, by taking an input sequence with L units
and H hidden units.

ft = σ (Wf · [ht−1, xt ]+ bf ) (1)

it = σ (Wi · [ht−1, xt ]+ bi) (2)

where it and ft are the input and forget gates, Wf , bi are
learned weights and biases, h is the hidden state, and σ is
the sigmoid activation function (see Equations 3 and 4).

ht = LSTM(xt , ht−1) (3)

ht = LSTM(xt , ht+1) (4)

The final result is the combined states depicted in Equation 5.

ht = ht · ht (5)

For attention, we compute scores using alignments between
hidden states and an attention vector u as shown in Equation 6.
The output is then weighted by the attention distribution
(Equation 7).

u = tanh(Whht + bh) (6)

at = softmax(uT ht ) (7)

For explainability, LIME randomly samples perturbed
versions of the input x and fits an interpretable lin-
ear model g locally around the classifier’s predictions.
Additionally, SHAP explains a prediction by computing
Shapley values as expressed in Equation 9. In sum-
mary, these key equations underpin the interpretable
sequence modeling and explanation capabilities of our
approach. The experiments will analyze their empirical
performance.

g = min
g∈G

L(f , g, x)+ λ(g) (8)

VOLUME 12, 2024 114031



I. Gambo et al.: Enhancing User Trust and Interpretability in AI-Driven Feature Request Detection

FIGURE 5. Proposed interactive visualization interface.

where L is a loss function and g controls model complexity.
This highlights influential features.

if x = S ⊆ F−iS ·
(F − S − 1)! · F !

E(fx |xs ∪ i)− E(fx |xs)
(9)

Our approach utilizes these important equations to conduct
interpretable sequence analysis and provide detailed expla-
nations. The bidirectional LSTM algorithm processes input
sequences in both forward and reverse order, allowing for a
comprehensive understanding of the context. This algorithm
is summarized in Algorithm 1.
Additionally, we integrate an attention algorithm (see

Algorithm 2) to focus on salient parts of the review. The
attention distribution is computed by aligning BiLSTM
hidden states with an attention vector u.

This provides pointers to important sentences. For
explainability, we adapt the LIME algorithm to generate
local explanations as shown in Algorithm 3. LIME trains
simple linear models around the classifier’s predictions to
highlight influential words and phrases. This approximates
the complex BiLSTM behavior through local explanations.
Furthermore, we implement the TreeSHAP algorithm (see
Algorithm 4) to estimate word-level feature attributions based
on Shapley values. This assigns importance aligned with
model predictions. The Algorithms 1, 2, 3, and 4 enable
interpretable sequence analysis of reviews and explanation
of predictions, the core of our proposed approach. The
experiments will evaluate their synergistic application.

IV. EXPERIMENTS AND RESULTS
A. APP REVIEW DATASET
The app review dataset compiled for this research contains
over 150,000 reviews scraped from the official Android

Algorithm 1 Bidirectional LSTM for Feature Classifica-
tion

1: Input: Review sentences S = [s1, s2, . . . , sn]
2: Feature vectors F = [f1, f2, . . . , fn]
3: Output: Trained BiLSTM model, attention vectors
4: Initialize forward LSTM layer LSTMf and backward

LSTM layer LSTMb
5: Obtain word embeddings E for the review vocabulary
6: for i ∈ 1, . . . , n do
7: hfi← LSTMf (fi) {Forward hidden state}
8: hbi← LSTMb(fi) {Backward hidden state}
9: hbi← concat(hfi, hbi) {Bidirectional hidden state}
10: ai← Attention(hbi) {Attention vector}
11: end for
12: Concatenate bidirectional hidden states:

H = [hb1, hb2, . . . , hbn]
13: Concatenate attention vectors: A = [a1, a2, . . . , an]
14: Pass H and A to a softmax classifier C
15: Train C using cross-entropy loss to predict feature

requests
16: Tune hyperparameters of LSTMf , LSTMb, and C

and iOS app stores. This raw data was collected using
web scraping tools to extract reviews posted by users for
a diverse sample of popular apps. Reviews were gathered
for the top 100 apps across major categories like 50 games,
25 productivity, 15 lifestyle, 10 finance. The datasets focused
on reviews from 2021-2023 to be representative of current
language patterns. After initial data cleaning and prepro-
cessing, the dataset comprises 137,221 reviews. The average
review length is 106 words, with a minimum of 5 words and
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Algorithm 2 Attention Mechanism
Input: Bidirectional LSTM hidden states
H = [hb1, hb2, . . . , hbn]

2: Output: Attention vector a, context vector c
Initialize attention vector u (trainable)

4: Initialize trainable parametersW and b
for i ∈ 1, . . . , n do

6: ei← uT tanh(Whbi + b) {Alignment score}
end for

8: a← softmax([e1, e2, . . . , en]) {Attention weights}
c←

∑n
i=1 aihbi {Context vector}

10: Train W and b to maximize c’s relevance for feature
request classification

Algorithm 3 LIME Model
Input:Model F , instance x, predicted class c
Output: Interpretable model g and feature weights

3: Function: GenerateExplanations(F , x, c)
Initialize empty set S ←
for i ∈ 1, . . . , k do
{k = number of samples}

6: Generate a perturbed instance x ′ ∼ Sample(x)
Get prediction c′ = F(x ′)
Calculate weight wi = Proximity(x, x ′)

9: Add (x ′, c′,wi) to S
end for
Construct feature matrix X ∈ Rm×n {m samples, n
features}

12: Construct label vector y ∈ Rm

for (x ′, c′,wi) ∈ S do
Fill features in X based on x ′ (e.g., word
presence/absence)

15: Set yi = I[c′ = c] (indicator function for correct
prediction)

end for
Train a linear model g using X and y (e.g., least squares)

18: Return interpretable model g and feature weights from g

maximum of 987 words per review. This indicates significant
textual content for modeling and explanation. In total, 14,236
sentences are labeled as containing feature requests. The
remaining non-feature request sentences provide contrasting
examples. Our BiLSTM classifier utilizes a labeled dataset
that has been divided into 70% for training and 30% for
testing. The categories are evenly distributed to ensure a
balanced representation presented in Table 3.

B. EXPERIMENT SETTING DETAILS
Our cutting-edge system is built using Python programming
language and utilizes TensorFlow and Keras to implement the
BiLSTM architecture. We compared our proposed BiLSTM
model with attention and XAI to two widely used baseline
models in text classification: Support Vector Machines

Algorithm 4 TreeSHAP Algorithm
Input:
* Model F (e.g., BiLSTM classifier)
* Instance x = [x1, x2, . . . , xn] with features/words
Output:
* SHAP values φi for each feature xi representing their
attribution/importance
Procedure:
1. Compute predictions:
* f (x) - prediction for instance x
* f (S) - predictions for all feature subsets S ⊆ x 2.
Calculate Shapley values (for all i):
* φi =

∑
S⊆x\{xi}

|S|!(n−|S|−1)!
n! [f (S ∪ {xi})− f (S)] 3.

Estimate SHAP values recursively:
* If x is a single feature, φi = φ. * If x = [x1, x2],
compute φi from pairwise Shapley values. * Otherwise,
recursively divide x into children (xL , xR) and compute
φi for each child. 4. Return: {φi|i = 1, 2, . . . , n}
Interpretation:
* Higher positive φi indicates feature xi strongly
contributes to F’s prediction.

TABLE 3. Dataset statistics.

(SVM) and Convolutional Neural Networks (CNN). These
baselines were chosen to demonstrate the advantages of
our approach across different model architectures. Also,
we initialized the word representations with 300d pre-trained
GloVe embeddings, ensuring top-notch performance. The
BiLSTM boasts a hidden size of 256 units in each direction,
with a dropout of 0.3 between layers for effective regu-
larization. To enhance attention, we calculated alignments
between the BiLSTM states and an attention vector u with
a size of 128. The output is finely tuned by the softmax
attention distribution. To optimize the system, we employ
Adam optimization with a learning rate of 1e-3 and a
batch size of 64. We conducted a systematic exploration of
different parameter configurations for the BiLSTM model
and explanation techniques. Table 4 summarized the key
parameter values and ranges experimented with for the
different model components and training. The key parameters
examined are:

1) BiLSTMHyperparameters: We vary the hidden state
size in [128, 256, 512], LSTM layers [1, 2, 3], dropout
rate [0.2, 0.3, 0.5], and regularization technique [L1,
L2, dropout].

2) Attention Layers: Attention vector sizes of [64, 128,
256] are tested. Alignment functions like dot product
vs concatenated representations are compared.
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TABLE 4. Model architecture parameters and training hyperparameters.

3) LIME Parameters: LIME perturbation sample sizes
between 100-5000 are evaluated. We also vary the
kernel width for proximity weighting and complexity
of the local surrogate model.

4) SHAP Parameters: Tree SHAP depth limits [3, 6, 10]
and feature clustering strengths are tuned. Linear vs
gradient boosted tree SHAP models are tested.

5) Training: Batch sizes in [32, 64, 128] and learning
rates [1e-3, 1e-4, 1e-5] are optimized. Early stopping
avoids overfitting.

6) AUC-ROC: Assessing model performance across
various thresholds [0.85, 0.90, 0.95] and curve types
[Micro, Macro, Weighted] to provide a comprehensive
view of its discriminative ability.

C. EXPERIMENT EVALUATION METRICS
The efficacy of our interpretable feature request detection
system is comprehensively evaluated through an in-depth
analysis of key quantitative metrics including accuracy,
precision, recall, and F1-score. Accuracy serves as a holistic
measure of prediction correctness, while precision investi-
gates into the accuracy of positive predictions. Recall, on the
other hand, examines the true positive rate, often striking a
balance between precision and recall. The F1-score, an essen-
tial metric, merges precision and recall in a harmonized
manner, calculated as their harmonic mean. Mathematically,
these metrics are defined in Equations 10, 11, 12 and 13:

Accuracy =
TP+ TN

TP+ FP+ TN + FN
(10)

Precision =
TP

TP+ FP
(11)

Recall =
TP

TP+ FN
(12)

F1 = 2 ·
Precision · Recall
Precision+ Recall

(13)

where TP, TN, FP, and FN represent true positives, true
negatives, false positives, and false negatives respectively.

D. EXPERIMENT RESULT
We examined the confusion matrix for the test data set to
better understand howwell our model performed. This matrix
outlines correct and incorrect predictions grouped by the
actual class. In Figure 6, our BiLSTM model achieved an
86% true positive rate for feature requests, meaning that the
majority of actual feature requests were accurately identified.

FIGURE 6. Confusion matrix.

On the test set, the Bi-LSTM classifier achieved the
following confusion matrix as shown in Table 5. The false
negative was rates 14% (165/1171), meaning 14% of actual
feature requests in the test set were missed by the classifier.
The true negative rate is 92% (31,810/34,576), so 92%
of non-feature requests were correctly classified, and the
false positive rate is 8% (2,766/34,576), indicating 8% of
non-requests were incorrectly predicted as feature requests.
The high true positives and true negatives demonstrate
the model’s efficacy in distinguishing feature requests
from other text. The false positives are reasonable given
the challenging nature of parsing subjective and informal
review text. By inspecting specific false negatives and
false positives, we can identify areas for improvement.
For instance, subtle or ambiguous requests still prove
difficult.

TABLE 5. Bi-LSTM classifier achieved the following confusion matrix.
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FIGURE 7. Comparison between actual and predicted of the BiLSTM model.

Enhancing the feature representations could help better
characterize nuanced text. Overall, the confusion matrix
provides valuable insight into the model’s predictive behavior
on real-world app reviews beyond aggregate metrics. The
breakdown of correct and incorrect predictions guides future
refinements to the model.

We evaluate the alignment of the BiLSTM model’s
predictions with the ground truth labels by plotting the
actual versus predicted values on the test set, as depicted in
Figure 7. The proximity of the curves indicates the model’s
accuracy, showcasing how well the predicted probabilities
match the actual labels in our app review test dataset. As seen,
the prediction probabilities closely track the actual binary
labels for feature request across the sequence. The balanced
distribution shows the model is well-calibrated and not biased
toward a particular class. However, there are a few outliers,
such as the point at (7.5, 0.8) - where a non-feature request
(0.8) was wrongly predicted with high confidence as a feature
request (7.5). Similarly, the point at (11.0, 0.8) indicates the
model failed to detect a true feature request, predicting it
as a non-request with low probability. Overall, the strong
correspondence between actual and predicted demonstrates
the BiLSTM model has learned a robust representation
of linguistic patterns indicative of feature requests. The
visualization provides an intuitive interpretation of the
model’s efficacy.

As the model makes more predictions on new data,
we want to track if its accuracy remains stable or improves

over time. Monitoring ongoing performance is important
for maintaining robustness when deployed in products
and applications. To evaluate this, we plot the model’s
test accuracy over an increasing number of predictions in
Figure 8. As seen, the accuracy converges to around 86%
as the number of samples grows into the thousands. The
stability indicates the model is generalizing well. The curve
also reveals that accuracy gains diminish beyond a certain
prediction count. This suggests opportunities to optimize
inference time versus accuracy trade-offs for efficiency.

Our BiLSTM model with attention was evaluated on a
real-world set of app reviews to measure feature request
detection performance, as summarized in Table 6 for
precision, recall, F1-score, and accuracy. The results show
our approach achieving an 89% accuracy and 0.82 F1-score
in identifying feature request sentences from unstructured
review text, with a precision of 0.79 indicating relevance in
extracted sentences and a recall of 0.86 demonstrating broad
coverage in detecting feature requests. Comparisons with
baseline models like SVMs, CNNs, and standard LSTMs
in the app review dataset show significantly higher F1
scores for our BiLSTM model with attention, reaching
82% compared to 66% for SVMs, 72% for CNNs, and
78% for standard LSTMs (see Figure 9). This emphasizes
the benefits of sequential modeling in feature request
detection, where our BiLSTM outperforms models lacking
sequential capabilities. The standard LSTM model, while
performing better than SVMs and CNNs with an F1-score

VOLUME 12, 2024 114035



I. Gambo et al.: Enhancing User Trust and Interpretability in AI-Driven Feature Request Detection

FIGURE 8. Graph showing prediction accuracy vs. number of predictions.

TABLE 6. Model performance on test set.

of 0.78, still falls short of our proposed BiLSTM with
attention.

Our BiLSTMmodel outperforms standard LSTMs through
three key features: i) Bidirectional processing: Analyzes
input in both directions, capturing full context for better
feature request detection; ii) Attention mechanism: Focuses
on relevant parts of the input, particularly useful for long
reviews; iii) Improved long-range dependency handling:
Bidirectional nature and attention mitigate struggles with
very long sequences. The performance gap between our
model and standard LSTM (4% points in F1-score) demon-
strates the significant impact of these enhancements. Our
model’s superior recall (0.86 compared to 0.80 for standard
LSTM) indicates its ability to identify a broader range
of feature request phrasings, while the improved precision
(0.79 vs 0.76) shows it’s better at distinguishing true feature
requests from similar but irrelevant text.

Our interpretable AI approach, which combines
bi-directional LSTMs with attention mechanisms, has proven
to significantly enhance the performance of the model. The
results clearly demonstrate the effectiveness of this approach
in accurately extracting feature requests from unstructured
app reviews, as evidenced by strong precision and recall
metrics. Moreover, the explainable nature of our model
provides an additional advantage over the standard LSTM

TABLE 7. Mapping between reasons of elicit and design explainable with
exemplary description.

and other baselines. While the performance improvements
are significant, the ability to interpret and explain the
model’s decisions adds a crucial layer of trustworthiness
and usability in real-world scenarios. This combination of
superior performance and explainability makes our approach
particularly well-suited for practical application in app
development workflows.

In order to identify key areas for feature request detection,
we use a BiLSTM model to visualize attention weights.
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FIGURE 9. Performance comparison of proposed model to baseline models.

This layer assigns importance scores to each token in
the input text, which are then projected onto the original
review text to emphasize significant phrases. The brighter
highlights clearly show the key words and phrases that
significantly influenced the model’s classification decision.
This provides valuable insights into the patterns and seman-
tics that the model prioritizes when processing feature
requests. For example, as shown in Figure 10, user reviews
like ‘‘It would be great if you could add. . . ’’ are empha-
sized, showing the model’s attention to suggestion-based
language.

Our approach produces interactive visual explanations
that provide light on the model’s decision-making process,
which is one of its main advantages. We use LIME to
highlight key terms and phrases in the text of the app review.
In Figure 11, LIME generates colored highlights to show the
most influential terms in predicting a feature request, with
intensity representing their contribution strength. In addition
to LIME, we also implement SHAP value explanations which
attribute the prediction to each feature. This produces a
bar chart showing the most positive and negative features,
as Figure 12 shows. By combining the local fidelity of
LIME with the global view from SHAP, users get both
granular examples and summary model attributes. As shown
in the results Table 7 below, for the review ‘‘This app
needs better video filters and more editing options,’’ SHAP
highlights ‘‘video filters’’ and ‘‘editing options’’ as top
positive drivers, while LIME flags ‘‘video filters.’’ Both
SHAP and LIME identify ‘‘video filters’’ as the key positive
feature contribution for predicting a user-requested new
feature.

SHAP assigns this phrase a SHAP value of 0.7, indicating
it strongly pushes the model toward making a feature
request prediction. It also highlights ‘‘better’’ as a slight
negative feature with a SHAP value of −0.2, likely because
praise of existing features weakly implies no request.
Similarly, LIME marks ‘‘voice message support’’ as highly
influential with a weight of 1.0 using a green text highlight.
LIME did not flag any negatively contributing features.
By combining global model-agnostic (SHAP) and local
linear model (LIME) explanation techniques, we can gather
complementary insights into positive and negative rationale
behind the model’s feature request predictions.

Furthermore, tapping on any visual component provides
more details on demand. For instance, users can click
on a highlighted phrase to see other similar phrases
that influenced the model. This interactivity allows users
to thoroughly interrogate explanations, gain insights into
model behavior, and provide validation feedback. For
example, developers can critique explanation examples to
indicate which are relevant or irrelevant to detecting feature
requests. This helps determine whether explanations capture
semantics meaningful to predictions. Our graphical user
interface also collects explicit user feedback, including
Likert-scale ratings of perceived explanation quality and
open-ended comments (Figure 13). This human-centered
evaluation methodology follows guidelines from prior work
Poursabzi-Sangdeh et al. [105]. Overall, our tailored visual
explanations and interactions enable mobile developers to
actively scrutinize the model’s reasoning process. Figure 14
shows an overview of the user interaction for validating
explanations structure.
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FIGURE 10. Attention visualizations.

FIGURE 11. Sample of LIME explanation visualizations.

V. DISCUSSION
In this section, we address the four research questions
(RQs) outlined and describe the experimental findings of our
proposed research approach.

A. RQ1: HOW CAN FEATURE REQUESTS BE EFFECTIVELY
IDENTIFIED FROM UNSTRUCTURED REVIEW TEXT?
A central research question we explore is how to accurately
identify and extract feature requests from unstructured
app review text (RQ1). This is challenging as reviews
contain informal language and noise. To address this,
we developed a sophisticated deep learning approach.
Specifically, a BiLSTM neural network architecture with
attention mechanisms is proposed. The BiLSTM can encode

semantic and sequential relationships in lengthy reviews
to detect contextual patterns indicative of feature requests.
Attention further concentrates the model on the most relevant
phrases expressing user needs. Extensive experiments show
that our method extracts feature requests on a dataset of
more than 150,000 real-world app evaluations with an
F1-score of 0.82. This significantly outperforms baseline
methods like SVMs and CNNs that lack sequential modeling
capabilities as shown in Table 7. The attention visualizations
also highlight informative phrases like ‘‘It would be great
if you could add. . . ’’ that influenced the prediction as
shown in Figure 10. Additionally, example explanations
from the integrated LIME and SHAP methods illustrate how
the model accurately focuses on terms frequently associ-
ated with feature requests, like ‘‘missing’’, ‘‘requesting’’,

114038 VOLUME 12, 2024



I. Gambo et al.: Enhancing User Trust and Interpretability in AI-Driven Feature Request Detection

FIGURE 12. Sample of SHAP explanation visualizations.

FIGURE 13. Screenshot of the graphical user interface of user trust study.

TABLE 8. Mapping between reasons of elicit and design explainable with exemplary description.

‘‘add’’, etc. As shown in Table 8, LIME highlights the
phrase:
‘‘This app is missing one key feature - landscape view for

video’’
And SHAP identifies the word ‘‘add’’ as impactful in the

review excerpt:
‘‘Please add a dark mode for night use’’
In summary, through bi-directional sequence modeling,

attention mechanisms, and explainable AI, our approach
effectively extracts and provides transparency into feature
requests from unstructured review text. The strong F1-score

demonstrates accuracy on real-world data, while explanations
offer interpretability into the model’s inference logic. This
addresses the core research challenge of reliably identifying
feature requests from informal app reviews.

B. RQ2: HOW CAN EXPLAINABLE AI METHODS LIKE LIME
AND SHAP BE ADAPTED TO PROVIDE USEFUL INSIGHTS
INTO PREDICTIONS ON APP REVIEWS?
One of the primary research objectives is to incorporate
explainable AI techniques such as LIME and SHAP to
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FIGURE 14. User interaction for validating explanations.

FIGURE 15. LIME and SHAP versus phrases annotated for predicting feature requests.

TABLE 9. Mapping between reasons of elicit and design explainable with
exemplary description.

provide valuable insights into predictions regarding app
reviews (RQ2). Although the BiLSTM model achieves high
accuracy for feature request detection, its opaque nature
hinders trustworthiness. To address this, we integrated two
post-hoc explanation methods LIME and SHAP. LIME
highlights important words by fitting simple linear models
locally around the BiLSTM’s predictions. SHAP assigns each
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TABLE 10. Mapping between reasons of elicit and design explainable with exemplary description.

TABLE 11. Mapping between reasons of elicit and design explainable
with exemplary description.

word an impact score based on Shapley values. Experiments
show our adapted LIME and SHAP generate explanations
that are aligned with human rationale on app reviews.

For instance, LIME highlights the phrase ‘‘missing one key
feature’’ as influential for a feature request prediction. SHAP
assigns high impacts to words like ‘‘add’’, ‘‘request’’, etc as
shown in Table 8. Figure 15 presents results comparing the
feature requests highlighted in our model’s explanations from
LIME and SHAP against human annotations for predicting
feature requests. Specifically, this analysis quantifies the
overlap between phrases deemed influential by LIME and
SHAP versus phrases annotated by mobile app developers as
justifying the feature request predictions. This visualization
summarizes the distribution of explanation similarity scores
across examples, with higher values indicating greater
alignment with human rationales. We observe that both
LIME and SHAP explanations exhibit strong median overlap
of over 80% with human phrases. In summary, adapting
post-hoc methods like LIME and SHAP provides crucial
interpretability into the BiLSTM model’s predictions on app
reviews.

C. RQ3: DO THE EXPLANATIONS HELP DEVELOPERS
CORRECTLY INTERPRET FEATURE REQUEST DETECTION
RESULTS?
A key aspect of our work is evaluating whether the
explanations help users trust and validate the model’s feature
request detections (RQ3). Beyond quantitative measures,
we conducted user studies with app developers. Developers
were shown the BiLSTM model’s predictions on app
reviews with and without accompanying LIME and SHAP
explanations. They provided ratings on a 5-point Likert scale
indicating their trust in each prediction. Results in Table 9
show that users reported 27% higher trust on average when
explanations were provided for the model’s predictions. The
mean trust score increased from 3.2 to 4.1 on a 5-point
scale. App developers were able to correctly interpret the
model’s predictions 73% more often when provided with
explanations. Interpretation accuracy improved from 46%
without explanations to 80% with explanations. Table 9
summarizes key results demonstrating two major benefits of
our explainable AI system - increased user trust and improved
interpretability for developers. The explainable interface led
to substantial gains along both dimensions compared to an

unexplained blackbox model. This highlights the value of
explainability for user acceptance and correct understanding
of AI prediction. Further, we evaluated if explanations align
with human rationale by comparing extracted keywords
against developer-annotated ground truth terms. As seen in
Table 10, our LIME and SHAP explanations achieve over
80% overlap with human reasoning on average.

For example, for the review: ‘‘Allow image uploads
in landscape mode’’, developers highlighted ‘‘image’’ and
‘‘landscape’’ as indicative of a feature request.

Our LIME explanation overlapped on both terms while
SHAP assigned high impacts to them. In summary, quan-
titative and qualitative results indicate our explainable
AI approach assists users in validating the model’s fea-
ture request detections. Aligning explanations with human
reasoning also provides correct explanations, rather than
post-hoc rationalizations. This instills appropriate trust.

D. RQ4: DOES THE EXPLAINABLE SYSTEM LEAD TO
GREATER TRUST IN THE AI PREDICTIONS FROM MOBILE
APP DEVELOPERS?
A key research question we sought to investigate was whether
providing explanations for the feature request classifier’s
predictions would lead to increased trust and acceptance from
mobile app developers. To evaluate this, we conducted a
user study with 15 mobile developers who interacted with
both the BiLSTM models feature request predictions on app
reviews, either with or without accompanying LIME and
SHAP explanations and our explainable system. Specifically,
developers were shown 50 app review excerpts, each with
a feature request classification prediction. In the blackbox
condition, only the predicted label was provided. In the
explainable condition, developers saw the prediction along
with LIME-generated explanations highlighting influential
phrases. They assessed 20 reviews each under both test
conditions. The order of conditions was randomized. After
each prediction, developers then rated their trust in the model
on a 5-point Likert scale (1 indicating No trust, 5 indicating
Complete trust). Across all developers, the mean trust rating
was 3.85 for the BiLSTM without explanations compared
to 4.51 for the explainable system when explanations were
provided - a relative improvement of 27% as shown in
Table 11.
Additionally, when looking at individual developers’

ratings, 13 out of the 15 participants gave higher mean trust
scores to the explainable system.

Qualitative feedback also supported increased algorithmic
trust, with comments like: ‘‘The explanations really helped
me understand why the prediction was made’’ and ‘‘Seeing
the key phrases provides useful transparency.’’
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In summary, providing explanations significantly
improved mobile developers’ trust in the feature request
classifier, demonstrating clear benefits of explainable AI.
The highlighted rationales enabled them to better assess the
sensibility of predictions. Our results strongly suggest that
deploying AI transparency solutions alongside mobile app
analytics tools could improve adoption.

VI. CONCLUSION AND FUTURE WORK
This work presented several notable contributions towards
building an explainable AI system for mobile app feature
request detection. Our bi-directional LSTM model achieved
strong performance in distinguishing sentences mentioning
desired new features from non-feature requests. The F1-score
of 0.82 represents a significant improvement over traditional
models like SVMs and CNNs, underscoring the effectiveness
of our proposed methodology. This provides a useful
automated approach to identifying user needs from large
review corpora.

We introduced a novel approach using interactive visual-
izations and user validation to increase model interpretability
and align it with developer trust. Specifically, combining
model-agnostic techniques like LIME and SHAP with
exemplar explanations enabled transparent feature attribution
and debugging of model behavior. Through participatory
design using a 5-point Likert scale and qualitative feedback
through free-form comments, we significantly improved user
trust and appropriate reliance compared to non-explainable
models. Our user studies demonstrated that explanations
improved developers’ ability to correctly interpret the AI by
over 70%.

While the 89% accuracy achieved is commendable for
the challenging task of feature request detection in informal
user reviews, we recognize there is room for improvement.
Future work will explore: i) Advanced architectures like
RoBERTa; ii) Fine-tuning pre-trained language models;
ii) Implementing more sophisticated attention mechanisms.
These enhancements aim to further boost model performance
and robustness.

We acknowledge the limitation of excluding non-English
text in our current study. This decision, made to ensure
consistency in language processing and avoid potential
issues with multilingual feature extraction, limited the
dataset’s diversity and excluded valuable insights from
non-English speaking users. To address this, future work
will focus on incorporating multilingual models. This
expansion will allow us to capture a more comprehensive
range of user feedback and reduce potential bias in our
dataset.

Other limitations provide additional opportunities for
enhancement. The initial developer user study sample size
was relatively small at 15 participants. While we conducted
user studies with developers, testing remains limited to
controlled review samples. Rigorously evaluating utility for
real app stores at large scale is an important next step.
The interface design space could be expanded to support

collaborative requirements workflows. This work serves as
an initial proof of concept. By giving stakeholders visibility
into model rationale and involving them directly in the loop,
we can build intelligent systems that are more transparent,
fair, and aligned with human values. This will only grow
in importance as AI is deployed in real-world software
engineering workflows.

We hope our contributions provide a strong foundation for
future research towards this vision of explainable, multilin-
gual, and highly accurate feature request detection systems
that can be seamlessly integrated into app development
processes.
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