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ABSTRACT Siphon computation is a basic step for developing siphon-based deadlock control approaches
in a Petri net (PN) system. This work studies the enumeration of minimal siphons in a PN. Due to the
fact that the number of siphons in a PN theoretically grows exponentially with the net size, the siphon
enumeration is basically time-consuming especially in a large-size net. To our best knowledge, the method of
local partitioning minimal-siphon enumeration (LPMSE) has the best performance among all the methods
applicable to any arbitrary PN. In this paper, we show that the improvement of LPMSE is possible and thereby
develop an improved LPMSE. It is validated by experimental results that the improved LPMSE consumes
less time than LPMSE.

INDEX TERMS Petri nets, minimal siphons, siphon computation, problem partitioning.

I. INTRODUCTION
Petri nets (PN) are a popular mathematical modeling tool
for tackling privacy issues [1], [2], [3], diagnosability prob-
lems [4], [5], [6], prognosability problems [7], [8], and
deadlock problems [9], [10], [11], [12], [13] in discrete
event systems. In the formalism of PN, deadlock control
approaches are basically classified into two categories, i.e.,
those based on reachability analysis [14], [15], [16], [17],
[18], [19], [20] and those based on structural analysis [21],
[22], [23], [24], [25], [26], [27], [28], [29], [30]. Siphon-
based methods fall into the latter category. A siphon [31]
is a structure of a PN that is essentially a set of places
satisfying a certain property. A deadlock may appear when
a siphon is not sufficiently marked at a reachable marking.
To prevent the occurrence of deadlocks in a PN system,
siphon-based deadlock control approaches add monitors to
control siphons such that they are all sufficiently marked at
every reachable marking. As a result, the computation of
minimal siphons is required and the efficiency of siphon com-
putation is an important factor in deciding the performance of
such an approach. Consequently, much work focuses on the
computation of minimal siphons, see, e.g., [32], [33].
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We know that the number of siphons in a PN theoreti-
cally grows exponentially with the net size. Thus, finding an
efficient minimal-siphon computation method becomes more
challenging and is also of great importance. Many methods
have been provided for minimal-siphon enumeration in an
arbitrary PN, such as integrated net analyzer (INA) [34],
linear integer programmingmethods [22], [35], [36], methods
based on semi-tensor product of matrices [37], and methods
based on problem partitioning [38], [39]. To our best knowl-
edge, themethods of global partitioningminimal-siphon enu-
meration (GPMSE) and local partitioning minimal-siphon
enumeration (LPMSE) proposed by Cordone et al. [38] have
higher computational efficiency than the other approaches.
Since the proposal of these two methods, it is hard to find a
method better than them. On the other hand, some researchers
propose siphon enumeration methods that are applicable to
specific classes of PNs only, such as methods based on
loop resource subsets [40], methods based on resource cir-
cuits [41], [42], methods based on pruning graphs [43], [44],
parallel algorithms [45], and genetic-algorithm-based meth-
ods [46]. By utilizing specific properties of considered nets,
the computational efficiency can be improved.

In this paper, we consider the minimal-siphon enumeration
methods applicable to arbitrary PNs. In particular, we focus
on the methods of LPMSE and GPMSE since they provide
good performance and are widely used to enumerate minimal
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siphons. In more detail, these two methods are based on
the idea that iteratively partitioning a problem into several
simper sub-problems by introducing place constraints. The
main difference between the two methods is that LPMSE
uses a computed siphon to partition the current problem only,
while GPMSE uses a computed siphon to partition all the
existing problems. In our previous work [47], we show that
the improvement of GPMSE is possible and proposed the
so-called improvedGPMSE. Although the improvedGPMSE
behaves much better than GPMSE, it can hardly beat LPMSE
especially in large-size PNs. Thus, in this work, we consider
the improvement of LPMSE. The improvements mainly lie in

1) the size of a PN considered in a problem is further
reduced;

2) the set Pin of places required to be contained in a
searched minimal siphon is further expanded; and

3) a condition that Pin strictly contains a siphon is added to
terminate the partitioning of a problem.

To validate the superiority of the improved LPMSE over
LPMSE, we implement both LPMSE and the improved
LPMSE by developing a tool written in C++. Using this tool,
we carry out an experiment. The experimental results show
that the improved LPMSE consumes less time than LPMSE
in computing minimal siphons, which becomes more evident
with the increase of the net size.

The remainder of the paper is organized as follows.
Section II recalls the basic knowledge of PNs. Section III
introduces the improved LPMSE together with an example
illustrating the improved method. In Section III-C, we com-
pare the performance of the improved LPMSE with its
original version. Section IV concludes this paper.

II. BASIC KNOWLEDGE OF PETRI NETS
A Petri net (PN) is a three-tuple Q = (P, T , F) where
P is the set of places, T is the set of transitions, and
F⊆ (P × T ) ∪ (T × P) is the flow relation. It is assumed
that P and T are nonempty, finite and disjoint sets.
A node (i.e., place or transition) with no input is called a

source node, and one with no output is called a sink node.
Given a node x ∈ P ∪ T , we denote •x = {y ∈ P ∪T |(y,

x) ∈ F} the preset of x and x• = {y ∈ P ∪T |(x, y) ∈ F}
the post-set of x. Given a set of nodes X ⊆ P ∪ T , we denote
•X =

⋃
x∈X
•x and X• =

⋃
x∈X x

•. Moreover, ••x =• (•x),
and x•• = (x•)•, ∀x ∈ P ∪ T .
Given a set of places P′ ⊆ P and a set of transitions T ′ ⊆

T , Q′ = (P′, T′, F′) is a subnet of Q generated by P′ and T ′ if
F ′ = F ∩[(T ′ ×P′) ∪(P′ ×T ′)].

A nonempty set S⊆ P is a siphon if •S⊆ S•. A siphon is
said to be minimal if it does not contain any other siphon.

Given a set Pin ⊆ P, a siphon is said to be Pin-minimal if
it includes all places in Pin and does not contain any other
siphon including all places in Pin. Consider the PN in Fig. 1.
We can see that S = {p4, p6, p8, p13, p14} is a Pin-minimal
siphon with Pin = {p8, p13}. Note that a Pin-minimal siphon
is a minimal siphon if Pin = ∅ and otherwise it is not
necessarily a minimal siphon. Here, S = {p4, p6, p8, p13, p14}

is not a minimal siphon in the PN in Fig. 1 since we can find
a siphon, e.g., S ′ = {p6, p8, p14}, contained in S.

III. IMPROVED LPMSE
The method of Local Partitioning Minimal-Siphon Enumer-
ation (LPMSE) is proposed by Cordone et al. [38]. Their
basic idea is iteratively partitioning a problem to be solved
into several simpler sub-problems so that the solution to
the original problem can be more easily obtained. LPMSE
generally leads to a large quantity of sub-problems, especially
when applied to a PN with large size. In this section, we pro-
pose an improved version of LPMSE, aiming to get higher
computational efficiency by generating a reduced number of
sub-problems.

First, we define the concept of a problem that is investi-
gated in the paper.
Definition 1: Given a PNQ = (P, T , F) and a set of places

Pin, π = (Q, Pin) is a problem of finding all minimal siphons
inQ that includes all places of Pin. We denote6π the solution
to the problem π = (Q, Pin), i.e., the set of all minimal
siphons in Q that includes all places of Pin.

Trivially, π = (Q, ∅) is a problem of finding all minimal
siphons in the PNQ. We next introduce the improved LPMSE
that solves the problem. In more detail, in the following sub-
sections, we first introduce some preliminary functions, then
provide an algorithm of the improved LPMSE, and finally
present an example to illustrate how the improved LPMSE
works.

A. PRELIMINARY FUNCTIONS
In this subsection, we introduce some functions that will
be used in the algorithm of the improved LPMSE. These
functions are designed based on some well-known properties
of (minimal) siphons.

Function Q′←NetReduce(Q)
Input: Q = (P, T , F) with no source place.
Output: Q′ = (P′, T ′, F ′).
1. Q′ ← Q; /∗Equivalently, it is (P′, T ′, F ′)← (P, T , F).
∗/
2. while ∃t ∈ T ′ s.t. •t = ∅ in Q′ do
3. T ′← T ′\{t};
4. P′← P′\t•;
5. F′← F ′∩ ((T ′ × P′) ∪ (P′ × T ′));
6. end while
7. while ∃x ∈ P′ ∪ T ′ s.t. x• = ∅ in Q′do
8. if x ∈ P′ then
9. P′← P′\{x};
10. else
11. T ′← T ′\{x};
12. end if
13. F ′← F ′∩ ((T ′ × P′) ∪ (P′ × T ′));
14. end while
15. output:Q′.
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Function NetReduce is used to reduce the size of a PN
while not changing the result ofminimal-siphon enumeration.
In particular, it consists of two stages in reducing the net size.
In the first stage, a source transition and its output places
are repeatedly removed; in the second stage, a sink node
(transition/place) is repeatedly removed. Typically, by reduc-
ing the net size, we may speed up the enumeration of minimal
siphons.

Function P′in←PinExpand(Pin, Q)
Input:Q = (P, T , F) with no source place and a set of places
Pin ⊆ P;
Output: A set of places P′in ⊆ P.
1. P′in← Pin;
2. while(∃t ∈• P′in \P

′
in
• s.t. •t = {p′} ∨

∃p ∈ P′in, ∃p
′
∈ P\P′in s.t. p

••
= {p′}) do

3. P′in← P′in ∪{p
′};

4. end while
5. output: P′in.

Function PinExpand is used to expand the set Pin that is
required to be contained in a searched minimal siphon while
not changing the result of minimal-siphon enumeration. This
is guaranteed by the fact that when some places are included
in a minimal siphon, some other places are included as well.
In particular, function PinExpand repeatedly expands Pin by
including a place p′∈ P\Pin by considering the following
two cases. Case 1: there is an input but not output transition
of Pin who has a unique input place that is p′; Case 2:
there is a place p in Pin who has a unique output place that
is p′. Basically, by expanding the set Pin, we may enumerate
minimal siphons more quickly.

Function ans = PinContainSiphon(Pin)
Input: A set of places Pin.
Output: ans ∈{True, False}. /∗ ans = True implies Pin
contains a siphon and ans = False implies not. ∗/
1. ans← False;
2. obtain the subnet QPin generated by Pin and •Pin ∪ P•in;
3. if NetReduce(QPin) ̸= ∅ then
4. ans← True;
5. end if
6. output:ans.

Function PinContainSiphon determines whether or not a
set of places Pin contains a siphon by calling function NetRe-
duce on the subnet QPin generated by Pin and •Pin ∪ P•in.

Finally, we notice that functions DeletePlace, Siphon-
IsMini and GetaPinMiniSiphon will also be called in the
algorithm of the improved LPMSE. We introduce them in
brief as follows. The readers are referred to [47] for their
detailed pseudocode.

- Q′← DeletePlace(Q, p): DeletePlace returns a PN Q′

by removing the place p and its related arcs from the
PN Q.

- ans ← SiphonIsMini(S): SiphonIsMini determines
whether the input siphon S is minimal. It returns ans=
True if S is minimal and ans = False otherwise.

- S ← GetaPinMiniSiphon(Q, Pin): GetaPinMiniSiphon
returns a Pin-minimal siphon S in the PN Q. Note that
S is not necessarily a minimal siphon.

B. ALGORITHM OF THE IMPROVED LPMSE
In this subsection, we provide an algorithm of the improved
LPMSE.

Algorithm 1: Improved LPMSE
Input: Q = (P, T , F).
Output: The set 8 of all minimal siphons in Q.
1. 8← ∅;
2. for each source place p in Q do
3. 8← 8∪{{p}};
4. end for
5. update the netQ = (P, T ,F) by deleting all source places
and their related arcs from Q;
6. Q← NetReduce(Q);
7. if Q ̸= ∅ then
8. create a tree with the root node (Q, ∅);
9. S ← GetaPinMiniSiphon (Q, ∅);
10. 8← 8∪{S};
11. 8← LocalPartition(Q, ∅, S, 8);
12. end if
13. output:8.

We explain Algorithm 1 as follows. First, every source
place is searched since every source place itself constitutes
a minimal siphon. Then, we search the remaining minimal
siphons in the net, which is equivalent to solving the problem
(Q, ∅), where Q is the resulting net by removing all source
places from the original net and reducing the net size. The
problem (Q, ∅) is solved based on repeatedly partitioning
problems, which is realized by recursively calling function
LocalPartition, and the procedure is described by a tree.

Without loss of generality, suppose that (Q, Pin) is a
problem to be partitioned. The procedure of partitioning the
problem (Q, Pin) is detailed as follows.

We compute aPin-minimal siphon S, by which the problem
(Q, Pin) is partitioned by calling LocalPartition(Q, Pin, S,8).
Note that we should determine if S is a minimal siphon. If so,
we add S to the solution set 8. Suppose that S\Pin = {p1,
p2, . . . , pk}. Then, there are k sub-problems, namely,

π1 = (DeletePlace(Q, p1), Pin),
π2 = (DeletePlace(Q, p2), Pin∪{p1}),
π3 = (DeletePlace(Q, p3), Pin∪{p1, p2}),
. . . ,
πk = (DeletePlace(Q, pk ), Pin∪{p1, p2, . . . , pk−1}).

Trivially, the solution to the problem (Q, Pin) consists of
solutions to all the above k sub-problems together with S if S
is a minimal siphon. We observe that not every sub-problem
needs to be further partitioned. Consider a sub-problem πi =

(Q′, P′in) as an example. We reduce the size of Q′ and expand
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Function 8← LocalPartition(Q, Pin, S, 8)
Input: Q = (P, T , F), a set Pin of places, a siphon S, and a
set 8 of minimal siphons.
Output: An updated set 8 of minimal siphons.
1. P′in← Pin;
2. for p ∈ S\Pin do
3. Q′← DeletePlace(Q, p);
4. Q′′← NetReduce(Q′);
5. if Q′′ ̸= ∅ then
6. P′′in← PinExpand (P′in, Q);
7. introduce a new node (Q′′, P′′in) and add an arc with
the label ‘‘p’’ from node (Q, Pin) to node (Q′′, P′′in);
8. if P′′in ⊆ P

′′ then
9. if PinContainSiphon(P′′in) then
10. if P′′in is a siphon ∧ SiphonIsMini(P

′′
in) then

11. 8← 8∪{P′′in};
12. end if
13. else
14. S ′← GetaPinMiniSiphon(Q′′, P′′in);
15. ifSiphonIsMini(S ′) then
16. 8← 8∪{S ′};
17. end if
18. 8← LocalPartition(Q′′, P′′in, S

′, 8);
19. end if
20. end if
21. end if
22. P′in← P′in∪{p};
23. end for
24. output:8.

the set P′in, which leads to a problem denoted as (Q′′, P′′in).
In the case that P′′in ̸⊂ P

′′ or P′′in contains a siphon, we certainly
know that the solution to (Q′′, P′′in) is empty or consists of a
set P′′in and thus the problem (Q′′, P′′in) does not need to be
further partitioned. In the other cases, we again compute a
Pin-minimal siphon S ′ to partition the problem (Q′′, P′′in) by
repeating the above procedure. Also, if S ′ is aminimal siphon,
it is added to the set 8.

We notice that the depth-first search is adopted in
Algorithm 1 to repeatedly generate sub-problems. In the case
that no more sub-problem needs to be generated, the final set
8 is clearly the set of all minimal siphons of the input PN.
Hence, we have the following conclusion.
Theorem 1: Given a PN as the input, Algorithm 1 (i.e., the

improved LPMSE) enumerates all minimal siphons.
Proof: Straightforward from the above explanation.
Compared with LPMSE in [38], the proposed method

mainly includes the following three improvements:
1) The size of a PN is further reduced;
LPMSE only considers repeatedly removing a source tran-

sition and its output places to reduce the net size, while
the proposed method considers repeatedly removing a sink
node as well. Such an improvement is realized by function
NetReduce.

2) The set Pin is further expanded;

LPMSE repeatedly expands Pin by including a place
p′∈ P\Pin only in the case that there is an input but not output
transition of Pin who has a unique input place that is p′, while
the proposed method repeatedly expands Pin by including a
place p′∈ P\Pin also in the case that there is a place p in Pin
who has a unique output place that is p′. Such an improvement
is realized by function PinExpand.

3) A condition that Pin strictly contains a siphon is added
to terminate the partitioning of a problem.

Consider a problem π = (Q, Pin), where Q = (P, T , F)
is a PN output by function NetReduce. LPMSE terminates its
further partitioning in the case that Pin ̸⊂ P or Pin itself is
a siphon, while the proposed method terminates its further
partitioning in the case that Pin ̸⊂ P or Pin contains a siphon.
Clearly, Pin strictly contains a siphon is an additional termi-
nation condition in our proposed method.

C. EXAMPLE
In this subsection, we present an example to illustrate the
improved LPMSE.

FIGURE 1. PN Q = (P , T , F ).

TABLE 1. Numerical results regarding trees generated by LPMSE and the
improved LPMSE when they are applied to the net in Fig. 1.

Consider a PN Q = (P, T , F) in Fig. 1. The improved
LPMSE works as follows.
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TABLE 2. Experimental results (di = do = 0.05).

TABLE 3. Experimental results (di = do = 0.08).

TABLE 4. Experimental results (di = do = 0.2).

First, 8 is initialized at ∅, representing the set of all
minimal siphons in the PN Q. Since no source and sink
node can be found in Q, after handling source places and
calling NetReduce(Q), 8 is still empty and the resulting net
is still Q. Then, we solve the problem π1 = (Q1, ∅), where
Q1 = Q, by problem partitioning. The procedure of problem
partitioning is detailed as follows and described by a tree as
shown in Fig. 2(a).

- We create the root node π1 = (Q1, ∅). Note that,
in Fig. 2 (a), we simply denote a PN by its set of places.
By callingGetaPinMiniSiphon (Q1, ∅), we then get aminimal
siphon S1 = {p7, p11} since Pin = ∅. Thus, 8 is updated as
{S1}. Using the siphon S1, we partition problem π1 by calling
LocalPartition(Q1, ∅, S1, 8).

- Consider deleting place p7 fromQ1. After applying func-
tion NetReduce, the resulting net is Q2 with P2 = {p2-p6,
p8-p10, p12-p15}. After calling function PinExpand, we create
node π2 = (Q2, ∅). Since Pin = ∅, we get a minimal siphon
S2 = {p6, p9,p12-p14}. Then, 8 is updated as {S1, S2} and S2
is used to partition problem π2 by calling LocalPartition(Q2,
∅, S2, 8).
- Similarly, nodes π3-π6 are created one after another and

8 is updated as {S1-S6}. Since π6 leads to empty nets by
problem partitioning, we continue to consider the partitioning
of problem π5 by siphon S5 = {p3, p9, p12}. Now, we delete
p9 from Q5 and require Pin to be {p3}. By applying functions
NetReduce and PinExpand, we create node π7 = {Q7, {p3}}
with P7 = {p2, p15}. Since {p3}̸⊂ P7, we do not need
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FIGURE 2. Trees generated for the PN in Fig. 1.

to further partition π7. Then, we consider delete p12 from
Q5 and require Pin to be {p3, p9}. Similarly, node π8 is
created and it does not need to be partitioned. By repeating the
above operations, nodes π9-π29 are created one after another,
leading to the complete tree in Fig. 2(a), and we obtain the
final set 8 = {S1-S10}.
Recall that we terminate the further partitioning of a prob-

lem π = {Q, Pin} in the case that Pin ̸⊂ P or Pin contains a
siphon. Here, to be intuitive, colored nodes denote problems
that do not need to be partitioned. In more detail, node •
indicates that Pin ̸⊂ P, node • indicates that Pin strictly
contains a siphon, and node • indicates that Pin itself is a
siphon. Besides, note that not all the computed siphons are

minimal siphons. Specifically, siphons found with respect
to problems π20-π22 are only Pin-minimal-siphons but not
minimal siphons. Hence, they are only used for decomposing
problems but are not added to 8.

IV. COMPARISON
In this section, we show the performance of the improved
LPMSE by comparing it with the original LPMSE [38].

A. COMPARISON VIA THE PN IN FIG. 1
In the last section, the improved LPMSE has been applied
to the PN in Fig. 1 to enumeration minimal siphons, which
leads to the tree in Fig. 2(a). Now, we apply the LPMSE to
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the PN in Fig. 1 as well, which results in the tree in Fig. 2(b).
Clearly, the tree generated by the LPMSE is more complex
than the one generated by the improved LPMSE. The detailed
numerical results regarding these two trees are provided in
Table 1. Note that the number of nodes in the tree and the
number of nodes to be partitioned reflect the computational
time of the method, while the maximum number of nodes to
be saved in memory reflects the memory requirement of the
method. We thus may conclude that the improved LPMSE
consumes less time than LPMSE in this example but requires
the same memory as LPMSE.

B. EXPERIMENT
To compare the improved LPMSE with LPMSE more evi-
dently, we implement them by developing a tool in C++
and perform an experiment using the tool. The experiment
is carried out on a 2.50GHz Intel(R) Core(TM) i5 computer
with 4 GB of RAM and Windows 10 operating system.

In the experiment, we enumerate minimal siphons in a
large quantity of PNs. Specifically, we consider PNs with
different net size and randomly generate 50 nets for each
size by setting di and do, which are the probabilities of
having an arc from a place to a transition and having an arc
from a transition to a place, respectively. The experimental
results are presented in Tables 2-4, where PNs are randomly
generated by setting di = do = 0.05, di = do = 0.08, and
di = do = 0.2, respectively.
We can see that the improved LPMSE consumes less

time than LPMSE. The percentage of CPU time reduced is
around 20%-30% in many cases. Indeed, the time reduction
percentage is not stable. This is because the computational
time of the two methods is related to the structure of a PN
to be computed. There exists randomness on the result even
although we have 50 nets generated for each net size. On the
other hand, due to the fact that the number of minimal siphons
grows exponentially with respect to the net size for arbitrary
PNs, both of LPMSE and the improved one are of exponential
complexity with respect to the net size. Thus, they can hardly
get a result within a reasonable time when the size of a PN is
big. In Tables 2- 4, we do not present results for those cases for
which the method consumes more than one hour but without
a result gotten.

V. CONCLUSION
The computation of all minimal siphons in a PN is a difficult
task since the number of siphons grows exponentially with
the net size. To our best knowledge, the method of local par-
titioning minimal-siphon enumeration (LPMSE) proposed by
Cordone et al. has so far been the one with the highest
computational efficiency among all the existing methods that
enumerate minimal siphons in an arbitrary PN. In this paper,
we propose the improved LPMSE. As validated by the exper-
imental results, the improved LPMSE performs better than
LPMSE in terms of computational time.
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