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ABSTRACT An extremely important aspect of the synthesis of digital circuits is obtaining solutions
optimized in terms of energy consumption. This can be achieved by limiting the dynamic power, depending
on the switching activity of the nodes of the implemented logic network. The article proposes a new
technology mapping method leading to a reduction in switching activity. An approach known from the
literature using an output graph was improved, the essence of which lies in the analysis of the created model
of the switching system. The essence of this improvement was to take into account additional parameters
related to switching the gateway network. The main contribution of the article is the use of a switching
model in the form of an innovative switching graph to limit the number of switches of the logic network.
The presented approach is focused on the sum-of-products (SOP) architecture. The reason for this choice is
that it is the most elementary and universal form of mapping a combinational function, often implemented
in some families of programmable devices. The proposed approach resulted in a significant reduction in
switching activity compared to the classical implementation, by 68.9%, 70.6% and 70.2%, respectively, for
SOP architectures with 3, 5 and 7 input sums. Of the 20 test systems considered, no significant improvement
in switching activity was achieved compared to the classical method, only for 2, 3 and 4 cases, respectively,
for SOP architectures with 3, 5 and 7 input sums. The results presented in the article confirm the effectiveness
of the proposed methods.

INDEX TERMS Low power synthesis, SOP, switching activity, technology mapping.

I. INTRODUCTION
The significant increase in the complexity of digital systems
still raises questions about effective methods of designing
these systems. Naturally, the effectiveness can be measured
by various factors, such as: speed of operation, reliability,
the number of logic resources needed for implementation or
their cost. However, it turns out that in many applications
the key factor is the power consumption of the implemented
system. Energy efficiency is extremely important in areas
such as military, medical and space applications. Most often,
stringent energy efficiency requirements are associated with
the need to use battery power. This is usually related to the
mobility of this type of devices. It should also be emphasized
that the energy efficiency of specific systems also affects
their other properties. Typically, energy-efficient systems are
also more reliable because the amount of heat energy needed
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to be dissipated is lower, reducing the likelihood of excess
temperature damaging the logic structure. It is worth adding
that limiting power consumption is usually also associated
with limiting the complexity of the logic structure, and thus
limiting the number of logic resources used. In this situation,
we can often talk about cost reduction. All these observa-
tions clearly show that limiting the energy consumed by
a digital system is an extremely important aspect of logic
synthesis.

The process of reducing the energy consumed can be e.g.
appropriate partition of tasks into software and hardware
parts [1], [2], [3], [4], or temporarily turning off selected
modules. Most often, in the case of high-level synthesis,
we are talking about reducing energy consumption at the
system level, as shown, among others, in the works [2], [4],
[5], [6]. It should be emphasized that the reduction of energy
consumption depends on the specificity of the designed sys-
tem [7], [8], [9]. There are many papers in the literature
discussing this problem [5], [10], [11], [12], [13], [14].
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Naturally, it is possible to reduce energy consumption also
at the low-level synthesis stages. More important methods of
reducing power consumption include the idea of local reduc-
tion of the supply voltage [15], [16], [17], [18] or the ‘‘power
gating’’ method [14], [19], [20]. For synchronous circuits,
good results can be obtained by limiting the frequency of
the clock signal. Of course, this approach is unfavourable
from the point of view of the speed of operation of a given
circuit. In this situation, a better solution is to temporarily
gate the clock signal (clock gating) [21], [22], [23], [24], [25],
[26], or only locally lower the frequency of the clock signal
in selected modules of the designed system [13], [27], [28].
Another method of reducing energy consumption is to imple-
ment circuits in the form of a GALS (Globally Asynchronous
Locally Synchronous) structure [29], [30], [31], [32], [33].
This concept allows only selected parts of the circuit to be
implemented as synchronous, while data exchange within
the entire system usually takes place asynchronously [34].
Naturally, there are many more low-level concepts for reduc-
ing energy consumption such as: appropriate scheduling
method [9], reducing the logic levels in digital hardware [10],
using a Pipelined Vedic Multiplier [35], appropriate instruc-
tion encoding [36], based on the concept of computational
kernel [37], improving characteristics of FSMs [38], [39].
They are often targeted at specific systemic applications [40],
[41], [42], [43]. In the case of implementing an FSM, excel-
lent results are achieved by appropriate coding of the internal
states of the FSM (dynamic power reduction of 8%) [44],
[45], [46], [47], [48], [49], [50]. Sometimes a synthesis of low
power FSM includes elements of artificial intelligence [51].
However, in the case of combinational circuits, combining
the problem of energy consumption reduction with function
decomposition leads to good results (reduction of switching
activity from 6 to 40%) [52], [53], [54], [55]. In general,
reducing energy consumption is often based on reducing the
number of switchings of the implemented circuit, which is the
main topic of this paper.

The paper focuses on the idea of minimizing the number
of switchings of combinational circuits with sum-of-products
architecture. The SOP architecture is a representation of the
classical form of describing a logical function associated
with a set of implicants. The description in the form of a
set of implicants has a universal character. It is also rep-
resented in hardware form in the form of CPLD (Complex
Programmable Logic Device) devices. The representation of
a function in the form of a set of implicants is a starting point
for other, more complex factorization oriented to multi-level
implementation. This approach can be the basis for reducing
the energy consumed by combination blocks included in the
digital system.

Over the years, many methods for optimizing combi-
national circuits have been developed. Initially, the main
emphasis was on the search for two-level optimization. This
led to the development of optimal two-level minimization
methods, which had a direct impact on minimizing the

number of products. The effect of this method was to
minimize the number of gates needed to implement logic
expressions, which in the case of CPLD systems led to the
minimization of the silicon surface. Later, two-level min-
imization became the basis for multi-level minimization,
primarily aimed at minimizing the logical resources used,
such as AND-OR gates or LUT blocks contained in FPGA
structures. One of the concepts of multi-level optimization,
the starting point of which is two-level minimization, is our
function mapping method using output graphs [59], [60],
[61]. In the first works, they were used to search for an imple-
mentation optimized in terms of area, whichwas expressed by
the number of the so-called PAL blocks [59], [60]. It was also
possible to search for solutions containing a minimized num-
ber of logic levels [61], [63]. This method was also extended
to the synthesis of sequential circuits, in which optimization
consisted of using the Graph of Excitations and Outputs.
Currently, the most important aspect of synthesis is the mini-
mization of energy consumption, which is why it was decided
to use previous achievements in the synthesis process focused
on power minimization. The problem of power minimization
has been the subject of many works aimed at appropriate
coding of FSM states [46], [47], [48], implementation of
circuits in the form of GALS structures [34], or the use of
original architectures of specialized systems [12]. The expe-
rience gained allowed us to develop further improvements in
digital systems in terms of power consumption. The idea of
minimizing switching of combinational circuits implemented
in the form of SOP networks is a link to the concept of map-
ping circuits described with an output graph in the form of
PAL blocks commonly found in CPLD systems. The concept
of describing circuit switching in the form of a switching
graph presented in the article allows for the optimization of
the combinational part of the circuits in terms of the number
of switchings, and thus dynamic power losses.

The article presents an output graph known from the lit-
erature, which was adapted to obtain a switching model.
The essence of this improvement was to include additional
parameters related to switching SOP networks.

Themain contribution of the article is the use of a switching
model in the form of an innovative switching graph to limit
the number of switches of the logic network. This led to the
creation of a new technology mapping model that focused on
limiting switching activity.

The second section discusses the basic concepts related to
static and dynamic power and switching activity. Sections III
and IV discuss the classical implementation of logic func-
tions and the implementation based on graphs of outputs,
respectively. Implementation in the form of SOP architecture
is considered. Sections V presents an innovative approach to
the implementation of a multi-level system, leading to the
reduction of switching activity in the process of technology
mapping. A new form of describing the energy properties of
technology mapping in the form of a switching graph was
proposed. Section VI proposes a methodology for using the
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graph of outputs in the technologymapping process, enabling
the observation of the energy properties of the obtained solu-
tion. The last two sections contain the experimental results
and conclusions, respectively.

II. THEORETICAL BACKGROUND
The power consumed by a digital circuit can be divided into
static power and dynamic power. Static power is lost in a
digital circuit that is in a stable state, i.e. one in which there
are no changes at the inputs and outputs of individual gates.
Dynamic power refers to power losses occurring in transient
states and is the result of energy losses occurring during
switching of digital circuit elements.

Static power depends mainly on the values of subthreshold
currents, drain leakage currents and gate leakage currents,
which strictly depend on the technology in which the inte-
grated circuit was made. If you want to implement an
energy-saving circuit, you should use devices made with
technology that guarantees the lowest possible static power
losses.

The second power component is dynamic power, which
depends not only on the circuit technology. It can be mini-
mized by an appropriately conducted logic synthesis process.
It results from the need to recharge the load capacitance of
individual nodes.

The power necessary to charge or discharge the load capac-
ity can be expressed as the relationship (1) [56]:

Pd =

(
1
2
p · CL · V 2

dd · fclk

)
+ (tsc · Vdd · Isc · fclk) (1)

where p is the probability of state change, CL – load capac-
itance, fclk clock signal frequency, Vdd – supply voltage, tsc
– time during which both transistors (NMOS and PMOS) are
turned on and Isc – current in the stage of output gate.

The first component represents the power needed to
switch the gate. The second component represents the power
associated with the simultaneous conduction of the output
transistors. This is due to the fact that during the output state
change for a short time (tsc), both the NMOS and PMOS
transistors are conducting. This causes current (Isc) to flow in
the stage of output gate. Since the rise and fall times of signals
inmodern technologies are very short, themain component of
dynamic power is the power associated with gate switching.
This means that the dynamic power can be described with a
very good approximation by the formula (2):

Pd =
1
2
p · CL · V 2

dd · fclk (2)

The probability of switching the i-th output of the gate is
equal to a coefficient called switching activity (SWi). The
SWi value is defined as the number of changes in the logic
state at the output of the i-th gate (ni) in time T . In the case of
aperiodic signals, they can be associated with the relation (3).

SWi = limT→∞

ni
T

(3)

The signal at the outputs of individual gates is usually
not periodic, therefore, in the relationship determining the
dynamic power, instead of the frequency fclk , time T is used.
Switching activity can be determined for each node of the
system. It determines how often the logic signal changes
in individual nodes of the circuit. Knowing the number of
nodes in the circuit (n), the dynamic power related to the
overload of the load capacity can be determined according
to the relationship (4)

Pd =

∑n

i=1

1
2T

SWi · CLi · V
2
dd (4)

where SWi means the switching activity of the i-th node of
the circuit, and CLi- the load capacity occurring in the i-th
node.

With some simplification, it can be said that the dynamic
power consumed by the circuit is proportional to the square
of the supply voltage, average load capacitance of nodes,
and switching activity. The first two parameters are closely
related to the device’s manufacturing technology, while the
total switching activity is a parameter that we can influence in
the synthesis process. Therefore, when optimizing dynamic
power losses in the logic synthesis process, care should be
taken to ensure that they change the logic states in individual
circuit nodes as rarely as possible during operation. This
can be achieved, for example, by appropriate coding of the
internal states of the FSM or by designing a combinational
circuit ensuring that signals associated with greater switching
activity are located in the combinational network as close to
the outputs as possible. The above observation is the essence
of the idea presented in the paper, which boils down to
the multi-level implementation of combination blocks whose
total value of switching activity is lower than in the classical
cascade implementation, without sharing logical resources.

Knowing the values of the probabilities of the value
1 appearing for individual inputs p(x), it becomes possible
to determine the probability of the value 1 appearing at the
outputs of the gates p(y). Examples of probability values for
NOT, AND and OR gates are shown in Fig. 1.

FIGURE 1. Probabilities of the value 1 appearing at the output of selected
logic gates.

Knowing the probability of the value 1 appearing in a given
node, which we assume is equal to p(x), it becomes possible
to determine the switching activity in accordance with the
relationship (5).

SW = 2p(x)(1-p(x)) (5)

In expression (5), the part (1-p(x)) describes the probability
of the value 0 appearing in a given node. Thus, the product
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p(x)(1-p(x)) describes the probability of transition from
1->0, and the product (1-p(x))p(x) from 0->1. Out of the four
possible transitions (0->0, 0->1, 1->0, and 1->1), only two
cause the node to switch to the opposite state, so the described
product should be multiplied by 2 to obtain expression (5).

III. CLASSICAL IMPLEMENTATION OF COMBINATIONAL
CIRCUITS IN THE SUM-OF-PRODUCT FORM
A logic function can be represented in many different forms.
One of the more common forms is Sum-Of-Product form
(SOP). The essence of this form is the presence of a single
OR gate realizing the sum of components (products), which
are factors of the logic value 1. It should be emphasized that
in real implementations there are certain technological limi-
tations. The number of inputs to individual gates is limited.
This is especially important in the case of an OR gate. Let us
denote the number of products connected to the OR gate as
k. Therefore, knowing the form of the logic structure and the
limitations on the number of terms connected to the OR gate
(k), we can talk about the implementation of the function in
the form of an SOP-type architecture.

In practical applications, the multi-output function is much
more common than a single function. Naturally, the SOP form
can also be used to realize a multi-output function. A good
example of describing a multi-output function using the SOP
form is the.pla format, where appropriate output vectors are
associated with the appropriate input vectors (corresponding
to the SOP implementation) [57].

An extremely important element of logic synthesis is the
issue of technology mapping. So let’s consider a situation
in which a multi-output function is implemented rather than
a single-output function. It turns out that the multi-output
function mapping is very often implemented in a classical
way [58]. The basis of this method is the implementation
of each single-output function included in the multi-output
function separately. There is no sharing of logical resources.
A cascade structure is created for each individual single-
output function, which increases the number of available
products by creating subsequent logical levels. This process
continues until this number is sufficient to perform the con-
sidered single-output function.

So let’s consider the implementation of an example func-
tion f: B4 -> B3, where B = {0,1} in the SOP form. The
description of the function in the form of a pla file, after two-
level minimization, is shown in Fig. 2.

Let us assume that the technology mapping of the consid-
ered multi-output function will be implemented in the SOP
architecture in which the value of k = 3 (three-input OR
gates). To simplify the analysis, restrictions on the number
of inputs to AND gates have been abandoned. The resulting
gate structure is shown in Fig 3.

Analyzing the solution in Figure 3, it can be seen that three
separate logic structures have been obtained for individual
functions. In the case of functions f1 and f0, the obtained
structures have a cascade character, because in both cases the
number of required terms (5) is greater than the value of k.

FIGURE 2. Description of an example function f: B4 -> B3.

FIGURE 3. Technology mapping of the function f: B4 -> B3 using the
classical method.

It is clearly visible that the classical method is ineffective
both in terms of the number of necessary logic resources and
the dynamic properties of the obtained solutions. Therefore,
it is necessary to propose another method of technology
mapping leading to the sharing of some logical resources
between the individual single-output functions.

IV. IMPLEMENTATION OF COMBINATIONAL CIRCUITS
USING AN OUTPUT GRAPH
The minimized form of the function (minimization of multi-
output function) f: Bn -> Bm, where B = {0,1} can be
associated with an graph of outputs whose nodes correspond
to the output parts of multi-output implicants [59]. Let yi be
an m-element output vector corresponding to the output part
of the i-th multi-output implicant. Let us call the discriminant
1yi a decimal number equal to the number of vectors yi
appearing in the set of multi-output implicants describing the
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function f . Let µ(1yi) be a decimal number equal to the
number of elements {1} contained in the vector yi. The graph
of outputs G(Y, U) is a directed graph, where Y is the set of
all nodes 1yi, and the set of edges U connecting nodes 1ysi,
1yri such that the code distance of the vectors ysi, yri is 1 and
µ(1ysi) + 1 = µ(1yri). The essence of the output graph is
presented in Figures 4a and 4b.

The general form of the graph of outputs for the set of
three functions is shown in Figure 4a. Let us consider the
multi-output function f: B4 -> B3 from Figure 2. This exam-
ple, subjected to multi-output function minimization, takes
the form as in Figure 4b. Therefore, it is possible to create
an original graph of outputs for the considered example,
as shown in Figure 4c. By eliminating the nodes for which
1yi = 0 from the original graph, we obtain the reduced graph
of outputs shown in Figure 4d.

FIGURE 4. Relationship between the multi-output function description
and the output graph: general form of output graph for a set of three
functions (a), description of pla after minimizing the multi-output
function f: B4 -> B3 (b), original output graph for a multi-output function
f: B4 -> B3 (c), reduced graph outputs for multi-output function f: B4 ->
B3 (d).

Based on the reduced graph of outputs, technology map-
ping can be performed. Between individual graph nodes,
which correspond to single architecture-dependent logic
structures, there are edges that represent connections between
these structures. The resulting logic network is characterized
by the sharing of some logical resources. In the example
under consideration, we aim to map the multi-output function
in the SOP architecture, which is why the nodes are mapped
in structures composed of k-input OR gates with attached
terms. For the graph shown in Figure 4d, the mapping shown
in Figure 5 was obtained.
Ensuring resource sharing through the implementation of

technology mapping using graph of outputs leads to a reduc-
tion in the used logical resources. It turns out that graph of
outputs can also help in other types of technology mapping
optimization. Various strategies for using graph of outputs in
the process of technology mapping of logic functions aimed
at optimizing the area or speed of the system, supported by

a number of in-depth theoretical analyzes and examples, can
be found in the papers [60], [61]. It is also possible to use the
generalized form of graph of outputs, i.e. graph of excitations
and outputs, in the process of optimizing the technology
mapping of FSM in CPLD structures [62], [63]. The question
arises whether graph of outputs can also be used to reduce the
switching activity of the obtained structures, which may lead
to a reduction in dynamic power.

FIGURE 5. Technology mapping of the function f: B4 -> B3 using the
graph of outputs.

V. TECHNOLOGY MAPPING TAKING INTO ACCOUNT THE
SWITCHING MODEL
The technology mapping models presented earlier can be
easily extended to include information about both the proba-
bility of occurrence of 1 at selected nodes and the SW values
associated with individual SOP modules. Such a model will
be called the switching model.

A. SWITCHING MODEL FOR CLASSICAL
IMPLEMENTATION
Knowing the expressions implemented by individual terms,
it becomes possible to determine the switching activity of
the SOP. Assuming that the input variables (a, b, c, d) are
independent and that the value 1 appears on each input with
a probability of 0.5, it is possible to determine the probability
of the value 1 appearing at the outputs of the AND gates and
the output of the OR gate.

Consider the function f2, which takes the value 1 for three
input vectors (1111, 0100, 0010). The probability values are
determined according to the relationships (6) and (7).

p (abcd) = p
(
ābc̄d̄

)
= p

(
āb̄cd̄

)
= p (a) p (b) p (c) p (d) = 0.54 = 0.0625 (6)

p (f 2) = 1 − (1 − p (abcd))
(
1 − p

(
ābc̄d̄

))(
1 − p

(
āb̄cd̄

))
= 1 − 0.93753 = 0.176025 (7)

Knowing the probability of the value 1 appearing on all
terms and the SOP output used to implement f2, it becomes
necessary to determine the total value of switching activity
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SW(f2)related to the implementation of function f2, which is
0.642 (8).

SW (f2) = 3 ∗ (2 ∗ 0, 0625 ∗ (1 − 0, 0625))

+ 2 ∗ 0,176025∗(1 − 0, 176025)

= 3 ∗ 0, 117188 + 0, 290081 = 0, 641643 ∼= 0, 642

(8)

To implement the f1 and f0 functions, a larger number of
terms is needed, which makes it necessary to cascade them,
assuming the use of SOP blocks with 3 terms. From the point
of view of power consumption, it is enough to associate each
SOPwith the total value of switching activity. It is also impor-
tant to determine the probability of the value 1 appearing at
the input of each SOP, which allows determining the power
consumption of the entire circuit of which individual SOPs
are a component. To do this, it is necessary to analyze the
network successively, starting from the SOPs located closest
to the inputs and endingwith the network elements generating
output signals. In this situation, it becomes possible to present
a switching model that describes the energy properties of the
classical implementation of the exemplary function f: B4 →

B3 in the form of an SOP network (Fig. 6).
The proposed switchingmodel was described in such away

that the nodes contained values describing the total value of
the switching activity coefficient, and the outputs contained
the probability of the value 1. The numbers next to the arrows
entering the node indicate the number of literals included in
the individual terms.

The switching model can be related directly to the obtained
logic structure by assigning parameter values resulting from
themodel at appropriate points in the logic network, as shown
in Figure 7.

B. SWITCHING MODEL FOR IMPLEMENTATION USING
GRAPH OF OUTPUTS
It turns out that graph of outputs can be perfectly adapted
to describe the switching properties of technology mapping.
We obtain the switching model of technology mapping by
adding switching parameters to individual nodes of the graph
of outputs. Such a graph will be called a switching graph.

Each node of the switching graph is associatedwith a group
of implicants that can be implemented in the form of an SOP.
The edges connecting the nodes of this graph represent the
terms of the SOP located at the next level. For each node,
you can determine the switching activity coefficient and the
probability of the value 1 appearing at the output. Assuming
the probability of the value of 1 for individual input variables
equal to 0.5 and starting the analysis from the nodes of the
highest-level graph, it becomes possible to determine the
parameters for each node and determine all the parameters
of the switching model.

The switching graph for the set of functions f: B4->B3 is
presented in Figure 8.

The switching graph can, of course, be directly linked to
the obtained SOP network by assigning parameter values

FIGURE 6. The switching model of a classical implementation for an
example function f: B4 -> B3.

FIGURE 7. Technology mapping of the function f: B4 -> B3 using the
classical method, along with switching parameters.

resulting from the graph to appropriate points in the logic
structure, as shown in Figure 9.
By summing up the values of switching activities occur-

ring in the individual cases presented in Fig. 7 and Fig. 9,
we can compare the considered implementations in terms
of the dynamic power used. In the case of the Classical
implementation, the switching model of which is presented
in Fig. 7, the value of SWcl = 4.182. In the implementation
using the switching graph, SWsg = 3.471. In this situation,
the multi-level implementation uses SWsg/SWcl *100% =

0.83% of the dynamic power of the Classical implementation.

VI. METHODOLOGY FOR IMPLEMENTING TECHNOLOGY
MAPPING USING A SWITCHING GRAPH
The considerations presented in the previous section make
it possible to propose the following methodology for
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FIGURE 8. Switching graph for function f: B4 -> B3.

FIGURE 9. Technology mapping of the function f: B4 -> B3 using a
switching graph.

technology mapping of the multi-output function aimed at
minimizing the number of switches. The presented tech-
nology mapping methodology was used to determine the
coefficients necessary to determine the dynamic power.

The methodology consists of the following steps:
1. Minimizing multi-output function
2. Based on the output vectors obtained after minimization,

determine the values of the discriminants1yi and their orders
µ(1yi).

3. Creation of the primary graph of outputs.
4. Reduction of the primary graph of output to a form in

which only nodes remain for which 1yi ̸= 0.
5. Implementation of multi-output implicants associated

with the selected node of the graph of outputs in the form
of SOPs according to the following rules:

• we choose a node for which µ(1 yi) = max
• if 1yi > k, we implement the implicants related to the

selected node using the classical method
6. For the technologymapping of the graph of outputs node

selected in step 5, we determine the total SW value and the
probability p(out), where p(out) is the probability of the value
1 appearing at the output of the OR gate belonging to the SOP
block.

7. Creation of a node switching graph describing the tech-
nology mapping of the graph of outputs in the form of a

network of SOP blocks, reduction of the graph of outputs by
eliminating the node that has been mapped and go to 5.

8. If all nodes of the graph of outputs have already been
mapped, based on the switching graph we determine the total
value of the SW coefficient for the obtained mapping in the
form of an SOP network.

9. We determine the coefficient showing the dynamic
power savings obtained for the technology mapping com-
pared to the classical implementation.

The described methodology is also presented in Figure 10.

VII. EXPERIMENTAL RESULTS
In order to confirm the effectiveness of the proposed solu-
tions, a number of experiments were carried out. The
experiments were performed through mathematical analysis
using a specially prepared spreadsheet. The popular bench-
mark set [64] was used for experiments. In most benchmarks,
only a subset of functions f was selected: f: Bn -> Bm, such
that the number of m was limited to the value 3 or 4, so that
‘‘manual’’ analysis of selected examples in the spreadsheet
of the proposed methodology was possible. Two spreadsheets
were prepared for each case: for the classical method (Cl) and
for the method using the graph of outputs, transformed into
an appropriately created switching graph (SG). The aim of
the experiments was to determine the total SW value for both
presented implementations. The experiments were carried out
for three values of k (3, 5 and 7) defining the number of terms
in SOPs.

The results are summarized in Table 1. The first three
columns with the ‘‘Benchmark’’ heading contain information
about the benchmarks used in the experiments, i.e. the name
of the benchmark (Name), the number of inputs (in) and
the number of outputs (out). The name of the example used
(Name column) contains information about what subset of
outputs was selected from the original benchmark. If the
name of the benchmark does not contain markings indicating
specific outputs, the benchmark covering all outputs was
analyzed. In some cases, the number of inputs given in the
(in) column is less than the number of inputs for the original
benchmark. This means that for the functions considered
there are insignificant variables that have been omitted. The
value contained in the column with the ‘‘out’’ header directly
determines the number of functions constituting the sub-
assembly that was analyzed in the considered case. The rest
of the table is divided into three parts depending on the form
of the SOP architecture. The considerations are limited to the
cases of OR gates with 3, 5 and 7 inputs. In each of the 3 cases,
the SW value was determined for the structure determined
using the classical method (Cl) and for the structure described
using a switching graph (SG). Additionally, Table 1 includes
a column presenting a comparison of the total values of SW
coefficients obtained for the presented solutions as Cl/SG.
The values there indicate how many times the total value of
the SW coefficient is greater for the classical implementation
(CL) in relation to the implementation obtained on the basis
of the graph of outputs, and from the point of the number

112990 VOLUME 12, 2024



M. Kubica et al.: Switching Activity Reduction of SOP Networks

FIGURE 10. Methodology for implementing technology mapping using a
switching graph.

of switchings described in the form of a switching graph
(SG). CL/SG ratio values were determined for individual
benchmarks. According to relation (4), the obtained CL/SG
coefficients can be directly related to the values of dynamic
power needed to switch SOP networks.

Additionally, the penultimate row of the table (SUM) con-
tains the total values of the SW coefficients obtained for the
Cl and SG implementations, for each of the three values of
the k parameter. A good indicator for comparing the pro-
posed methods is the average value of the CL/SG coefficients
obtained for individual benchmarks, included for each part
of the table in the last row with the MEAN description.
It indicates average benefits related to the reduction of the
number of switches for the analyzed set of benchmarks.

The obtained coefficient values included in the last two
rows of the table are presented in the form of bar graphs
presented in Figure 11a (summary value of SW for various
values of k) and Figure 11b (average value of the CL/SG ratio
for the considered values of k).

The analysis of the obtained results clearly indicates great
benefits associated with the multi-level implementation of

TABLE 1. Experimental results – includes SW values.

FIGURE 11. Graphs showing the experimental results: total SW value for
both methods (a), average Cl/SG ratios (b).

logic functions described by graph of outputs. The total
number of switches occurring in SOP networks is several
times smaller compared to the classical implementation. The
values of the total number of switches determined on the basis
of switching graphs are much smaller than the number of
switches in the classical solution for each value of k.

Greater benefits were obtained for smaller SOP blocks. For
the considered set of benchmarks, in the case of the smallest
SOP blocks (k = 3), the total number of switches decreased
by over 9 times (CL/SG = 9.340), and for larger blocks (k =

7) - by over 7 times (CL/SG = 7.721). As the dynamic power
is directly proportional to the SW value (eqn. 4), a doubling
of the SW value results in a doubling of the dynamic power
losses. Even though in the latest technologies the dynamic
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power losses are lower than the static power losses, the
obtained gain should be considered very significant.

The obtained dynamic power gain can also be expressed
as a percentage. In the case of k = 3, the use of technology
mapping based on the switching graph led to a reduction in
switching activity by 68.9%. However, for k = 5 and k =

7, the following improvements in the results were obtained:
70.6% and 70.2%. It is also worth analyzing how often the use
of a method based on a switching graph led to a significant
improvement in the obtained results. It was assumed that a
significant improvement is a situation in which Cl/SG > 2.
Out of 20 test cases, for k = 3 in 18 cases the improvement
was significant, for k = 5 in 17 cases the improvement was
significant. However, for k= 7, significant improvement was
achieved in 16 cases. It can also be noted that particularly
good results were obtained for ldd_mno (Cl/SG > 42) and
sao2. The worst results were obtained for the rd53 and rd73
functions.

VIII. CONCLUSION AND FUTURE WORK
Minimizing power consumption is the most important prob-
lem of modern logic synthesis. Energy savings are sought
at every stage of synthesis. Although the greatest benefits
should be sought at the level of the concept of describ-
ing the entire system, the search for energy-efficient concepts
for the technology mapping of logic functions is also
important. The paper shows the methodology of technology
mapping leading to the reduction of the switching activity of
combinational circuits. The proposed solution is an extension
of the concept of mapping a multi-output function in the
form of SOP networks described using an graph of outputs.
An innovative idea is the concept of describing the mapping
in the form of a switching graph. The proposed method of
describing technology mapping in the form of a switchability
graph makes it possible to easily combine combination mod-
ules into a larger whole and determine the total SW value for
them.

The experimental results presented in the article clearly
indicate the great potential of the proposedmulti-output func-
tion mappingmethod in the form of SOP networks. Naturally,
it is easy to imagine cases in which the proposed approach
will not be beneficial. It should be emphasized, however, that
the presented method can complement the classical method,
which can work well in the case of functions for which
minimization of ensembles does not lead to finding groups of
multi-output implicants, which are naturally shared elements
of several single-output functions, visible in the form of nodes
in the graph of outputs.

Looking at the results obtained, it can be assumed that the
use of a switching graph in the technology mapping process
leads to an improvement in the results obtained in terms of
switching activity by 70% compared to the classical method.
This will lead to a significant reduction in the dynamic power
of the circuit. The key element of this article was the assump-
tion that the use of a switching model in the form of an
innovative switching graph would lead to a reduction in the

number of switches of the logic network. It can be seen that
this assumption was confirmed. However, looking at it more
critically, we can say that not all benchmarks have equally
good results. It is difficult to indicate any clear rule on the
basis of which one can determine the type of logic functions
for which the presented ideas fit better or worse.‘

It is worth noting that the presented solutions may be
subject to further optimization in terms of minimizing the
total SW coefficient. This becomes possible bymoving impli-
cants between the levels of SOP networks and modifying the
way connections are made between network elements. Gen-
erally speaking, the essence of optimization should consist
in conducting SOP connections in such a way that the terms
for which we obtain higher SW values are located in SOPs
located closer to the outputs of the obtained system.

The planned directions of further work include the
development of optimization techniques for SOP networks
enabling the minimization of the total SW coefficient and the
use of the developed methods in the FSM synthesis process.
In the case of FSM, it will be possible to use a probabilistic
description of automata, which will result in the possibility of
predicting various probabilities of the value 1 appearing in the
input nodes of the network. This fact will create significantly
greater opportunities for optimizing SOP networks, due to
greater possibilities of term shifts between SOP networks.
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