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ABSTRACT While text-based CAPTCHASs have been the predominant type of human interaction proofs
(HIPs) for many years, image recognition challenges have also gained significant attention. This trend is due,
on one hand, to groundbreaking advancements in solving text CAPTCHAs and, on the other hand, to the
intrinsic weakness of machines in dealing with cognitive tasks such as those presented in image CAPTCHAs.
In addition to classic and even human-centric image CAPTCHA solvers, deep learning has recently emerged
as a significant player, providing two unprecedented and, at the same time, contradictory advantages for
designers and adversaries. Designers benefit from deep learning techniques to make CAPTCHAs as hard to
break as possible, while adversaries utilize deep learning algorithms to attack novel and complicated image-
based challenges. Given these premises, this paper presents an analytical study on the applications of deep
learning for and against image CAPTCHAs. This study aims to provide a comprehensive overview of the
latest advancements in the field, assisting researchers and practitioners in designing image CAPTCHAs that

are both user-friendly and resilient against modern attacks.

INDEX TERMS CAPTCHA protection, deep learning, image CAPTCHA, object recognition.

I. INTRODUCTION

Due to numerous usability and accessibility issues, the
Completely Automated Public Turing test to tell Computers
and Humans Apart, or simply CAPTCHA [1], is not a
popular security mechanism among users. However, as there
is still no reliable and widely accepted alternative, the
vast majority of high-traffic websites [2] currently use
CAPTCHA to distinguish between humans and bots attempt-
ing to imitate human behavior. Among different types of
CAPTCHA, image-based CAPTCHAs have gained much
attention in recent years [2]. Two main reasons contribute
to this popularity are the vulnerability of common text
CAPTCHA s to deep learning-based attacks [3], [4], and the
intrinsic weakness of machines in dealing with cognitive
challenges [5], [6], [7]. Attractive aesthetics and enhanced
user experience are also factors influencing the recent
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preference for image CAPTCHAs. Although a wide variety
of image-based CAPTCHAs have been proposed over the
years, only some have gained enough popularity to become
a serious choice for real-world applications. However, these
methods are exposed to many attacks by adversaries aiming
to break image-based challenges for malicious purposes
and vulnerability identification. Early works in this area
mainly relied on standard computer vision and shallow
machine learning techniques. However, with the emergence
of advanced image CAPTCHAs, since the introduction
of reCAPTCHA v2 in 2014, more sophisticated breaking
methods based on deep learning have been designed.
On the other hand, designers also leverage deep learning
capabilities to increase the robustness of CAPTCHAs, for
example, by introducing adversarial CAPTCHAs. Given the
importance of CAPTCHA both as a security measure and as
a benchmark task to measure artificial intelligence’s human-
likeness, this paper aims to provide an analytical study on
the applications and impacts of deep learning-based methods
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for breaking and securing image CAPTCHAs. In addition
to investigating the latest advancements in the field, early
works are also considered to better reflect two decades
of developments in CAPTCHA research. The ideas and
concepts presented in this paper are intended to provide
researchers and practitioners in cybersecurity and computer
vision with insights into current threats and attacks on
CAPTCHA systems. At the same time, the introduced
techniques can be utilized to strengthen CAPTCHA tests
and enhance their robustness against sophisticated attacks.
The remainder of the paper is organized as follows: To
underscore the significance of text-based Human Interactive
Proofs (HIPs), Section II provides a succinct review of recent
advancements in text CAPTCHA breaking techniques. The
motivation for this research study is introduced in section III.
Different methods of breaking image CAPTCHAs, including
classical and deep learning-based approaches, are thoroughly
studied in section IV and its subsections. To conduct the
main part of the review, all published papers with original
contributions on using deep learning for breaking image
CAPTCHA: s are selected. Moreover, to provide an overview
of classical machine learning and computer vision based
techniques for breaking image CAPTCHAs, we discuss some
of the most cited works with novel underlying ideas as a
source of inspiration for future works and as a showcase of
advancements in the field over the years. Investigation into
how deep learning can be used to protect image CAPTCHAs
against modern attacks is conducted in section V. Finally,
in section VI, we provide discussions on different aspects
of image CAPTCHA breaking and suggestions for future
research in the field.

Il. STATE-OF-THE-ART IN CAPTCHA BREAKING

CAPTCHA, as a controversial phenomenon, has garnered
significant attention from various parties, including general
Internet users, researchers, and gray/black hat adversaries.
While adversarial parties may attempt to crack CAPTCHAs
for amusement, financial gain, or other malicious purposes,
researchers view these reverse Turing tests as challenging
tasks to assess the capabilities and reliability of artificial
intelligence in solving difficult problems [8]. Moreover, these
endeavors have proven useful for identifying vulnerabilities
in CAPTCHA tests and presenting new ideas to enhance their
robustness against adversarial attacks. Therefore, research
on different aspects of CAPTCHAs, specifically proposing
breaking techniques, has become a focal point over the
years. In this section, we present a brief overview of
recent advances in breaking text CAPTCHAs with a twofold
objective. On one hand, it offers a quick snapshot of the
state-of-the-art deep learning-based methods, which may
inspire the design of attacks on image CAPTCHAs. On the
other hand, it is common for modern image CAPTCHAs
to present users with distorted text descriptions, technically
similar to the challenges posed by text-based CAPTCHA:s.
Consequently, the introduced methods can be considered
as part of the process of breaking image CAPTCHAs.
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As text CAPTCHASs dominated the landscape for years, most
initial efforts were devoted to breaking these CAPTCHAs.
In addition to early works [9], [10], recent attempts leveraging
deep learning-based techniques have yielded unprecedented
precision and accuracy.

One of the most important models in the field that
characterized by exploiting concepts from cognitive neuro-
science, such as cortical function, is the Recursive Cortical
Network (RCN) [11]. It consists of a hierarchical model
where objects are represented through a combination of
contours and surfaces. Besides breaking text CAPTCHAs,
it has been employed for various visual recognition tasks,
including scene text recognition and occlusion reasoning.
In terms of performance for targeting reCAPTCHA vl,
RCN achieved 94.3% accuracy for character recognition and
66.6% accuracy for word recognition. To solve complex
text CAPTCHAs, the authors in [12] take advantage of a
GAN-based transformation module to convert complicated
CAPTCHAs into simpler instances. This strategy ideally
facilitates the tasks of character segmentation and recogni-
tion. The proposed recognition network follows a straight-
forward CNN structure, including two convolutional blocks,
each consisting of two convolutional layers. The obtained
results of 96% accuracy for character recognition and 74%
accuracy for solving the CAPTCHA test demonstrate the
effectiveness of the proposed model. In [13], the performance
of three CAPTCHA-solver architectures, namely CNN with
Bidirectional LSTM, CNN with Decoder Transformer, and
patch-based single Transformer, has been examined. In the
first architecture, a CNN with four convolution layers along
with batch normalization serves as an encoder, and its
output is passed, as a sequential input, to four stacked
layers of a Bidirectional LSTM. The second architecture
is similar to the first one, but it reduces the number of
training parameters, employing a single Transformer network
as a decoder, while the third model consists of only a
single Transformer network. The experimental results show
that the Transformer-based model yields the best accuracy
over all the five datasets used in the study. In contrast
to the works that use manually annotated training data,
[14] presents an approach based on training CAPTCHA
solvers with an automatically created dataset. The underlying
idea is to combine classic brute-force attack with transfer
learning. For the character segmentation part, a basic method
(using Otsu binarization, morphological noise reduction,
and finally separating overlapped characters) is proposed.
On the other hand, for the recognition task, a small training
dataset containing 500 syntactic single-character images is
used. The best performance of the proposed method is
achieved when targeting a 5-digit CAPTCHA with 94.78%
accuracy. However, when it comes to CAPTCHAs of the
same length made up of lowercase alphabetical characters,
the accuracy drops to 32.89%. Attempting to break four-
character CAPTCHAs, an end-to-end CNN-RNN model
without the need for any preprocessing and character
segmentation step is proposed in [15]. In this model, a CNN
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network extracts features from input character images, and
then a classification step is carried out using an RNN network.
This ResNet-GRU model achieves an accuracy of over 99%
on three of the four tested datasets. Faster R-CNN [16] for
breaking text-based CAPTCHAS was investigated in [ 17], but
despite its effectiveness, it fails with small-size characters.
In an attempt to address this problem, the authors in [18],
in addition to adopting Fast R-CNN, proposed a new Feature
Refine Network (FRN) to take advantage of multi-scale
feature fusion to learn features at different scales and
resolutions. Therefore, skip ROI pooling has been used to
facilitate feature extraction at multiple scales. This model
could break Hotmail, Baidu, and eBay CAPTCHAs with
94.2%, 96.8%, and 97.3% accuracy, respectively.

The main idea presented in [19] lies in separating the
font structure and font style of characters in handwritten
CAPTCHAS. Indeed, the authors further observed that the
character recognition process significantly depends on the
font structure. The proposed framework consists of two
major parts: 1) a style transfer network, partially inspired
by U-Net [20], DCGAN [21], and work done in [22], for
converting stylized characters into their standard forms, and
2) a recognition network to identify each character and con-
sequently break the CAPTCHA. The reported performance
shows an accuracy of 89% for breaking reCAPTCHA v1 and
88% for eBay CAPTCHA. As another contribution in the
field, [23] leverages Capsule Networks that take into account
spatial relationships among object parts’ features for breaking
digit CAPTCHAs. Despite its high computational burden,
it yields performance comparable to (and in some scenarios
better than) CNN-based CAPTCHA solvers.

Nevertheless, most of the investigated methods are orig-
inally designed for CAPTCHAs with English characters.
Intrinsic differences between various languages, specifically
in size, variation, and representation of alphanumeric char-
acters (e.g., as in Persian/Arabic and Chinese languages),
make it hardly possible (if not totally impractical) to design
a language-agnostic text CAPTCHA solver. In this regard,
some studies on breaking non-English text CAPTCHAS have
been carried out [24], [25], [26]. For example, an interesting
work is proposed in [27], where a deep Siamese network,
using residual connections, for one-shot and few-shot Chi-
nese CAPTCHA recognition is presented. The problem in this
work is formulated as a binary classification task, where a
pair of character images are received as input, and the model
decides if they are the same characters.

Ill. RESEARCH OBJECTIVES AND MOTIVATIONS

Image CAPTCHAs, generally, are tests that ask users to
perform an image recognition task to prove their genuineness.
Due to the wide variety of proposed image CAPTCHA:s,
introducing a comprehensive classification may not be trivial.
Nonetheless, a tentative categorization foresees five types of
methods: face recognition [28], [29], image annotation [30],
[31], image selection [32], image matching [33], and
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puzzle-based ones [34]. Most image-based CAPTCHAs
share some level of similarity (since users should rely
on their visual cognition ability to interpret and solve
the challenge), but differences in interaction modality and
presentation may vary. However, only a few instances have
gained enough momentum to be widely employed in real-
world applications. This is, of course, due to both design
and implementation considerations and feasibility concerns.
In this regard, despite introducing some interesting ideas
for image-based CAPTCHAs, most CAPTCHA proposals
remain stuck at the conceptual stage and have hardly been
used in any real-life applications. Those that have found
real applications share similar features, including workflow,
modalities, and even appearance. Such commonality and best
practices that can be seen in the design and development of
principal CAPTCHAs (as in Figure 1) help users to interact
with different tests without facing remarkable irregularity.

The three famous CAPTCHAs illustrated in Figure 1 are
good examples of modern image CAPTCHAs. The tests
provide text instructions, and users should select images
matching the description. In contrast with reCAPTCHA and
hCaptcha, GeeTest uses graphical elements rather than real-
world images, and it can also improve its security.

Indeed, breaking CAPTCHAS, aside from potential com-
mercial or unethical motivations, serves as a means to gauge
the ability of intelligent machines to emulate human-level
cognitive intelligence and behavior. Taking a closer look at
the literature reveals that, thanks to deep learning, solving
text- and digit-based CAPTCHAs is now considered a doable
task. Nevertheless, when it comes to more challenging
cognitive-intensive tasks, such as image recognition and
understanding, there is still room for improvement. This
study tackles a notable gap in current literature, lacking
a comprehensive exploration to serve as a benchmark for
incorporating the latest advances in deep learning aimed
at compromising CAPTCHA security, while also bolstering
resistance against breaking attempts. Indeed, much of the
research in the field has been directed towards devising
new CAPTCHA challenges or utilizing deep learning to
bypass existing schemes. However, the potential of deep
learning-based methods for safeguarding CAPTCHAsS, par-
ticularly image CAPTCHAs, is somewhat undervalued.
Hence, the aim is to emphasize this significant gap and
promising research avenue, shedding light on strategies for
reinforcing image CAPTCHASs against contemporary, potent
attacks. This is especially pertinent given that, despite the
emergence of numerous effective security measures for web-
based systems, CAPTCHASs remain pivotal in a wide array
of practical applications. Accordingly, the main objective of
this paper is to provide an analytical overview of the state
of the art of deep learning-based methods for both breaking
image CAPTCHAs. Also, aiming to report the progress in
the field and provide some inspiration for future works,
classic attacks on image CAPTCHASs (mainly those based on
machine learning) are also investigated. Moreover, benefits
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FIGURE 1. Similar appearance of three modern image-based CAPTCHAs.

and opportunities deep learning puts forward for securing and
protecting image CAPTCHAs are discussed.

It is worth mentioning that, despite the publication of
several review papers on CAPTCHA breaking methods, our
contribution stands out distinctly from them. Specifically,
the work by Zhang et al. [35] provided a brief overview
of various methods for designing and attacking CPATCHAs
but did not focus only on image CAPTCHAs. Similarly,
survey papers by Xu et al. [36] and Guerar et al. [37]
provided general studies on the field’s progress, including
notes on attacks on different types of CAPTCHA. Addi-
tionally, Kumar et al. [38] conducted another survey and,
while providing more information on different attacks on
CAPTCHA:s, including image-based ones, did not include
details on state-of-the-art attacks targeting modern image
CAPTCHAs. The recent survey paper by Tariq et al. [39] also
discussed CAPTCHA breaking techniques concisely, without
delving into an in-depth analysis of those methods. With
this understanding, our research distinguishes itself as the
inaugural study to explore deep learning-based attacks and
securing mechanisms for image CAPTCHAs.

Additionally, this research is subject to several limita-
tions. Foremost among these is the restricted availability
of data and program codes pertaining to certain attack
scenarios and image CAPTCHAs. This limitation impedes
the ability to provide comprehensive comparisons across
various facets of attacks, thereby partially limiting the
precision of performance analyses. Moreover, the absence
of universally accepted evaluation criteria or benchmarks
further constrains the scope of comparative assessments.
Nevertheless, these challenges stem from the diverse nature
of (image) CAPTCHAs and the corresponding array of
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attacks. Considering the aforementioned constraints, the
primary objective of this study is to investigate the deep
learning-based attack methodologies on image CAPTCHAS
and assess their respective success rates. Rather than
attempting direct comparisons of performance superiority
among diverse methods, which may prove impractical given
the breadth of this study.

IV. BREAKING IMAGE CAPTCHAS

The significance of image CAPTCHA recognition lies in its
distinctiveness from other types of CAPTCHAs. Generally,
breaking text-based CAPTCHAs follows a series of steps,
including pre-processing and noise reduction, feature extrac-
tion, character segmentation, classification, and possibly a
final refinement step, despite minor variations based on
factors such as language-specific requirements and protection
mechanisms [4]. Similarly, the process for audio-based
CAPTCHAs shares common steps, involving transcribing a
noisy audio track to text and solving the test [40], [41]. How-
ever, image CAPTCHAs present a different challenge due
to the variety of tests and solving approaches they employ.
This diversity makes it impractical to design a single, general
solver for all image CAPTCHAs. Consequently, exploring
the methodologies for breaking various types of image
CAPTCHAs becomes an intriguing topic. Understanding
how different image CAPTCHAs can be broken sheds light
on the development of artificial intelligence and computer
vision techniques. Moreover, it reveals vulnerabilities in
current CAPTCHAs, offering insights for enhancing their
reliability and resilience against machine-driven attacks.
Today’s image CAPTCHAs are more sophisticated than
their predecessors, evolving in response to advancements
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in CAPTCHA-breaking techniques. Traditional adversarial
strategies against CAPTCHASs have proven ineffective and
impractical due to employing latest protective measures,
which have even thwarted human-in-the-loop attacks [42].
Therefore, to delve into recent advancements, the subsequent
section reviews deep learning-based attacks and breaking
methods. The analysis begins by examining classic attack
strategies.

A. TRADITIONAL ATTACKS

Although it is challenging to precisely chronicle the early
developments in (image) CAPTCHAs, there is no doubt
that ARTiFACIAL [43] stands out as one of the pioneering
image CAPTCHAs. Drawing inspiration from text-based
CAPTCHAs, ARTIiFACIAL creates an image featuring a
distorted face set against a cluttered and highly noisy
background. To validate its authenticity, users are required
to locate the face and identify six key facial points (four
eye corners and two mouth corners). This test marked a
significant breakthrough, aligning with the core principle
of CAPTCHAs: ease of solving for humans and extreme
complexity for machines. As reported in the original paper,
human participants achieved a remarkable 99.7 To assess
the robustness of this CAPTCHA, it underwent testing
against three state-of-the-art face detection methods. The
first detector [44] employed information-based maximum
discrimination (MD). The second utilized a sparse network
of linear functions, known as SNoW [45], while the third
face detector [46] relied on Adaboost with a cascade of linear
features. These three attacks were conducted on 1000 chal-
lenges (synthesized images), resulting in an exceptionally
low performance, with accuracy levels approaching zero
percent.

A decade later, another computer vision-based attack
was proposed to break the ARTiFACIAL CAPTCHA [47].
In contrast to the approach in [43], which relied on
general face detection algorithms, the method outlined
in [47] introduces a case-specific strategy to contend with
the noise and misleading shapes embedded within the
CAPTCHA. This attack comprises two steps: face detection
and facial feature extraction. In the initial stage, a gradient
face detector is trained on sets of gradient faces and
non-faces using a boosting chain, followed by the removal
of vertical and horizontal lines from the gradient image.
In the subsequent phase, an intensity correction is first
applied to the detected face to facilitate the identification of
facial components. Subsequently, a face alignment algorithm
employing component-based discriminative search [48] is
utilized to pinpoint the precise positions of crucial facial
elements required to break the challenge. The effectiveness
of this approach was assessed over 800 images, resulting in
an overall success rate of 18% in breaking the ARTiFACIAL
CAPTCHA, a significant improvement over the methods
outlined in [43]. Furthermore, the response time in this study
dramatically decreased to 1.47 seconds from the 14 seconds
reported in [43].
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FIGURE 2. An example of Asirra CAPTCHA [32].
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Asirra [32] can be viewed as the precursor to modern
image selection CAPTCHAs. It tasks users with identifying
cat images among a set of 12 pictures containing both cats
and dogs (refer to Figure 2). As outlined in the original paper,
the test was easily solved by humans, achieving a success
rate of 99.6%. To gauge the robustness of Asirra, the authors
posited that if attackers utilized classifiers with 60% accuracy,
they could break a 12-image test with approximately 21%
accuracy.

To circumvent Asirra, researchers proposed an SVM
classifier trained on color and texture features of cat and
dog images in [49]. However, the reported success rate on
a dataset of approximately 13,000 images was only 10.3%,
demonstrating inferior performance compared to previous
attempts [49]. Another approach, detailed in [50], utilized a
combination of features extracted with the ENT tool [51],
such as size, entropy, and mean, alongside a LogitBoost
classifier [52], achieving a success rate slightly above 58%.
Additionally, an attack leveraging the Hierarchical Temporal
Memory (HTM) network proposed in [53] attained an
accuracy of 74.7% using a dataset comprising 12,500 images.

Another notable image CAPTCHA, IMAGINATION [54]
(refer to Figure 3), presents users with a synthesized image
consisting of eight sub-images. Users are tasked with clicking
around the geometric center of one of these sub-images
and assigning a corresponding label. If the clicked area
is close to one of the centers, an additional distortion is
applied to the corresponding sub-image, and the user is
prompted to select from provided label options to describe
the image. The authors reported a human success rate of
95%. However, a computer vision-based attack outlined
in [55]achieved a breaking accuracy of 74.31%. The attack’s
initial step involves detecting rectangular regions within the
composite CAPTCHA image to delineate boundaries of each
of the eight sub-images. Subsequently, a Gaussian filter is
applied for noise reduction, followed by color edge and
line segment detection. Candidate rectangles are then ranked
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FIGURE 3. The composite image (challenge) of IMAGINATION
CAPTCHA [54].

based on various criteria, including edge intensity. Finally, the
consistency of identified rectangles is assessed using a priori
knowledge to identify overlapping sub-images and select one
for solving the challenge.

In [56], novel attack strategies are presented targeting
two face recognition CAPTCHAs: FaceDCAPTCHA [57]
and FR-CAPTCHA [58]. To break the former, the method
initially employs edge detection to segment face and non-face
images, followed by extraction of color and texture features,
including SIFT, LBP, and Laws’ Masks. These features are
then utilized to train an SVM classifier to predict real face
images. For the FR-CAPTCHA, where the challenge involves
identifying two face images of the same person, a Haar
classifier is first used to detect real human faces, followed by
a feature extraction process. Classification is then performed
by calculating the Euclidean distance between feature vectors
to determine the pair with the smallest distance as the
answer. The proposed methods achieved accuracies of 48%
and 23% in breaking FaceDCAPTCHA and FR-CAPTCHA,
respectively.

In a study outlined in [59], an attack named SliAttack on
slide-based CAPTCHA:, also known as puzzle CAPTCHAs,
is introduced. In these CAPTCHAs, users must place a
puzzle piece in the correct position using a mouse. The
attack comprises two steps: 1) detection of the puzzle region,
and 2) simulating human behavior in completing the task.
The first step involves comparing the CAPTCHA challenge
with its original image to determine the puzzle’s position.
The original image can be obtained by analyzing various
CAPTCHAs designed based on it, necessitating the collection
of a significant number of the target CAPTCHA’s challenges.
To mimic human behavior, a sigmoid-based simulation
function is employed. The attack achieved success rates of
96% on GeeTest, 100% on Tencent, and 98% on Netease
CAPTCHA:s.

Design flaws and issues with the renowned puzzle-
based CAPTCHA, Capy,! and the gender classification

1 https://www.capy.me
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CAPTCHA, FunCAPTCHA, were investigated by
Hernandez-Castro et al. in [60] and [61]. CAPTCHaStar [62],
a shape discovery CAPTCHA that requires users to
identify shapes within a cluttered environment, was initially
breached using an SVM classifier with 78% accuracy within
421 seconds. According to the authors, humans can typically
solve the challenge in an average of 27 seconds with a
success rate of 90%. Subsequent attacks on CAPTCHaStar,
however, managed to break the CAPTCHA with 85%
accuracy [63] using the BASECASS methodology [64], and
with a 96% success rate through the development of an ad-
hoc technique [65], both of which demonstrated remarkable
performance.

B. DEEP LEARNING-BASED ATTACKS

In the past decade, remarkable advancements in computer
vision and machine learning techniques, along with a
thriving underground market for human-based solvers, have
exposed the diminishing effectiveness and resilience of
traditional CAPTCHA challenges against various attacks.
Consequently, numerous efforts have been undertaken to
enhance the security of CAPTCHAs against human-based
interventions, as evidenced by works such as [66] and [67].
Additionally, several risk analysis engines [68], pioneered
by industry leaders like reCAPTCHA, hCaptcha, and Capy,
have been introduced to provide intelligent and user-
friendly protection. Furthermore, CAPTCHA challenges
have evolved towards more cognitive-oriented and conse-
quently intricate tasks for machines. This evolution prompted
the adoption of deep learning techniques to combat the
heightened security measures integrated into authentication
tests. To the best of our knowledge, the inaugural deep
learning-based attack on CAPTCHA was unveiled during the
ICMLA 2012 Face Recognition Challenge. This initiative
targeted Avatar CAPTCHA [69], designed to differentiate
between human faces and artificially generated ones. Accord-
ing to reports [70], the attack, leveraging a six-layered
convolutional neural network, achieved a staggering 99%
accuracy in bypassing the CAPTCHA.

1) ATTACKS ON RECAPTCHA

Google’s reCAPTCHA stands out as the most widely utilized
image CAPTCHA across the web [2], drawing significant
attention from both researchers and potential hackers eager
to showcase the capabilities of their deep learning models
in circumventing its security. Thus, this section delves into
research endeavors directed at breaching reCAPTCHA.

The initial attempt to break reCAPTCHA using deep
learning techniques was undertaken by researchers affiliated
with the Google Street View and reCAPTCHA teams [71].
Their study aimed to accurately recognize digit numbers
from Street View images, approaching the task with the
goal of achieving human-level performance. Addressing the
challenge of transcribing street numbers, as presented in their
version of reCAPTCHA, the authors framed the task as a
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specialized form of sequence recognition. Consequently, their
objective was to learn P(S|X), where S represents the output
sequence and X denotes the input image. To maintain the
requisite accuracy, the authors employed a data augmentation
process to expand the dataset’s size. Achieving a 98%
accuracy rate on the Street View House Numbers (SVHN)
dataset, closely mirroring human performance, relied on the
utilization of a confidence thresholding mechanism. The
proposed methodology was also tested on two additional
datasets beyond reCAPTCHA. The first dataset, an extended
version of SVHN, yielded a 91% accuracy rate across
the overall sequence. The second supplementary dataset
comprised challenging text-based teCAPTCHA examples,
where the proposed model attained an impressive accuracy
of 99.8%, demonstrating its generalization capabilities.
An essential aspect of this work lies in its implementation,
notably the utilization of a single neural network capable of
simultaneously performing various tasks, including localiza-
tion, segmentation, and recognition.

The first deep learning-based effort to bypass Google’s No
CAPTCHA reCAPTCHA was pioneered by Sivakorn et al.
in 2016 [72]. Their proposed CAPTCHA-breaking method-
ology involves several sequential steps: 1) Extraction of
candidate images for each challenge; 2) Utilization of reverse
image search to gather supplementary descriptive informa-
tion and higher-quality versions of images, if available;
3) Leveraging various deep learning-based image annotation
systems and frameworks, including Clarifai [73], Alchemy,
TDL [74], NeuralTalk [75], and Caffe [76], to obtain reliable
tags. Subsequently, a Word2Vec classifier is employed to
gauge the similarity between the acquired tags and the
informative descriptions provided within the challenge. The
effectiveness of the attack, initially employing reverse image
search alone, stood at 13.1%. However, by incorporating web
page titles associated with the searched images, this success
rate increased to 19.2%. Furthermore, when supplemented
with additional metadata, such as those provided by deep
learning image annotation tools, the results significantly
improved. Specifically, utilizing Alchemy yielded a success
rate of 49.9%, Clarifai achieved 58%, and Caffe reached
45.9%.

reCAPTCHA v2, also known as the No CAPTCHA
reCAPTCHA, offers a variety of challenges, ranging from
identifying similar images to selecting squares containing
fragments of larger images or concepts. These challenges
encompass diverse content categories, such as road signs,
traffic scenes, and natural landscapes. Due to this diversity,
it is challenging to devise a single solver capable of
effectively tackling all variations of these challenges.

Zhou et al. [77] directed their efforts towards overcoming
the road sign detection challenge by introducing two distinct
Deep Neural Network (DNN) models: 1) The first model
utilized GoogleNet [78], pre-trained on ImageNet, with the
final three layers replaced by a fully connected layer and
an output layer containing only two neurons. 2) The second
model was a custom-designed 24-layer convolutional neural
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network, comprising five sets of convolutions, Rectified
Linear Unit (ReLU) activations, normalization and pooling
layers, along with a softmax layer. Both models underwent
training and validation using a dataset comprising 6,400 road
sign images sourced from Flickr and Google, categorized
into 16 classes. Results indicated that the CAPTCHA was
successfully breached with a 94.25% accuracy rate by
the GoogleNet-based model, whereas the customized CNN
network achieved an accuracy of 77.2%.

SelAttack [59] was developed to overcome image selec-
tion CAPTCHAs, including reCAPTCHA v2 (specifically
reCAPTCHA 2015 and 2018). The attack methodology
involves the following steps: 1) utilizing an image classifier
and a character recognition model to interpret challenge
descriptions, 2) extracting candidate images along with
their descriptions, and 3) employing a classification model
to assign semantic labels to challenge images. Ultimately,
images whose assigned labels match the provided descrip-
tions are selected as the answer(s). Two CNN models were
specifically tailored for breaking reCAPTCHA 2015 and
2018, trained on datasets comprising 33,000 and 15,000
images, respectively. Reported results indicate an 88%
accuracy in solving reCAPTCHA 2015 and a 79% success
rate in attacking reCAPTCHA 2018.

Inspired by the work of Sivakorn et al. [72], Alqahtani
and Alsulaiman [79] pursued their efforts in breaking
reCAPTCHA by exploring various machine learning tech-
niques leveraging a deep learning-based image tagging
service called Imagga.> In their proposed approach, the
sample image (i.e., the image accompanied by the text
description) is initially tagged, and the top five tags along
with their confidence scores are utilized to describe the
sample image. This process is iterated for all candidate
images (i.e., each of the nine challenge images). Euclidean
distances between the confidence values of the sample’s
vector and those of the candidate images are calculated to
assess semantic similarity. These similarity vectors are then
fed into several machine learning classifiers. Results show a
26.57% accuracy for Naive Bayes, 37.57% accuracy using
CART, 44.43% for Bagging, and 45.42% for a Random Forest
classifier. Furthermore, incorporating context information
in the form of the challenge’s description led to improved
success rates of 56.29% for Random Forest, 54.86% for
CART, and 38.43% for the Naive Bayes classifier.

The hybrid breaking technique proposed in [80] combines
simulated human mouse movement with deep learning-based
object detection. To address the risk analysis engine of the
challenge, the strategy involves moving the mouse along
a Bezier curve defined by randomly selected points. This
tactic is crucial as receiving low scores from the engine,
which is likely in the absence of mouse-like activity, can
complicate the challenge. Thus, this step serves as an implicit
preprocessing phase, making the image-based challenges
easier and less noisy for the object detection algorithm. For

2https://imagga.com/solutions/auto-tagging
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image recognition, the process resembles previous efforts
in the field, involving the interpretation of text descriptions
and additional information such as HTML code to identify
if candidate images have been replaced. Object detection
relies on a transfer learning-based approach utilizing two
customized models, both based on YOLOv3 [81], and trained
on distinct datasets. The first model is trained on a dataset
sourced from ImageNet [82] and augmented with results
from Google image search for categories absent in ImageNet.
Conversely, the second model is trained on real-world
reCAPTCHA v2 challenges. The ImageNet-trained model
achieved 61% accuracy (38% without mouse movement
simulation), while the other model attained 68% accuracy
(41% without mouse movement simulation).

The reCAPTCHA solver detailed in [83], comprises two
distinct modules: browser automation and solver. The former
module focuses on automating browser-based inspection
tasks, such as identifying different elements within frames
(e.g., checkboxes and challenge submission buttons), extract-
ing descriptions, and determining the number of candidate
images by analyzing the layout (rows and cells). Conversely,
the latter module aims to associate objects (i.e., candidate
images) with their respective cells in the challenge. The
authors highlighted their use of a fast object detector,
YOLOV3, to meet the time constraints inherent in solving
reCAPTCHA challenges. They trained two YOLOV3 variants
using two datasets: the first derived from MS COCO [84],
containing 8 image classes commonly found in reCAPTCHA
tests, and the second dataset compiled from images sourced
from Flickr, Google, and Bing, along with an additional 2,100
images extracted from various reCAPTCHA challenges.
The solver achieved an accuracy of 83.25% in breaking
real-world reCAPTCHA v2 challenges within an average
time of 19.93 seconds, inclusive of network-related delays.

Table 1 offers a comprehensive summary of the methods
discussed, detailing the deep learning models utilized,
training and inference times, accuracy rates, and the datasets
on which they were tested.

2) ATTACKS ON OTHER IMAGE CAPTCHAS

Aside from Google’s reCAPTCHA, there are numerous other
significant and extensively employed image CAPTCHAs.
While they share some conceptual and modal similarities,
each presents its own unique set of challenges to be
solved. Consequently, there has been a notable uptick in the
development of tailored attacks aimed at circumventing these
modern CAPTCHAs. This section delves into the discussion
of state-of-the-art attacks of this nature.

The CAPTCHA used in China’s railroad system, akin
to Google’s reCAPTCHA v2, is the focus of investigation
in [85]. In contrast to reCAPTCHA, this system incorporates
two protective measures designed to thwart automated
solutions. Firstly, rather than providing plain text instructions,
the solving process is outlined through noisy character
images. Secondly, the challenge images (i.e., candidate
images) are deliberately presented in low resolution, adding
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complexity to the automatic recognition process. The authors
propose a solution involving clustering of challenge images
and learning associations between text descriptions and
image clusters. Utilizing co-occurrence information, they
construct a graph to capture relationships among images
and between images and descriptive text. Deep convolutional
neural networks are employed to encode image descriptions,
trained on a set of 230 randomly selected Chinese phrases,
creating a probability distribution in a 230-dimensional latent
feature space. For image recognition, a weighted graph con-
taining 3.5 million images sourced from real-world China’s
railroad CAPTCHA challenges is constructed in which nodes
represent images, and edges signify similarity, calculated
using CaffeNet, and co-occurrence records. To facilitate
efficient comparison and matching, perceptual hashing [86] is
utilized, assigning similar values to similar images. To solve
a CAPTCHA, the proposed method compares eight challenge
images with vertices in the graph, processing the images
to assign appropriate tags. Subsequently, the system selects
four images that best match the test description based on
a predetermined threshold. If no image meets the criteria,
a single image, deemed the best possible match, is selected
as the response. Through testing with over 7,000 manually
labeled descriptions, the proposed strategy achieves an 80%
accuracy rate in interpreting descriptions, with a CAPTCHA
breaking success rate of 77%.

SelAttack, introduced in [59], was also utilized to target
China’s railway CAPTCHA, employing two CNN models:
one for breaking image-based challenges and the other for
interpreting text descriptions. The second model was trained
on a custom dataset of CAPTCHA descriptions gathered
from real-world instances of the railway’s online system.
Experimental results reported a success rate of 90% within
an acceptable timeframe of less than five seconds.

To enhance the security of modern image-based
CAPTCHASs, neural style transfer [87], [88] was adopted
in [89] to create Grid-CAPTCHA (refer to Figure 4). The
fundamental concept of this approach involves leveraging
deep learning, specifically the neural style transfer method,
to modify an existing image (referred to as the content image)
based on a style image. Essentially, this technique introduces
deep noise, as opposed to standard perturbations, to an image
to make it difficult for machines to recognize. The appearance
of Grid-CAPTCHA resembles that of reCAPTCHA v2, thus
the proposed deep learning attack shares similarities with
those discussed in the previous section.

The initial step of the conducted attack in this work
involves interpreting the CAPTCHA description, which is
safeguarded with distortion, rotation, and background noise,
using an LSTM network with an attention mechanism.
This recurrent neural network was trained on a dataset
comprising 48,000 machine-generated descriptions, similar
to those presented in China’s railway system CAPTCHA.
Additionally, an additional 2,000 CAPTCHA samples were
procured from the target website to aid in the extraction of
candidate images from the CAPTCHA. Feature extraction
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TABLE 1. Summary of deep learning methods for breaking reCAPTCHA.

Work Year Target Model Training Time Rl,i,li]:::g Accuracy Dataset
Goodfellow et al., reCAPTCHA Customized
(71] 2014 Street View CNN 6 Days N/A 96% SVHN
reCAPTCHA Customized
[Z7h7‘}‘(‘# b et al, | 9018 | (road sign CNN N/A N/A 94.25% lcn'jzt‘;“éefc‘;‘;gle
challenges) (GoogleNet) 8
reCAPTCHA .
Zhou et al, X Customized Custom (Google
[771(#2) 2018 C(lzgﬁ‘irféi‘) CNN N/A N/A 71.2% Image Search)
ImageNet
. L + Image
Zhao et al, | 508 reCAPTCHA Customized 18 Hours 1.26 Seconds 88% search(from
[59](#1) (2015 version) CNN .
Baidu and
Google)
ImageNet
. + Image
Zhao et al, 2018 reCAPTC!—[A Customized 8 Hours 4.92 Seconds 79% search(from
[59]1(#2) (2018 version) CNN .
Baidu and
Google)
Wan ot al ImageNet +
[80] (%H) ” 2020 reCAPTCHA v2 YOLO v3 12 Hours N/A 61% Image search
(Google)
Wang et al, Custom
(80](#2) 2020 reCAPTCHA v2 YOLO v3 12 Hours N/A 68% (reCAPTCHA
samples)
15 Days (on the
» . N MSCOCO/Custom
Hossen et al, | 5570 | [cCAPTCHA v2 YOLO v3 first dataset) /2 19.93 8325% | (Google,
[83]1(#1) Days (on the Seconds Flickr Bing)
second dataset) -bBing

is carried out using SE-ResNext-101 [90], pre-trained on
ImageNet. Answers are selected based on the acquired
feature vectors. Specifically, by computing the distance and
cosine similarity between image pairs, in relation to a pre-
specified threshold, the similarity between each challenge
image and every image in the customized dataset (gathered
from real-world railway CAPTCHASs) is assessed. The most
frequent answers (appearing more than five times) in the
list of probable answers are selected as the final solution.
The attacks successfully deciphered the description with 95%
accuracy for China’s railway CAPTCHA and nearly 100%
accuracy for Grid-CAPTCHA. Finally, the solving technique
achieved a 62% success rate (in 0.73 seconds) for the former
CAPTCHA, while it did not achieve more than 7% accuracy
in 0.8 seconds when targeting the Grid-CAPTCHA.

In another endeavor to exploit neural style transfer, Style
Area CAPTCHA (SACaptcha) is proposed in [91]. The
underlying concept of this HIP test involves transforming
an image into a synthesized one by adding shapes and
providing a text description. Users are required to click on
the added shapes, i.e., foreground regions/objects, to verify
their humanity. To assess the effectiveness of SACaptcha,
the authors developed two deep learning-based attacks.
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The first attack employed an object detection approach
using a Faster R-CNN network, trained using CAPTCHA
challenge images alongside shape and location information
of foreground regions. The solver model was tested on three
versions of SACaptcha. The most complex test, consisting
of CAPTCHAs with 25 foreground shapes and 11 different
styles, was solved with an average time of 0.15 seconds and
an accuracy of only 5%. Conversely, the attack on the simplest
version, with two foreground shapes and 11 styles, achieved
a success rate of 19.9% in an average time of 0.12 seconds.
The second attack utilized a fully convolutional semantic
segmentation network introduced in [92]. This network was
trained with CAPTCHA challenge and mask images, with
background pixels and pixels related to the style (foreground
objects) distinguished with different colors in the masks.
The success rate of the model for the most complex version
was 4.5% in an average time of 2.20 seconds, while for
the simplest version, it achieved an accuracy of 43.6% in
2.16 seconds on average.

A recent study targeting SACaptcha is introduced in [93].
The devised model is based on Mask R-CNN [94] and, for
each candidate object, it outputs a class label, a bounding-
box offset, and an object mask. The model was trained on
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Please click all of the
following:

i ans

Images after style

transfer

Content image selection

FIGURE 4. The architecture and example of the Grid-CAPTCHA [89].

a custom dataset comprising 300 neural style transferred
images generated from 75 content images and five style
images. Additionally, the shapes were annotated using the
VGG Image Annotator.> Experimental results, measured in
terms of precision and F1 score, demonstrate the effectiveness
of the approach across both employed datasets. Specifically,
over the first dataset, the approach achieves a precision of
approximately 96.0% and an F1-score of 0.828, while on the
second dataset, precision and F1-score are 100% and 0.962,
respectively. An important advantage of the proposed attack
is its robustness against irregular shapes, enabling it to handle
various stylized challenges.

SCAPTCHA [95] is another recently introduced
CAPTCHA that utilizes object segments and their related
metadata to generate challenges. These object segments,
suitably manipulated through rotations and occlusions, are
gathered by crawling the web and labeled under classes
not common in popular datasets such as ImageNet and
MS COCO, thus limiting the effectiveness of pre-trained
DNNs for breaking challenges. The manipulated segments
are randomly selected and positioned in a noisy background
to construct the final CAPTCHA. To provide the description,
or the CAPTCHA question, cognitive questions are formed,
such as asking users to specify the correct number of a
specific object in a challenge. SCAPTCHA can be presented
in two configurations, single and triple, as illustrated in
Figure 5, wherein users must pass (answer) three challenges
(questions).

To assess the robustness of SCAPTCHA against state-of-
the-art solvers, an attack utilizing MASK R-CNN, trained on
the MS COCO dataset, was conducted on 300 SCAPTCHA
instances targeting three common semantic classes: human,

3https://Www.robots.ox.ac.uk/ vgg/software/via/
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The Grid-CAPTCHA image

Segment collage CAPTCHA - Human verification

How many camels and elephants are there in each image below?

0

&3

Submit Form

FIGURE 5. A sample SCAPTCHA test with triple challenges [95].

zebra, and elephant. For single SCAPTCHAs, the model
achieved success rates of 9% for humans, 20% for zebras, and
15% for elephants. However, in the case of triple challenges,
the accuracy dropped significantly to 0.07% for humans,
0.8% for zebras, and 0.33% for elephants.

In order to break hCaptcha,* a modern image-based
CAPTCHA similar in design and user interface to
reCAPTCHA v2, Hossena and Hei [96] employed a standard
DNN approach. This approach utilized a pre-trained ResNet-
18, trained on ImageNet, with the last classification layer
modified to accommodate the nine classes of hCaptcha.
The model was evaluated on 270 hCaptcha challenges and
achieved an accuracy of 95.93% within an average time of
18.76 seconds.

Visual reasoning-based CAPTCHAs [97], which require
users to perform highly cognitive tasks such as selecting
the blue letter furthest from the red circle, pose significant
challenges for machines. To crack a prominent CAPTCHA
of this nature, specifically Tencent’s Visual Turing Test
(VTT) CAPTCHA, a novel technique is proposed in [98].
In the VIT CAPTCHA, users are tasked with clicking any
pixel within the target object. In this approach, each image

4https://Www.hcalptchal.com/
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is initially divided into a 14 x 14 grid, with predictions
made for each cell regarding whether the center coordinates
of the target object lie within it. The proposed model
comprises three modules: input, reasoning, and output. The
input module serves as a feature extractor, responsible for
semantically interpreting challenge instructions through a
BiLSTM [99] and extracting visual features using ResNet-
50 [100]. The reasoning module, leveraging a modified
version of the attention-based MAC network [101], predicts
the location information of the answer object by relating
the description and reasoning steps. Finally, the output
module determines the cell to be clicked by integrating
interpreted text information and memory state (containing
location information) using a classifier with two fully-
connected layers. Training for this attack was conducted
on 13,500 VIT CAPTCHA challenges, with a subset of
10,000 instances used for training and validation and test
datasets comprising 2,500 and 1,000 instances, respectively.
The proposed method achieved an average success rate
of 67.3% with a noteworthy processing time of less than
0.05 seconds for VIT CAPTCHA. Additionally, this attack,
with an average speed of 0.96 seconds for all tests, was
applied to Geetest CAPTCHA with a success rate of 66.7%,
to NetEase with a success rate of 77.8%, and achieved a
success rate of 86.5% for Dingxiang CAPTCHA.

The authors also proposed an alternative attack strategy
specifically targeting other visual reasoning CAPTCHAs,
including Geetest, NetEase, and Dingxiang. They utilized a
dataset comprising 5,000 instruction-image pairs collected
from the respective CAPTCHA instances. The proposed
attack framework consists of four main modules: seman-
tic parsing, detection, classification, and integration. The
semantic parsing module, as its name suggests, addresses
the reasoning tasks required to solve the test. During this
step, the textual instructions of the test are parsed using
a two-layer LSTM network. The detection module, based
on R-CNN, and the classification module, powered by
SENet, perform computer vision tasks such as object locating
and image-level feature extraction. Finally, the integration
module combines semantic information and object-related
features to produce the answer to the CAPTCHA test. The
remarkable reported success rates for this modular attack
are as follows: 90.8% for Geetest, 86.2% for NetEase, and
98.6% for Dingxiang. Additionally, it is noted that the longest
operation time recorded for these tests was for Geetest, lasting
10.7 seconds.

Building upon their prior research, the authors conducted
further investigation into compromising visual reasoning
CAPTCHA:. In addition to the data gathered in their previous
study [98], they collected an additional 5,000 prompt-
image pairs from the Shumei’® and Xiaodun® CAPTCHA
schemes. The success rates of the new attacks on Shumei and
Xiaodun CAPTCHAs were reported as 95.9% and 79.2%,

5 https://www.ishumei.com/trial/captcha.html
6https:// sec.xiaodun.com/onlineExperience/spatialReasoningSel-ection
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respectively. Additionally, the average solving speeds for
these CAPTCHAS were reported as 0.79 seconds for Shumei
and 0.97 seconds for Xiaodun.

In the pursuit of enhancing visual reasoning CAPTCHA:,
anew CAPTCHA scheme called Common Sense CAPTCHA
(CsCAPTCHA) [102] is introduced as an additional contri-
bution. This scheme, both in appearance and functionality,
bears resemblance to modern image CAPTCHAs. However,
users are presented with common-sense challenges and are
required to select the appropriate image from a 12-choice
answer space. They pass the test upon successfully navigating
two consecutive challenges.

To generate the textual questions, keywords are extracted
from benchmark word repositories such as WordNet [103],
CommonsenseQA [104] and [105]. These keywords are then
used to establish relationships and generate statements (tex-
tual instructions) using common-sense knowledge, sourced
primarily from ConceptNet [106]. The test images are
sourced from Baidu and Google search engines, then undergo
preprocessing, including rotation and dilation, using the VGG
model. To enhance the security of the test images, additional
adversarial noise is introduced through the utilization of the
SI-NI-FGSM method [107].

A usability comparison reveals its superior human success
rate compared to reCAPTCHA v2 (70.7% versus 57.9%),
while exhibiting a shorter response time (18.5 seconds) in
contrast to reCAPTCHA v2, which averages 25.7 seconds.

To evaluate the resilience of CsSCAPTCHA, various attack
scenarios were examined. A traditional Brute Force attack
yielded a success rate of less than one percent, while the
holistic attack introduced in [98] failed to compromise
CsCAPTCHA after 1000 attempts.

For a deeper analysis of CSCAPTCHA'’s security, a modu-
lar attack was devised, comprising four primary phases: noun
extraction, retrieval of common-sense knowledge, category
classification, and text-image matching. CoreNLP [108] was
employed to extract nouns from the common-sense sentences
(i.e., textual instructions). Subsequently, ConceptNet was
queried using the identified nouns to retrieve candidate
phrases. Finally, images whose labels (classified by ResNet50
on ImageNet) matched the candidate phrases were considered
potential answers. This sophisticated attack achieved a
success rate of only 1.1% after 1000 attempts.

The research conducted in [109] thoroughly examines the
security and robustness of slider-based (image) CAPTCHA:s.
In this study, five slider CAPTCHAs (all in Chinese
language) are subjected to the attack consists of two main
phases: 1) determining the final position of the slider (as
completed by humans) and 2) mimicking mouse movements
to drag the slider to the determined position. For the first part,
Faster R-CNN is utilized to reconstruct the sliding trajectory
based on identified key points from the background image (of
the challenge). Subsequently, mouse movement simulation
is employed to submit responses as genuine human users
would. The reported success rates (100% for Taobao, 87.5%
for GeeTest, 91% for Netease, 85% for Tencent, and 89.8%
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for VAPTCHA) underscore the efficacy of the proposed
methodology.

Table 2 provides summary of the methods overviewed in
this section.

V. DEEP LEARNING FOR PROTECTING IMAGE CAPTCHAS
Although achievements in breaking CAPTCHAs have shown
that there is not any unsolvable challenge, for years, many
efforts to protect the CAPTCHA from adversarial attacks
have also been proposed. The earliest efforts aimed to make
image CAPTCHAs as difficult as possible for computer
vision attacks by adding visible noises. However, although
such an approach was successful in protecting the challenge;
the usability was remarkably decreased [110]. To cope with
such side effects, several deep learning-based techniques
have been investigated to protect the CAPTCHA while
at the same time preserving the usability. This research
field has tackled both text-based [111], [112], [113], [114],
[115] and image-based CAPTCHAs. DeepCAPTCHA [116],
introduced in 2017, adds noise to images in a way that it
cannot be removed by deep learning methods. It, specifically,
proposes the concept of Immutable Adversarial Noise (IAN)
driven by two main requirements: 1) being able to fool
deep models in at least 98.5%, and 2) not affecting human
recognition as well as being computationally efficient.
For generating the adversarial examples that preserve the
semantic class of the original image, the authors proposed
an iterative version of the fast gradient sign method (FGS),
i.e. IFGS. IFGS, besides the original image, receives a target
label and a confidence level to make sure that the generated
adversarial sample is not semantically different from the
primary image and at the same time keeps the noise minimal.
This process, then, was employed to generate adversarial
image challenges for the DeepCAPTCHA. The subject image
for noise injection is selected randomly from ImageNet
ILSVRC-12 dataset and labeled by using CNN-F [117].
The usability tests show 82.57% success rate for solving
the DeepCAPTCHA by human users. The capability of
some standard deep models, namely AlexNet [118], CNN-M
and CNN-S similar to the network introduced in [119] and
OverFeat [120], in recognizing the generated adversarial
images were also examined and none of them was able to
reach a pre-determined security threshold of 1.5%.

The idea proposed in [121] for generating adversarial
image CAPTCHA is to add as much as noise to an image
until it remains recognizable by humans. In this regard,
they designed an adversarial CAPTCHA generation sys-
tem, aCAPTCHA. Comprehensive experiments validated the
robustness of this technique against ResNet50, GoogleNet,
VGG and NetInNet networks.

CAPTURE [122] was introduced as another CAPTCHA
scheme based on constrained adversarial perturbation tech-
nique. To generate adversarial images, two approaches are
proposed: 1) synthesis of unrecognizable images with indi-
rect encoding that employs compositional pattern producing
network (CPPN) [123] and, 2) generation of adversarial
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FIGURE 6. Example of adversarial patched CAPTCHA [122] with apparent
visual noise.

patches [124]. Although the conducted experiments demon-
strated the robustness of the two strategies against classifiers
trained on VGG16 & VGG19 [125], ResNet-50, InceptionV3
[126], Xception [127] and MobileNet [100], the significant
changes introduced on the source image makes the approach
weak against attacks based on either detecting unusual
objects or saliency detection (see Figure 6).

GARD-CAPTCHA [128] protects image challenges by
adding noises that in fact are some information-rich pixels
from one to several images and injects them into the original
image to deceive classifiers. The robustness of this method
was evaluated (and confirmed) by models trained on VGG-
16, AlexNet and SqueezeNet [129].

To enhance the resilience of the CAPTCHA challenge
against deep learning attacks, TICS [130] proposes a
text-image CAPTCHA incorporating semantic (cognitive)
challenges. The test generation for TICS involves two
primary steps. Firstly, it generates an image using semantic
GAN based on an initial image and a textual description.
Secondly, leveraging a multi-condition GAN network (MC-
GAN [131]), it produces a syntactic image based on the initial
text description overlaid on the background of the source
image. According to the paper, CNN-based classification
struggled to overcome this challenge.

A frequently successful approach for circumventing a
CAPTCHA scheme involves training a model with real-world
images (challenges) sourced from the targeted system.
To counter such exploitation, researchers in [132] have
introduced a GAN-based image generation model to con-
tinually produce fresh images, bolstering the CAPTCHA
system’s resistance to attacks. Additionally, addressing the
critical need for real-time generation of image tests, which
occurs when high-quality artificial images are synthesizing
using GANSs, they employed delay-aware Lyapunov-control-
based optimization to preserve the stability the system. This
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TABLE 2. Summary of deep learning methods for breaking modern image CAPTCHAs.

Work Year Target Model Training Time Rl,;,lil::ll:g Accuracy Dataset
Avatar
D’Souza et al., AVATAR
[69] 2012 CAPTCHA CNN N/A N/A 99% CAPTCHA
dataset
., . Custom  (Target
China’s Railway DCNN (LeNet),
Ya et al., [85] 2017 CAPTCHA CaffeNet N/A 2 Seconds 77% CAPTCHA
samples)
ImageNet, Image
Zhao et al., [59] China’s Railway search (from
#3) 2018 CAPTCHA CNN 93 Hours 4.4 Seconds 90% Baidu and
Google)
., . Custom  (Target
Cheng et al, China’s Railway
[89](# 1) 2018 CAPTCHA SE-ResNeXt-50 N/A 0.73 Seconds 62% CAPTCHA
samples)
Chen ot al Custom  (Grid-
& ” 2018 Grid-CAPTCHA SE-ResNeXt-50 N/A 0.8 Seconds 7% CAPTCHA
[89]1(# 2) Icons)
Tang et al, Custom  (Target
[91](Object 2018 SACaptcha Faster R-CNN N/A 0.15 Seconds 5% CAPTCHA
Detection Attack) samples)
Tang et al
. ’ Custom  (Target
[O1](Pixel-level 2018 SACaptcha FCN N/A 2.20 Seconds 4.5% CAPTCHA
segmentation samples)
attack) P
20% (Single
Nguyen et al., Challenge)
[95] 2020 SACaptcha Mask R-CNN N/A N/A 8% (Triple MS-COCO
Challenges)
Rathor et al., [93] 2021 SACaptcha Mask R-CNN N/A N/A N/A Custom
Hossen and Hei, . 18.76
[96] 2021 hCaptcha ResNet-18 143 Minutes Seconds 95.93% ImageNet
Custom  (Target
Gao et al., [98] 2021 VTT CAPTCHA | MAC, ResNet-50 N/A 0.05 Seconds 67.3% CAPTCHA
samples)
ﬁ%‘g‘}g et aly b 004 TaoBao N/A N/A 3.78 Seconds 100% N/A
Custom  (Target
Chang et al. | 5y Geetest Faster R-CNN N/A 10.16 87.5% CAPTCHA
[109] Seconds
samples)
Chan ot al Custom  (Target
[ 109]g ” 2024 Netease Faster R-CNN N/A 7.29 Seconds 91% CAPTCHA
samples)
Chan ot al Custom  (Target
[ 09]g ” 2024 Tencent Faster R-CNN N/A 8.3 Seconds 88% CAPTCHA
samples)
Chan ot al Custom  (Target
“09]g ” 2024 VAPTCHA Faster R-CNN N/A 8.72 Seconds 89.8% CAPTCHA
samples)
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yields through selecting an optimal GAN model to generate
high-quality images while caring the time sensitivity of the
process.

The fusion of neural style transfer with adversarial
examples to safeguard text- and image-based CAPTCHAs is
presented in [133]. The methodology is outlined as follows:
initially, neural style transfer intricately enhances the target
(output) image, followed by the injection of additional
adversarial noise into the stylized image, thus fortifying its
defense against computer vision attacks. For the former step,
the Fast Style Transfer Network [134] is used, and the Fast
Gradient Sign Method (FGSM) [135] is employed to generate
adversarial examples. Random characters for generating text
images are randomly chosen from the EMNIST [136] dataset,
while images (along with style images) are sourced from
ImageNet. This hybrid approach reported a commendable
resistance against image recognition attacks executed by
ResNet-101 and VGG-16. For instance, a ResNet-driven
attack achieved a 67.7% success rate when targeting stylized
tests and a 45.7% success rate in circumventing adversarial
tests (generated by the same network), while the success
rate for stylized adversarial examples was 35.7%. Text-
based examples exhibit an even higher resilience against
attacks leveraging ResNet-50 and LeNet-5 [137] networks.
Specifically, a LeNet-based attack on stylized, adversarial,
and stylized adversarial examples yielded success rates
of 37.6%, 17.3%, and 7.8%, respectively. The authors
originally introduced the foundational concept behind this
work to present zxCAPTCHA [138], which is an image-based
challenge designed to integrate text, image, and cognitive
elements aiming to generate a stylized adversarial CPATCHA
test.

The CAPTCHA challenge outlined in [102] presents an
innovative approach by reversing the typical recognition pro-
cess found in current CAPTCHAs based on Style Transfer.
In this new approach, termed Style Matching CAPTCHA by
the authors, users are tasked with matching the styles applied
to a given query (content) image with a series of candidate
style images.

A. CONTEXT-AWARE PROTECTION

To enhance the security of modern image CAPTCHAs
and effectively combat potential attacks, a context-aware
approach is imperative. Addressing the vulnerabilities that
will be discussed in the attack workflow necessitates a com-
prehensive strategy that acknowledges two key interrelated
weaknesses. Consequently, implementing separate protective
measures becomes crucial to bolster the resilience of the
CAPTCHA system. What underscores the importance of
this approach is the intrinsic variance between safeguarding
text-based instructions and challenge images, as well as their
symbiotic role in the CAPTCHA-solving process. Neglecting
to reinforce the security of the textual component could
inadvertently create a vulnerability exploited to bypass image
CAPTCHA:s.
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The methodologies reviewed in Section IV share a
common conceptual framework, as depicted in Figure 7, illus-
trating an attack on a contemporary (selection-based) image
CAPTCHA. In this architecture, a state-of-the-art solver
initially dissects the CAPTCHA, conducting browser-based
operations to handle the textual instructions and images
separately. Depending on the complexity of the instructions,
tasks such as denoising, character recognition, and image
interpretation are performed. Simultaneously, deep learning
algorithms are employed to classify the challenge images,
with the accuracy of this classification profoundly influenc-
ing the overall effectiveness of the process. Subsequently,
a matching network establishes the correlation between the
textual instructions and the classified/annotated images, often
utilizing scores assigned to each pair to select the final
answer(s). Finally, browser-based operations are utilized to
submit the answer(s), with incorrect submissions prompting
a repetition of the previous steps.

As previously discussed, breaking image CAPTCHAs
involves two primary processes. It is essential to note that
the initial step involves acquiring real-world samples of the
target CAPTCHA, in addition to utilizing extensive and
diverse image datasets for training models. The first process is
addressing the textual description outlining the steps to solve
a specific challenge. These instructions can be safeguarded
through various means, such as using character images
or introducing noise and geometric modifications (similar
to the approach taken by China’s railroad CAPTCHA).
However, these measures can be circumvented by computer
vision techniques, particularly those based on deep learning.
The challenge intensifies when the comprehension of the
instructions necessitates reasoning and interpretation, as mis-
interpretations can significantly impede progress. In such
cases, advanced natural language processing techniques and
large language models [139], can provide effective support.

However, some CAPTCHAs do not provide explicit
textual information, requiring agents (machines) to solve the
challenge by matching supplied guide images with candidates
(as illustrated in Figure 8). This scenario demands an addi-
tional image recognition operation, particularly on small-size
and low-quality images. Once the solution methodology is
understood, the second main step involves employing image
classification models to identify image candidates relevant to
the description. Subsequently, the best match(es), determined
by criteria such as similarity measures, are selected as the
answer(s).

To devise a robust strategy for safeguarding CAPTCHAS
against deep learning-driven attacks, it is essential to embrace
a context-aware approach. As depicted in Figure 7, the two
primary components targeted in breaking image CAPTCHAs
are the textual description and the challenge images.
Consequently, each of these elements necessitates tailored
protection measures based on their unique characteristics.

Employing traditional techniques like adding noise, akin
to classic text-based CAPTCHAs, is no longer sufficient
to secure the textual description in image CAPTCHAs.
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FIGURE 7. Conceptual framework of breaking image-based CAPTCHAs.

Choose similar images to
the sample on the right.

FIGURE 8. An image CAPTCHA [128] with less-informative text
description.

Instead, leveraging adversarial text generation methods,
capable of deceiving deep learning-based classifiers, proves
to be a promising tactic [140], [141]. These methods adding
a security layer on crucial keywords within the textual
information by subtly altering characters, punctuation marks,
or sentence structures to render them readable for humans
while remaining imperceptible to machines.

However, while generating adversarial images is a com-
mon strategy to impede machine-based image recogni-
tion, certain drawbacks plague some of these methods.
Particularly, generating excessively noisy images or those
with conspicuous perturbations not only compromises
user-friendliness but also renders them susceptible to detec-
tion by simple computer vision attacks. To mitigate such
issues, noise should be incorporated in a manner that mini-
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mizes visibility. For instance, techniques like SAI-FGM [142]
enhance sample security against attacks while simultaneously
reducing noise. By applying perturbations at the superpixel
level, these approaches offer more effective solutions com-
pared to pixel-wise methods. Additionally, strategies such as
modification of semantic information [143], targeting seman-
tic similarity [144], leveraging spatial constraints [145], and
employing adversarial color transformation [146] can be
deployed.

Moreover, incorporating adversarial samples within train-
ing datasets can disrupt the learning process for attackers,
serving as an additional layer of protection [83]. This
proactive measure undermines the efficacy of attackers’
methods trained on real-world challenge images acquired
from the target service, thereby enhancing the overall security
posture.

VI. DISCUSSIONS AND FUTURE WORKS

Breaking modern image-based CAPTCHAs involves two
primary, interconnected workflows: interacting with the
CAPTCHA and solving it. In the former, the process
begins with acquiring the CAPTCHA, understanding how the
challenge is presented, generating a solution, and ultimately
submitting the answer back to the CAPTCHA system. These
steps must be executed carefully to mimic actions of a
genuine user, as failure to do so could trigger the renewal
of challenges, necessitating a restart of the entire process.
The latter workflow encompasses the application of computer
vision and deep learning techniques, tasked with classifying
challenge images and determining potential answers based on
the provided instructions.
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Specifically, to equip deep learning-based computer vision
techniques with the necessary challenge images, precise
identification of the grid-like structure of the CAPTCHA is
essential to extract thumbnail-sized images for model input.
Conversely, both answer recognition and submission must
be completed within a restricted time frame to circumvent
time-based security measures.

Considering the points discussed above, the notion of
crafting generic image CAPTCHA solvers appears not
only impractical but potentially unattainable. Many of the
existing studies outlined in this review primarily focus
on breaking the challenge itself, without delving into the
practical implications of such attacks in real-world scenarios.
In essence, transforming the process of image recognition and
comprehension into a universally applicable solving strategy
necessitates accounting for various influential factors. These
factors include network delays, as highlighted in studies such
as [59] and [111], encountering multiple challenges to bypass
the CAPTCHA, and adapting to changes in challenge types.

For instance, in the case of reCAPTCHA v2, it is common
for the challenge type to shift after an unsuccessful attempt,
transitioning from tasks like identifying a specific object to
selecting a cell associated with a particular concept. The
approach outlined in [80] serves as a notable example of
devising a comprehensive strategy to address such scenarios.

Another crucial factor influencing the automated solving
of image CAPTCHAS is the availability of suitable datasets.
Typically, these datasets are compiled by gathering real-world
samples of the target CAPTCHA. However, as noted in
studies like [59] and [96], leveraging existing extensive
datasets like ImageNet can significantly enhance the learning
process. A reliable strategy involves utilizing a hybrid dataset,
which combines a general-purpose dataset with a tailored
one containing CAPTCHA samples. This hybrid approach
compensates for any deficiencies in category coverage within
the broader dataset.

However, it is important to acknowledge that when
CAPTCHA systems employ generative models to generate
challenge images [132] or when these challenges are fortified
with adversarial noise and examples [83], the reliability of
collecting datasets of this nature comes into question.

Thanks to advancements in computer vision techniques,
several innovative methodologies in the field of deep
leaning-based computer vision have emerged that can be
employed for solving image CAPTCHAs in more efficient
and creative ways. For example, as the latest breakthrough
in the field,image foundation models [147] can introduce
unprecedented functionality in decoding both textual and
visual challenges within CAPTCHA tests. Further explo-
ration of similar approaches is discussed below.

A. SALIENT OBJECT DETECTION

Salient object detection methods offer a potent solution
for pinpointing the most significant object(s) within an
image (refer to Figure 9). This capability streamlines
the process of identifying candidate answers. Consider a
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FIGURE 9. An illustration of the utility of salient object detection in
overcoming CAPTCHA challenges. In these instances, objects identified as
significant through salient object detection methods facilitate the
efficient resolution of CAPTCHAs.

scenario where multiple objects populate the scene; assess-
ing image similarity becomes notably intricate. However,
by pinpointing salient objects within each challenge image,
the annotation [148] and retrieval [149] processes become
more precise. Furthermore, the integration of salient object
detection with weakly supervised object detection [150]
and semantic segmentation [151] can yield a substantial
boost in the performance and accuracy of the solver model.
These techniques prove particularly advantageous when the
CAPTCHA system conveys its instructions through images
rather than text.

B. IMAGE-TEXT MATCHING

The challenge of identifying one or more images that seman-
tically align with a given text description can be reframed
as an image-text matching problem. By harnessing cutting-
edge techniques in this domain, as exemplified by [152],
[153], [154], [155], and [156], effective selection of matching
candidates becomes feasible following the interpretation of
the CAPTCHA description (see Figure 10). However, when
prior knowledge about the target CAPTCHA suggests that the
candidate images belong to a specific category, such as those
related to traffic scenes, contextual information from both text
and images becomes pivotal [157].

C. IMAGE SIMILARITY COMPUTATION

A promising avenue for future research involves employ-
ing similarity computation techniques [158], [159], [160]
to align visual descriptions with candidate images. The
fundamental concept is to discern analogous structures
and/or content within images. Utilizing deep learning-based
similarity assessment methods further streamlines the match-
ing process by correlating candidate images with labeled
instances in a dataset. As demonstrated in [161], integrating
domain-specific knowledge and requirements significantly
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FIGURE 10. An example of matching a text query with image candidates generated by the method proposed in [155] (image in the green box

selected as the correct answer).

enhances accuracy, particularly in specialized use cases. Once
again, the example of road sign and traffic scene CAPTCHAS
underscores the potential for training case-specific algo-
rithms to detect subtle similarities among images.

From another perspective, to enhance the security of
CAPTCHA systems and protect them from being automat-
ically cracked, the following measures can be considered:

D. SEMANTIC VISUAL CHALLENGES

To complicate the interpretation of visual challenges by
advanced computer vision algorithms, adding semantic layers
can be highly effective. For instance, challenges that require
clicking on an object of a specific color in a particular
location and with a specific feature could present a significant
difficulty for machines. Studies on machine-driven attacks
on visual reasoning CAPTCHAs [97] demonstrate that
semantically designed visual tests can significantly resist
advanced attacks.

E. USER-FRIENDLY ADVERSARIAL PROTECTION

As mentioned earlier, using adversarial patches may not be
effective for protecting CAPTCHA tests due to their con-
spicuous appearance. However, recent advancements [162],
[163], [164] in this field have introduced effective, user-
friendly solutions. These solutions involve adversarial effects
that are subtle enough to be imperceptible to humans,
ensuring an unaltered visual experience, while still being
difficult for machines to detect and bypass. These adversarial
techniques can mislead algorithms when they attempt to
recognize objects within the CAPTCHA test.

VII. CONCLUSION

Image-based CAPTCHAs have gained prominence in recent
years among various types of CAPTCHAs. This surge in
popularity can be attributed to significant strides made
in circumventing traditional text-based CAPTCHAs. As a
result, with machines still lagging behind humans in solving
cognitive image-oriented authentication tests, such chal-
lenges appear effective in thwarting bots from mimicking
genuine user behavior. However, researchers and adversarial
parties alike have begun leveraging deep learning techniques
to break modern image CAPTCHAs, driven by diverse
motivations ranging from assessing method robustness to
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identifying vulnerabilities in current CAPTCHA implemen-
tations. In this study, we provide a comprehensive analysis
aimed at researchers and practitioners, focusing specifically
on recent advancements in the field, with an emphasis on the
role of deep learning in fortifying image CAPTCHAs against
state-of-the-art attacks.
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