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ABSTRACT The proliferation of fake news, exacerbated by social media and modern technology, presents
significant challenges across sectors such as health, the economy, politics, and national stability. This
study addresses the limitations of current multimodal fake news detection models, which often struggle
to effectively integrate heterogeneous modalities like text and images. We propose a hybrid data fusion
approach (HF-TIM) that combines the early fusion of multimodal data with the late fusion of unimodal
data, leveraging the strengths of both techniques to enhance detection accuracy. Our HF-TIM approach
employs a Softmax classifier for early fusion and integrates it with unimodal features extracted from
BERT and VGG-19 classifiers through a neural network-based meta-learning classifier. This approach
captures the complementary and unique properties of each modality, resulting in a more comprehensive and
robust fake news detection model. Experimental results demonstrate that the HF-TIM method significantly
improves classification accuracy across various fake news categories by effectively addressing the complex
interrelationships between text and images. Our fine-grained detection model, based on the HF-TIMmethod,
achieved a detection accuracy of 93.4%, outperforming state-of-the-art models in related studies. The
proposed hybrid fusion HF-TIM approach offers an innovative and effective solution for multimodal fake
news detection, with potential applications extending to other domains.

INDEX TERMS Multimodal data, fake news detection, text and image, data fusion, meta-learning.

I. INTRODUCTION
The spread of fake news poses significant challenges across
various sectors, including health, the economy, politics, and
national stability [1]. ‘Fake news’ refers to news items
published with misleading information intended to deceive
readers for malicious purposes [2]. The primary goal of
fake news is often to manipulate public opinion, mislead
people, or achieve specific outcomes such as political gain,
financial profit, or social disruption [3]. Social media and
modern technology have facilitated the rapid dissemination of
fake news [4], [5], predominantly in multimedia formats [6].
Literature shows that there are several types of multimodal
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fake news, including Satire, Misleading Content, Imposter
Content, False Connection, and Manipulated Content [7].
In news posts, both images and text typically provide infor-
mation about the same subject or concept. In ambiguous
situations, extracting information from bothmodalities can be
advantageous [8]. Despite the widespread sharing of images
in news articles on social networks, their potential for ver-
ifying the authenticity of news on social media platforms
has not been fully explored. Therefore, it is essential to fuse
all types of features to enable a supervised deep-learning
classifier to assess the credibility of news articles [9].
However, due to the heterogeneity of data from different
modalities, effectively integrating this diverse information
remains a significant challenge and a critical area for research
breakthroughs [10].
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Integrating information from various sources ormodalities,
known as data fusion, plays a vital role in improving the
efficacy of multimodal fake news detection through deep
learning models [11], [12]. By merging different types of
data, such as text and images, data fusion enhances the
representation and comprehension of complex issues. This
integration of diverse data sources offers a more comprehen-
sive viewpoint, allowing for the identification of significant
patterns and relationships that might not be apparent when
examining individual modalities separately. Such a holistic
approach boosts the accuracy, robustness, and generalization
capabilities ofmultimodal fake news detectionmodels.More-
over, data fusion is highly impactful across various domains,
including biomedicine [13], healthcare [14], environmen-
tal monitoring [15], and sentiment analysis [16], [17]. The
importance of multimodal fusion lies in leveraging the unique
strengths of each individual modality while simultaneously
addressing their inherent limitations. In a world where data
comes in various forms and formats, merging information
from different modalities allows us to overcome the limi-
tations of each individual data source. This comprehensive
approach enables us to capture details, patterns, and rela-
tionships that might remain hidden when considering data
sources in isolation.

The core concept of multimodal fusion is that various
modalities offer complementary and valuable insights for
identifying multimodal fake news. In the realm of fake news
detection, it is challenging to retain the distinct characteristics
of each modality while fusing pertinent information across
them. Moreover, fusing data from different modalities can
sometimes introduce noise, which can degrade the model’s
performance. For instance, redundant information can arise
when combining text and image data that repeat or over-
lap, making the model’s learning process less efficient [10].
Contradictory information is another issue, where different
modalities provide conflicting details, such as a text descrip-
tion stating that a political figure gave a speech, while an
accompanying image depicts a different event, confusing the
model and leading to incorrect predictions [18]. Additionally,
irrelevant data from different modalities might not contribute
to the fake news detection task, such as background elements
in an image unrelated to the news content, introducing unnec-
essary noise [19]. Misalignment noise also poses a problem,
as temporal or spatial misalignment between modalities can
occur, making it challenging to correlate data accurately,
such as when an image is taken at a different time than
the text was written, leading to inconsistencies [20]. Con-
sequently, it is crucial to simultaneously consider both the
original and integrated text and image data. Current multi-
modal fake news detection techniques frequently fail to meet
these criteria [21].
Most data fusion methods employ a single fusion strat-

egy or model, lacking fine-grained modal interactions [10].
Typically, these methods generate a joint representation by
merely concatenating a text vector with an image vector,
ignoring the dependencies between them [22]. Researchers

often focus on simpler methods due to computational limita-
tions. Early fusion techniques, such as concatenating feature
vectors, are easier to implement but may overlook complex
dependencies [23]. Moreover, aligning text and image data
temporally or spatially presents challenges. Misalignments
can introduce noise, complicating the capture of accurate
dependencies [24]. Additionally, developing models capa-
ble of simultaneously processing and integrating multimodal
information is difficult. Many models are specialized for
either text or image data, but not both [21].
The successful integration of marginal and joint represen-

tations from diverse modalities is key to multimodal fusion.
‘Marginal representation’ involves transforming unimodal
input data to reveal hidden useful elements. Conversely,
‘joint representation’ includes features that encapsulate latent
factors derived from multiple modalities, thereby encoding
information that can be complementary, redundant, or coop-
erative [25]. One primary challenge of multimodal fusion is
determining the best way to combine and utilize various types
of data. So far, feature-level fusion has been predominantly
explored in previous fake news detection studies [26]. Despite
these efforts, most multimodal studies have not adequately
emphasized the unique characteristics of each modality, rely-
ing primarily on early fusion [19], [27], [28], [29]. There
is a need to benefit from the advantages of both early and
late fusion and combine them to produce a hybrid fusion
method.

The motivation behind this research is that the field of
fake news detection faces a significant challenge due to
the lack of an advanced data fusion approach that com-
bines the advantages of early and late fusion. Such a
model should preserve the unique features of each modal-
ity (text and image) while effectively fusing the relevant
multimodal features across different modalities. This fusion
process is crucial for a comprehensive understanding of the
individual and combined feature characteristics, as well as
their semantic interrelations. Achieving this level of fusion
is essential for accurately analyzing and identifying the
nuanced attributes of fake news and increased detection
accuracy. All the aforementioned challenges, as illustrated
in Fig 1, reduce the effectiveness of multimodal data
fusion, negatively affecting fine-grained multimodal fake
news detection models and leading to poor detection accu-
racy. This study aims to answer the following research
questions:

1) How can the integration of textual and visual data
improve the accuracy of fake news detection models?

2) What are the limitations of current multimodal fake
news detection methods, and how can a hybrid fusion
approach address these limitations?

3) How can a data fusion method that combines early and
late fusion techniques be optimized to integrate hetero-
geneous modalities in multimodal fake news detection
models?

These research questions guide our study and provide
a focused framework for investigating the efficacy of the
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proposed method. Our approach aims to address the chal-
lenges of integrating unimodal and multimodal data, opti-
mizing computational efficiency, and capturing complex
dependencies between text and images. By answering these
questions, we aim to demonstrate the effectiveness of the
proposed method in improving the accuracy, scalability, and
robustness of fake news detection systems. This study pro-
poses a hybrid multimodal data fusion HF-TIM approach,
which combines early data fusion prediction results for mul-
timodal features, obtained using a Softmax classifier-based
model, with late data fusion prediction results for unimodal
features generated by BERT and VGG-19 classifiers. Hybrid
data fusion involves combining the early fusion of multi-
modal data with the late fusion of unimodal data. The key
contributions of this study include:

• Proposed a Hybrid Fusion Method (HF-TIM): Com-
bining the early fusion of multimodal data with the late
fusion of unimodal data to leverage the strengths of both
techniques for the heterogeneity of data from different
modalities.

• Enhanced Detection Accuracy: Achieved high detec-
tion accuracy, outperforming state-of-the-art models in
related studies.

FIGURE 1. Multimodal feature representation problems and the
proposed method for solving them.

The structure of this paper is as follows: Section II pro-
vides an overview of data fusion methods, including their
advantages and disadvantages, while Section III investi-
gates related studies in the field. Section IV outlines the
methodology, describing the dataset used and detailing the
components of our proposed fake news detection model.
This section also introduces the hybrid data fusion HF-TIM
approach for enhancing data fusion methods and outlines
the evaluation metrics and baseline models for comparison.
Section V presents the results of our experimental findings,

and Section VI discusses these results and compares them
with baseline studies. Finally, Section VII concludes the
research, offering insights and directions for future work to
further enhance multimodal fake news detection models.

II. MULTIMODAL DATA FUSION METHODS
Data fusion is a critical research domain in multimodal
studies, involving the integration of data from various uni-
modal sources into a cohesive, multimodal representation.
This technique has garnered significant attention due to its
efficiency in processing multimodal data [30]. By combining
different modalities, multimodal fusion extracts rich fea-
tures [11], offering a more comprehensive understanding
by capturing relationships between images and text. This
enhances the contextual interpretation of events and can
generate additional information, thereby improving result
accuracy [31]. The primary challenge lies in effectively fus-
ing and refining information from diverse modalities, each
contributing unique aspects to the overall task. During the
analysis of fusion features, it is essential to filter out noise
and extract pertinent information [18]. As illustrated inFig. 2,
multimodal fusion methods include:

• Early or Feature-Level Fusion: This method inte-
grates inputs from various modalities into one feature
vector before feeding it into a learning model. Tech-
niques such as concatenation, pooling, or gated units can
achieve this. There are two types of early fusion: Type
I, which combines original features, and Type II, which
merges features extracted by another neural network.
This approach captures and utilizes correlations between
modalities at an early stage, facilitating comprehensive
analysis when modalities are interdependent [32]. How-
ever, it may fail to identify intermodal relationships
evident at higher abstraction levels since it does not
explicitly learn marginal representations [25].

• Joint Fusion or Intermediate Fusion: Also known
as intermediate fusion, this method integrates learned
feature representations from the intermediate layers
of neural networks with features from other modali-
ties, serving as input to a final model. Unlike early
fusion, joint fusion involves feeding the loss back to
the neural network during training, which progressively
enhances feature representation with each iteration. This
technique, specifically Type I joint fusion, extracts
and integrates feature representations from all modal-
ities, thereby improving their overall integration and
effectiveness [33].

• Late or Decision-Level Fusion: This method uses
predictions from various models to arrive at a final
decision, typically achieved through an aggregation
function such as averaging, weighted voting, major-
ity voting, or stacking. Each modality trains individual
models, and their predictions are combined. Late fusion
is beneficial when one modality dominates or when all
unimodal models perform well. It allows for effective
learning of good marginal representations, with each
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FIGURE 2. The types of multimodal data fusion.

model tailored to its specific modality. While late fusion
enhances performance by handling errors from multiple
models independently, improvements are realized only
when models complement each other [34], [35], [36].
This approach is popular for its simplicity, especially
when data sources vary significantly in sampling rate,
dimensionality, and measurement units [37], [38]. Using
multiple information modalities provides complemen-
tary insights and enhances the accuracy of the overall
decision-making process. To establish the most effective
fusion approach, it is crucial to determine the appropri-
ate level for implementing the fusion strategy and how to
effectively combine the information. For visual-textual
classification tasks, fusion can be implemented at three
levels: early (feature-level), intermediate (joint-level),
and late (decision-level). These levels are defined based
on the type of information available in a specific field.
Table 1 provides an overview of these fusion techniques,
detailing their advantages and disadvantages [10], [20],
[25], [26], [32], [35], [39].

III. RELATED WORKS
Research on multimodal fake news detection has predom-
inantly adopted an early data fusion approach. Most of
these studies [19], [27], [28], [29], [40], [41], [42], [43],
[44], [45] employed various methods, such as concatenation,
maximum, and average, to directly fuse extracted text and
image features into amultimodal vector. However, some stud-
ies [24], [46] utilized progressive fusion to represent shared
features between modalities (text and image), capturing their
interrelationships. Others [21], [22], [47] applied an attention

TABLE 1. Advantages and disadvantages of data fusion methods.

mechanism to highlight relevant information across text and
image modalities. Despite these efforts, most studies have
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TABLE 1. (Continued.) Advantages and disadvantages of data fusion
methods.

not adequately emphasized the unique characteristics of each
modality.

Simple vector concatenation, commonly used in early
fusion, may overlook significant inter-modal relationships,
potentially introducing redundancy and noise into the feature
vector. If multimodal and single-modality features con-
vey overlapping information, this redundancy could detract
from the mode’s value and complicate the learning pro-
cess by adding noise. Table 2 provides a critical analysis
of these studies, highlighting the limitations that impacted
their detection accuracy results. Notably, only four stud-
ies presented a fine-grained classification of fake news:
Kalra et al. [28], Segura-Bedmar and Alonso-Bartolome [19],
Wang et al. [27], and Liu et al. [29], while the rest focused on
binary classifications.

This analysis underscores the common limitation of early
fusion methods: the loss of modality-specific features and
the failure to account for inter-feature correlations across

TABLE 2. A critical analysis of fake news detection studies regarding data
fusion and their limitations.

different modalities. These limitations highlight the need for
more advanced data fusion techniques that can better capture
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TABLE 2. (Continued.) A critical analysis of fake news detection studies
regarding data fusion and their limitations.

and integrate the unique aspects of each modality, leading
to improved accuracy and robustness in fake news detection
models.

IV. METHODOLOGY
This section provides a detailed description of the Fakeddit
dataset used in our experiments and explains the proposed
hybrid data fusion (HF-TIM) approach. It also introduces the
multimodal MFND-HF-TIM model for fake news detection,
which leverages the HF-TIM approach. Additionally, we out-
line the evaluation metrics used to assess the performance of
our proposed models and discuss the baseline models used
for comparative analysis.

A. DATASET
The core dataset for our study is ‘Fakeddit’, a state-of-the-art,
large-scale multimodal dataset tailored for fine-grained fake
news detection. Created by Nakamura et al. [7], Fakeddit was
compiled from Reddit posts ranging from March 19, 2008,
to October 24, 2019. This dataset encompasses over a million
posts across various domains, featuring multiple attributes
such as users, images, comments, domains, and additional
metadata. Fakeddit offers three classification schemes for
each post: binary, three-way, and six-way. The six-way
labeled dataset is imbalanced and includes 682,461 examples
comprising images and their captions. After downloading the
dataset images, the total dataset comprised 124,530 labeled
examples, each consisting of an image and a title. This was
after removing records that lacked an image link or had non-
functional links. The dataset was then divided into 80% for
training, 10% for validation, and 10% for testing. Table 3
outlines the characteristics of the six categories within the
Fakeddit dataset.

B. PROPOSED HYBRID DATA FUSION (HF-TIM) METHOD
We propose a hybrid multimodal data fusion approach that
combines early data fusion prediction results for multimodal

TABLE 3. Characteristics of the six categories of the Fakeddit dataset.

features, obtained using a Softmax classifier-based model,
with late data fusion prediction results for unimodal features
generated by BERT and VGG-19 classifiers. Hybrid data
fusion involves integrating the early fusion of multimodal
data with the late fusion of unimodal data, as detailed in
Algorithm 1. Fig 3. illustrates the process of the proposed
HF-TIM approach.

The proposed approach consists of a stacking ensemble
with two primary levels, Level-0 and Level-1, as illustrated
in Fig 4.

• In Level 0:
1) Implement the three base models: BERT-Model

1, VGG-19-Model 2 (unimodal), and Softmax-
Model 3 (multimodal).

2) During stacking training, merge the output
probabilities of each base model’s validation set.

3) During the stacking test, combine the output
probabilities of each base model’s testing set.

• In Level 1:
1) Use stacking validation to train and optimize the

meta-learner based on Softmax.
2) Use stacking testing to evaluate the meta-learner

and make the final prediction results.
Through this hybrid fusion strategy, our model combines

the advantages of feature-level and decision-level fusion
methods to better integrate the modalities of image and text.

1) STACKING DL MODELS
Stacking is a heterogeneous ensemble method that combines
base learners (Level-0) with a meta-classifier (Level-1). The
proposed stacking fusion model, which possesses a powerful
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Algorithm 1 Hybrid Fusion for Multimodal Fake News
Detection
Input Textual data T , Image data I
Output Final prediction of multimodal fake news PF
Step1 Early Fusion of Multimodal Data

Extract textual features FT using BERT from T
Extract image features FI using VGG-19 from I
Merge FT and FI using concatenation method
Fuse multimodal features through multiple layers
Use a Softmax classifier-based model to provide
predictions PM

Step2 Late Fusion of Predictions of Unimodal andMultimodal
Models

Use PM generated by the Softmax classifier for
multimodal data from Step 1
Use predictions PT generated by BERT classifier
for textual data T
Use predictions PI generated by VGG-19
classifier for image data I
Merge PM , PT , and PI using a meta-learning
classifier-based NN with Softmax
Produce the final prediction PF of multimodal
fake news

FIGURE 3. HF-TIM process diagram.

generalization capability, integrates BERT, VGG-19, and
Softmax as the base learners at Level-0 and utilizes the
meta-learning classifier at Level-1 to construct a new pre-
diction model. This stacking fusion method enhances overall
prediction accuracy by generalizing the output from multiple
models. This section clarifies the base classifiers used to
build the stacking predictionmodel.We employed three deep-
learning-based classifiers, detailed in the following sections.

• Base model 1 (BERT classifier): The first base clas-
sifier at Level-0, which deals with text modality and

FIGURE 4. MFND-HF-TIM model architecture.

classifies textual news, is BERT. BERT is a state-
of-the-art pre-trained language model known for its
ability to capture deep semantic and contextual infor-
mation from text. It has been widely adopted in natural
language processing (NLP) tasks due to its high per-
formance and effectiveness in understanding complex
language patterns [48], [49]. Studies have shown that
BERT significantly outperforms traditional NLPmodels
in various tasks such as sentiment analysis, question
answering, and text classification [50]. The BERTmodel
will be fine-tuned. The fusion of features (probabil-
ities) from the BERT model with probabilities from
other modalities falls within the category of late fusion
methods.

• Base model 2 (VGG-19 classifier:The second base
classifier at Level-0, which deals with image modality
and classifies visual news, is VGG-19. VGG-19 is a
deep convolutional neural network (CNN) known for its
excellent performance in image classification and fea-
ture extraction. It is pre-trained on the ImageNet dataset,
which allows it to learn rich and diverse visual features.
VGG-19 has been demonstrated to achieve high accu-
racy in various image recognition tasks and is commonly
used in research and industry [51], [52]. Compared to
traditional CNNs, VGG-19 provides superior perfor-
mance in capturing intricate visual details [53]. The
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VGG-19model will be fine-tuned. The fusion of features
(probabilities) from the visual news classification model
with probabilities from other modalities falls within the
category of late fusion methods.

• Base model 3 (Softmax classifier): The third base
classifier at Level-0, which deals with multimodali-
ties (text and image) and classifies multimodal news,
is the Softmax-based model. The Softmax classifier is
a widely used activation function in neural networks for
classification tasks. It converts raw scores into proba-
bilities, making it suitable for combining features from
multiple modalities. The use of a Softmax classifier
in early fusion allows for effective integration of tex-
tual and visual features, leveraging the complementary
information from both modalities [54]. This multimodal
model will fuse the text features extracted from BERT
and the image features extracted from VGG-19 based on
a progressive multimodal fusion. It combines text and
image data through concatenation, progressively refin-
ing the combined representation through dense layers,
culminating in a classification task. This fusion falls
under the early fusion method. The features (probabil-
ities) generated from the multimodal news classification
model will then be fused with the probabilities generated
from other modalities.

• Stacking prediction models: Stacking can signifi-
cantly improve predictive performance by combining
the strengths of different models while compensating for
their individual weaknesses [23]. We employ three base
classifiers, C1, C2 and C3, representing BERT, VGG-
19, and Softmax, respectively. These classifiers, referred
to as Level-0 learners or generalizers, operate within the
Level-0 space, which consists of distinct learning sets
for eachmodality. These learning sets are further divided
into subsets: the training set is used to train the learners,
while the validation and testing sets are employed to
make predictions at Level-0. Each classifier outputs a
probability distribution over six classes for each sample.
For instance, for a sample xi :

C1 (xi) = [pi1, pi2, pi3, pi4, pi5, pi6] (1)

where pij represents the probability that xi belongs to
class j according to the classifier C1. or each sample,
we obtain three vectors, each containing six probabil-
ities. These vectors are concatenated to form a single
feature vector for each sample. Therefore, for a sample
xi, the new feature vector x′i will be:

x′i = [C1 (xi) ,C2 (xi) ,C3 (xi)]

=

 pi11, pi12, pi13, pi14, pi15, pi16, pi21, pi22,

pi23, pi24, pi25, pi26, pi31, pi32, pi33, pi34,

pi35, pi36


(2)

The new dataset (validation and testing sets) will
have n samples, with each sample represented by an

18-dimensional feature vector (since each of the three
classifiers contributes six probabilities). The Level-0
predictions form the Level-1 learning sets, where C i
are the individual models trained independently on each
modality. Two sets of predictions are generated using
three different integrated base models with high predic-
tion accuracy as base learners. These sets of predictions,
along with the labels of the original sets which consider
high-level features, are then fed into the second level,
employing a meta-learner, chosen to train and validate
the stacking model to achieve the final stacking model
prediction results. The prediction from this final learner
is tested on an unseen third subset of data. This hybrid
fusionmechanism, based on themeta-learning classifier,
serves as an additional deep-learning algorithm.

2) META-LEARNING CLASSIFIER
The goal of stacking is to combine the strengths of various
base models by feeding their predictions into a meta-model,
which learns to weigh and integrate these predictions to
generate the final outcome. This approach often results in
higher performance than using a single model alone. Meta-
learning classifiers are designed to optimize the learning
process by using information from multiple models [55].
In our approach, a neural network-based meta-learning
classifier is used for late fusion, which combines predic-
tions from the BERT, VGG-19, and Softmax classifiers.
This approach ensures that the unique properties of each
modality are retained and effectively integrated, improv-
ing the overall performance of the fake news detection
model. The meta-learning classifier is trained using the
predictions provided by the base models on the valida-
tion set. These predictions serve as high-level features
for the meta-model. In this work, a neural network (NN)
based on a Softmax classifier is utilized as the meta-
learner. The architecture of the meta-learning classifier is as
follows:

• Input Layer: An 18-dimensional input layer designed
to accommodate the predictions in the new dataset as a
feature vector.

• Hidden Layers: The ReLU activation function is used
for each hidden layer. Two fully connected (dense)
layers with dimensions of 64 and 32 serve as the first
and second hidden layers, respectively. These layers
perform the main computations and transformations on
the input data, learning complex patterns and repre-
sentations. The first layer acts as a feature extractor,
transforming the raw input predictions into a set of
higher-level features. These features are more informa-
tive and can be more easily processed by subsequent
layers. The second layer refines the features learned in
the first layer by combining and re-weighting them in
a more compact form.

• Output Layer:A 6-dimensional output layer, utilizing
Softmax as a classifier, is employed to produce the final
predictions of the model.
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FIGURE 5. The process of creating the new training and test sets.

C. PROPOSED MULTIMODAL FAKE NEWS DETECTION
(MFND-HF-TIM) MODEL
This section provides a detailed description of the compo-
nents of the proposed MFND-HF-TIM model, as illustrated
in Fig 4. This model employs the hybrid data fusion approach
(HF-TIM) to enhance data fusion, aiming to evaluate the
effectiveness of the HF-TIM approach and its impact on
detection performance.

1) DATA PREPROCESSING PHASE
In this phase, we outline the process of creating new datasets
for training and testing the meta-learning classifier. After
training the base models (BERT, VGG-19, and the Softmax
classifier-based multimodal model), these models are used to
make predictions on the validation and test sets. The predic-
tions from these base classifiers on the validation and test
sets are then collected to form new datasets. Specifically,
a new training dataset is generated from the predictions on
the validation set, and a new test dataset is created from the
predictions on the test set, as illustrated in Fig 5. These new
datasets are subsequently used to train and test the meta-
learning classifier.

2) MULTIMODAL DATA FUSION PHASE
In this phase, we apply the HF-TIM method to effectively
integrate multimodal data. The detailed procedure for imple-
menting the HF-TIMmethod is outlined in section IV-B. This
approach combines the early fusion of multimodal data with
the late fusion of unimodal data, leveraging the strengths of
both techniques. The primary focus is on enhancing feature
fusion, as understanding the interrelationships between uni-
modal and multimodal features contributes to developing a
robust model with high detection accuracy.

TABLE 4. Hyperparameters of the proposed multimodal fake news
detection model (MFND-HF-TIM).

3) MFND-HF-TIM MODEL CONFIGURATION
To identify the optimal architecture and appropriate
hyperparameters for the proposed MFND-HF-TIM model,
we conducted a series of experiments comparing different
hyperparameter values. The selected hyperparameters are
based on the best-conducted experiment, which significantly
enhanced the performance of the MFND-HF-TIM model.
The most successful experiment established both the model’s
architecture and the hyperparameters, detailed in Table 4.

D. EVALUATION METRICS
To evaluate the performance of the proposed models, we use
several key metrics: precision, recall, F1-score, and accu-
racy. For the fine-grained classification of news into six
classes, precision, recall, F1-score, and accuracy are calcu-
lated for each class individually. Additionally, macro-average
and weighted-average metrics are computed to assess the
overall model performance. Macro-average metrics are par-
ticularly useful for imbalanced datasets as they treat each
class equally. Weighted-average metrics, on the other hand,
assign weights to each class based on their representation in
the dataset. For our evaluation, we focus on macro-average
F1-Score and accuracy to compare the performance of base-
line models. Higher values of these metrics indicate superior
model performance.

E. BASELINE MODELS
To evaluate the effectiveness of the proposed hybrid data
fusion HF-TIM method, we apply it to the multimodal
fake news detection model, MFND-HF-TIM, and analyze its
impact on the model’s performance. Additionally, we com-
pare MFND-HF-TIM against various baseline models in the
realm of fake news detection:

• Segura-Bedmar and Alonso-Bartolome [19] Model:
Utilizes a CNN algorithm to extract and concatenate
image and text features into a multimodal vector, which
undergoes early fusion for classification.

• Kalra et al. [28] Model: Employs DistilBERT for text
feature extraction and VGG-16 for image feature extrac-
tion. These features are combined through early fusion
using concatenation.

• Wang et al. [27] Model: Encodes text and image cap-
tions with BERT’s tokenizer and extracts global and
entity image features via ResNet and Faster R-CNN.
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FIGURE 6. The accuracy and loss of training and validation of the
MFND-HF-TIM model.

These features are concatenated in an early fusion
method to create a multimodal embedding, processed by
a multimodal transformer.

• Liu et al. [29] Model: Integrates image and text infor-
mation by generating image captions and merging them
with text. ResNet and Faster R-CNN extract image
features, while BERT encodes text. The concatenated
features are analyzed by a multimodal transformer with
a self-attention mechanism to capture cross-modal inter-
actions for accurate classification.

V. EXPERIMENTAL RESULTS
The experiments for the proposed multimodal fake news
detection models were conducted using Python version
3.10 within the Spyder editor version 5.15. Our experimental
setup included a PC equipped with an NVIDIA GeForce
GTX 1060 GPU, featuring 6 GB of VRAM, to efficiently
train and test the models. To evaluate the effectiveness of
the proposed method in enhancing multimodal data fusion,
experiments were performed using the fine-grained multi-
modal Fakeddit dataset and assessed across various metrics.
Additionally, the results of the MFND-HF-TIM model were
evaluated to compare the proposed hybrid data fusion method
with baseline models.

A. EXPERIMENT: EVALUATION OF THE MFND-HF-TIM
MODEL
The stacking model, which combines the base models at
Level 0 and the meta-learning classifier at Level 1, was
implemented and evaluated as a single model: MFND-HF-
TIM. This proposed multimodal detection model, utilizing
the hybrid data fusion (HF-TIM) method, achieved excellent
results. The macro-average and weighted-average metrics
presented in Table 6 demonstrate the model’s strong perfor-
mance, with an accuracy of 93.4%, as shown in Fig. 6. This
enhancement positively impacted the multimodal fake news
detection model (MFND-HF-TIM), as evidenced by the high
precision and recall values for the news classes detailed in
Table 5.
Evaluating the MFND-HF-TIM model based on the

F1-score across various classes reveals insightful performance

TABLE 5. Evaluation of the MFND-HF-TIM model based on precision,
recall, and F1-score for each class.

TABLE 6. Evaluation of the MFND-HF-TIM model based on accuracy,
macro-average, and weighted-average.

metrics. The model exhibits outstanding performance in
identifying true content, achieving an impressive F1-score
of 0.965. This high score indicates balanced precision and
recall, showcasing the model’s ability to accurately and
reliably classify true content. Similarly, the model performs
exceptionally well in detecting satire and misleading content,
with F1-scores of 0.936 and 0.940, respectively. These scores
demonstrate the model’s effectiveness in distinguishing these
types of content, highlighting its robustness in handling
the subtle nuances that differentiate satire and misleading
information.

However, the model shows relatively moderate perfor-
mance in classifying manipulated content, as evidenced by an
F1-score of 0.864.While this score still indicates good perfor-
mance, it suggests that the model encounters more challenges
in accurately identifyingmanipulated content, possibly due to
its complex and deceptive nature. For false connections, the
model achieves a commendable F1-score of 0.905, indicating
a strong ability to detect content that misleads by connect-
ing unrelated pieces of information. The classification of
imposter content presents the most significant challenge for
the model, with an F1-score of 0.830. This lower score sug-
gests a need for further refinement and improvement in this
area.

Overall, the application of the proposed hybrid fusion
HF-TIM method, which combines the early fusion of mul-
timodal features with the late fusion of unimodal features,
significantly improved classification results across all cat-
egories. This improvement underscores the importance of
hybrid fusion, which leverages the strengths of three het-
erogeneous models: multimodal, uni-textual, and uni-visual,
through the high-level features generated by these models.
This approach addresses any weaknesses that may exist in
multimodal models.

Specifically, the ‘False Connection’ category, character-
ized by the lack of a relationship between the text and the
image, highlights that the early fusion method alone may
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not be sufficient to achieve high classification results. This
necessitates leveraging the results of the late fusion of uni-
modal data to fully understand the nature of the features in
this category and to cover it comprehensively. The use of
the hybrid fusion method (HF-TIM) positively impacted the
effectiveness of the multimodal fake news detection model
(MFND-HF-TIM), demonstrating the benefits of utilizing
the hybrid fusion method in complex classification tasks
involving heterogeneous modalities and different categories
in terms of the relationship betweenmultimodal features such
as text and images.

B. COMPARISON WITH BASELINE MODELS
To evaluate the performance of our proposed MFND-HF-
TIM model against existing baseline models, we conducted
a series of experiments to highlight the advantages of our
hybrid data fusion (HF-TIM) method. This approach signifi-
cantly enhances multimodal data fusion, thereby improving
the accuracy of fake news detection. We benchmarked the
performance of the MFND-HF-TIM model against vari-
ous baseline models, as illustrated in Table 7. All the
baseline models, including those by Kalra et al. [28],
Segura-Bedmar andAlonso-Bartolome [19],Wang et al. [27],
and Liu et al. [29], utilized the early data fusion method to
combine text and image modalities. The detection accuracies
achieved by these studies were 60.3%, 87%, 89.8%, and
90.5%, respectively, as shown in Table 8.

Our proposed MFND-HF-TIM model significantly out-
performs the current state-of-the-art models, achieving an
accuracy of 93.4%. This represents a 3.6% improvement over
the model by Wang et al. [27] and a 2.9% improvement over
the model by Liu et al. [29]. By comparing the HF-TIM
method with existing approaches, we highlight its superior
performance in key areas such as accuracy, multimodal data
handling, scalability, and robustness to noise. This compari-
son underscores the enhanced performance of our hybrid data
fusion method (HF-TIM) in improving the accuracy of fake
news detection models. By leveraging the strengths of both
early and late fusion techniques, our approach sets a new
benchmark in the field of multimodal fake news detection.

VI. DISCUSSION
This study aims to enhance data fusion methods in fake
news detection by introducing the HF-TIM approach. This
innovative method integrates early and late fusion, com-
bining both homogeneous and heterogeneous modalities,
and merging multimodal and unimodal data to address the
specific needs of the research task and the unique charac-
teristics of the dataset. The hybrid fusion method utilizes
early fusion of multimodal data, implemented with a Softmax
classifier-basedmodel, alongside late fusion of unimodal data
generated by BERT and VGG-19, to better align with our
research objectives. Our experiments investigate the proposed
HF-TIM method and assess how these data fusion enhance-
ments impact the performance of the multimodal fake news
detection model (MFND-HF-TIM).

TABLE 7. Data fusion methods used in baseline models.

TABLE 8. Comparison with fake news detection baseline models using
the benchmarking dataset Fakeddit.

Compared to baseline models, our proposed HF-TIM
approach for improving feature fusion enabled the MFND-
HF-TIM model to outperform these benchmarks. Given
the specific characteristics of certain dataset categories,
such as the ‘False Connection’ category, where the text
does not describe the images and no common relationship
exists, it is crucial to analyze the unimodal features of
each modality in addition to the multimodal features. Sim-
ilar limitations are observed in studies by Wang et al. [27],
Kalra et al. [28], Liu et al. [29], and Segura-Bedmar and
Alonso-Bartolome [19], which rely solely on the early fusion
of multimodal data and fail to account for subtle differences
within the dataset categories that are vital for enhancing
data fusion. The proposed MFND-HF-TIM model excels by
considering both unimodal and multimodal features, thereby
addressing all the nuances of the categories in our task.

Thus, the HF-TIM approach offers a flexible framework
that can adapt to heterogeneous multimodal data, regardless
of whether these multimodal features are interrelated. This
adaptability highlights the broader significance and potential
impact of our contribution to the field of analyzing, fus-
ing, and classifying heterogeneous multimodal features in
deep learning models. Implementing the HF-TIM method
in real-world scenarios involves addressing several chal-
lenges, including computational complexity, data processing
requirements, system integration, and real-time processing
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capabilities. Parallel processing techniques, such as task
distribution across multiple processors or cores, can sig-
nificantly reduce computation time. Hardware accelerators
like GPUs and TPUs enhance the performance of deep
learning models by handling neural network computations
efficiently. Distributed computing frameworks like Apache
Spark or Hadoop improve scalability and data handling by
processing large datasets across multiple nodes in a cluster.
Cloud computing platforms, such as AWS, Google Cloud,
and Azure, provide on-demand computational resources and
storage, enabling scalability according to workload demands.
Additionally, designing the HF-TIM method with a modular
architecture allows for independent scaling and optimization
of each component, ensuring efficient resource utiliza-
tion and easier maintenance. By adopting these strategies,
the HF-TIM method can be effectively deployed, offer-
ing robust and scalable solutions for multimodal fake news
detection.

VII. CONCLUSION AND FUTURE WORK
This paper introduces HF-TIM, a hybrid data fusion approach
that combines the early fusion of multimodal data with the
late fusion of textual and image modalities. The HF-TIM
method is designed to improve feature fusion, by under-
standing unimodal features on the one hand and their
interrelationships on the other hand, contributing to the devel-
opment of a robust model with high detection accuracy.
By examining various fake news categories, we demonstrate
how HF-TIM enhances classification accuracy by leverag-
ing the presence or absence of relationships between text
and images. Our approach integrates multimodal and uni-
modal features using a neural network-based meta-learning
classifier, effectively combining features through several
dense layers and classifying them with a Softmax classifier.
The scalability of the HF-TIM approach is a crucial fac-
tor for its practical application in real-world scenarios. The
method is designed to handle large-scale data by leveraging
advanced deep-learning techniques and efficient data pro-
cessing pipelines. The use of BERT and VGG-19 models
ensures that the method can process vast amounts of textual
and visual data effectively. This hybrid fusion approach com-
bines the strengths of early and late fusion techniques, provid-
ing a robust and scalable solution for multimodal fake news
detection.

The applicability of the HF-TIM method extends across
various domains. In healthcare, integrating textual data such
as patient records and medical literature with visual data
like medical images can enhance diagnostic accuracy and
patient care. In autonomous driving systems, the HF-TIM
method can enhance the perception and decision-making
capabilities of vehicles by fusing data from various sensors,
such as cameras, LiDAR, and radar. In security and surveil-
lance, combining video footage with textual data like incident
reports and sensor readings can enhance threat detection and
response strategies. The entertainment industry can benefit
by integrating textual scripts with visual storyboard images

during the production process, resulting in more cohesive and
engaging media content. Additionally, in social media anal-
ysis, the HF-TIM method can enhance sentiment analysis,
trend detection, and user behavior analysis by processing both
text and images, providing a holistic view of social media
content.

Despite its strengths, this study has limitations, particularly
in the area of hyperparameter tuning. Future research should
incorporate advanced methods such as Grid search, random
search, and Bayesian optimization to identify optimal hyper-
parameters. Additionally, we intend to explore other fusion
techniques, such as dynamic fusion methods and graph-based
fusion approaches, which may offer superior integration of
multimodal data by capturing more complex dependencies
and interactions, thereby increasing accuracy and robustness.
Expanding the diversity of datasets for training and evaluation
is also essential to enhance the model’s generalizability and
performance across various scenarios and domains. To further
validate the generalizability of our approach, we plan to
apply HF-TIM to additional multimodal datasets. We also
aim to extend our HF-TIM approach to include additional
modalities such as audio, video, and metadata. By integrating
audio and video data, we can capture dynamic and temporal
information, further enhancing the detection capabilities of
our model.
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