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ABSTRACT As the penetration of global new energy into power systems increases, the impact of carbon
trading on energy systems continues to grow. Therefore, it is crucial to study the effects of carbon trading
mechanisms on the operational characteristics of power systems that include new energy sources. This
paper focuses on China, the world’s largest energy-consuming economy, and proposes a multi-time-scale
optimization scheduling method for a Combined Cooling, Heating, and Power (CCHP) system that considers
a reward-penalty tiered carbon trading mechanism. This method effectively enhances the economic, envi-
ronmental, and stability performance of the CCHP system. Firstly, the relationship between different carbon
trading mechanisms and carbon trading volumes is analyzed to identify the carbon trading mechanism with
the highest correlation to economic efficiency. Based on this analysis, a carbon trading model is introduced
into the system’s economic dispatch strategy, constructing an economic model for the CCHP system under
the influence of the carbon trading mechanism. While considering economic efficiency, this study also
aims to improve system stability by proposing a multi-time multi-layer rolling optimization scheduling
method. This method adjusts equipment output to respond to random fluctuations caused by uncertainties
in energy sources and loads. The optimization results of the case study show that the introduction of the
reward-penalty tiered carbon trading mechanism can reduce the carbon emissions of the park and improve
economic performance. Additionally, the multi-time multi-layer rolling optimization scheduling effectively
mitigates random fluctuations in supply and demand, ensuring stable system operation.

INDEX TERMS Combined cooling, heating, and power (CCHP) system, carbon trading mechanism, carbon
emissions, reward-penalty tiered carbon trading, multi-timescale optimization scheduling.

I. INTRODUCTION

The increasing global carbon emissions and resulting climate
change pose significant threats to economic and social devel-
opment, human health, and even survival. According to data
analysis from the National Aeronautics and Space Adminis-
tration (NASA), global temperatures and Arctic sea ice extent
broke multiple records in the first half of 2016. Global climate
change is projected to cause incalculable losses and impose

The associate editor coordinating the review of this manuscript and

approving it for publication was Gaetano Zizzo

substantial costs on humanity. The urgent need to control
carbon emissions has been widely accepted worldwide.
Carbon trading is a crucial climate policy adopted by
many countries and regions to regulate carbon emissions.
The European Union Emissions Trading System (EU ETS),
established on January 1, 2005, aims to achieve CO2 emission
reduction targets set by the Kyoto Protocol. Its purpose is to
internalize environmental costs by transforming the environ-
ment into a compensated production factor through market
mechanisms. By establishing the European Union Allowance
(EUA) trading market, it effectively allocates environmental
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resources, promotes the development of energy-saving
and emission-reducing technologies, and minimizes opera-
tional costs for enterprises under climate protection efforts.
Additionally, carbon trading markets in countries such as
Australia, South Korea, and Japan are steadily developing.
Itis evident that carbon trading, as a significant climate policy
for greenhouse gas emission control, has gained widespread
recognition among major countries worldwide.

In 2020, the Chinese government presented the ‘Dual
Carbon’ policy at the 75th United Nations General Assem-
bly, with the objective of reaching the peak of carbon
dioxide emissions by 2030 and attaining carbon neutrality
by 2060 [1]. The power industry, which is a major source
of carbon emissions [2], has a crucial influence on the
development of China’s future strategies for reducing carbon
emissions through its energy utilization and adjustments.

The endeavor to improve the energy efficiency and reduce
carbon emissions in power systems has motivated many
researchers to investigate various methods and mechanisms
for carbon reduction. Carbon dioxide (CO2) emissions are
considered as a dispatchable resource [3]. A preliminary
model for low-carbon power dispatch deci-sion-making has
been developed to integrate ‘electric balance’ and ‘carbon
balance’ in power dispatch, taking into account various fac-
tors such as low-carbon power technologies, carbon costs,
and constraints. Additionally, many studies discuss method-
ologies related to policy mechanisms like carbon taxes and
carbon trading [4], [5]. Xuan et al. [4] demonstrates that the
incorporation of carbon taxes in economic dispatch mod-
els affects the generation output of all units, leading to a
reduction in carbon emissions. This is evident through a
comparison of economic dispatch scenarios with and without
carbon taxes. Yao et al. [5] presents a commercial model for
carbon capture, utilization, and storage within the context
of carbon markets and policies. The model integrates carbon
penalties and revenues into the objective function to repre-
sent the uncertainty associated with carbon taxes and prices.
Wu et al. [6] undertakes an analysis and comparison of
benchmark carbon pricing models and tiered carbon pricing
models, aiming to establish the relationship between carbon
trading costs and carbon trading volumes. Yang et al. [7]
delineates the framework of carbon trading markets and
formulates a model for estimating carbon trading expenses
through an examination of carbon emissions and emission
quotas.

The carbon trading mechanism is effective in reducing
carbon emissions within systems. As research advances, the
conventional single carbon pricing mechanism has trans-
formed into a tiered carbon trading system. It has been
widely applied in the scheduling of low-carbon economies
within energy systems [8], [9], [10], [11], [12], [13], [14],
[15], [16], [17], [18], [19]. Zhu et al. [8] presents an opti-
mization scheduling model that takes into account demand
response and participation in power-to-gas (P2G) within
the carbon trading market. The traditional carbon trading
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mechanism demonstrates that a rational carbon pricing strat-
egy can effectively promote low-carbon economic activities
within systems. Wang et al. [9] presents a tiered carbon
trading mechanism and develops a low-carbon economic
scheduling model for a microgrid, with the goal of mini-
mizing both operational expenses and carbon trading costs.
This accomplishes the twin goals of decreasing operational
expenses and carbon emissions. Zhou et al. [10] introduces
a low-carbon economic operational strategy for a multi-agent
integrated energy system. The strategy is based on a two-stage
tiered carbon trading model with quota sharing mechanisms,
aimed at ensuring the system’s low carbon footprint, eco-
nomic efficiency, and effectiveness. Furthermore, the carbon
trading mechanism introduced in Wang et al. [11] is tiered.
A low-carbon optimization scheduling model is developed
with the objective of minimizing the total costs associated
with energy purchases, carbon emission trading, equipment
maintenance, and demand response. This model improves
the dependability, cost-effectiveness, and environmentally
friendly characteristics of integrated energy systems. How-
ever, although these studies present carbon trading models,
they offer limited analysis of the correlation mechanisms
between emissions and carbon trading market prices. They
also fail to consider the influence of carbon trading mech-
anisms on the impact of renewable energy usage in energy
systems. These systems may encounter diminished stability
as aresult of the extensive incorporation of renewable energy,
leading to heightened volatility within the system under the
impact of carbon trading mechanisms.

Numerous studies focused on examining the uncertainty
in source-load dynamics within energy systems that incor-
porate renewable energy sources, in order to effec-tively
improve the stability of energy systems in the con-
text of carbon trading mechanisms [20], [21], [22], [23].
Wang et al. [20] presents a three-stage mixed time-scale
rolling optimization approach that effectively addresses vari-
ations in both loads and renewable energy output. Addi-
tionally, a multi-timescale optimization operational method
is pro-posed [21], which involves ‘day-ahead - intra-day-
real-time adjustment’. This approach not only improves the
operational efficiency of combined cooling, heating, and
power (CCHP) systems but also mitigates equipment power
fluctuations and operational losses. In a similar manner,
Zhou et al. [22] seeks to minimize overall operational costs
and introduces a multi-timescale regional comprehensive
energy system scheduling model. This model accomplishes
both the economic and stable operation of regional compre-
hensive energy systems. The multi-time scale optimization
method has been shown to effectively enhance system sta-
bility. Some studies have integrated this approach with
carbon trading mechanisms, achieving low-carbon economic
efficiency in energy systems while also ensuring system
reliability [24], [25], [26], [27].

The existing body of research predominantly concentrates
on the integration of carbon trading mechanisms into diverse
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energy systems with the aim of mitigating carbon emissions.
However, there is a deficiency in comprehensive analysis of
the operational interplay between carbon trading mechanisms
and energy systems. Furthermore, there is a limited number
of studies that have integrated carbon trading mechanisms
into multi-timescale optimization scheduling models aimed
at achieving a balance between decreased carbon emissions
and operational costs, while also ensuring system stability.
While carbon trading policies vary among countries, their
essence lies in buying or selling carbon allowances to incen-
tive reductions in carbon emissions. China, as a major con-
sumer of energy with a prominent position in non-renewable
energy consumption globally and the largest installed capac-
ity of renewable energy, plays a crucial role in global energy
systems. Therefore, studying the impact of China’s carbon
trading mechanisms on energy systems is highly relevant for
global energy transitions. Consequently, this paper focuses
on studying the energy system of a specific industrial park in
China, systematically analyzing the correlation mechanisms
between park emissions and transaction prices in the carbon
trading market. The text presents a mathematical model for
energy systems in industrial parks, taking into account the
impact of a reward-penalty tiered carbon trading mechanism.
Based on the analysis conducted, a scheduling algorithm
for multi-layer, multi-timescale optimization is proposed.
This algorithm not only aims to maximize the utilization
of renewable energy sources, but also takes into account
the uncertainty associated with both renewable energy and
load demand. By maintaining a balance between supply and
demand and reducing the unpredictable fluctuations in supply
and demand, this approach effectively improves the stability
of the energy system in the industrial park, while also preserv-
ing economic efficiency and minimizing carbon emissions.

Il. CORRELATION BETWEEN INDUSTRIAL PARK
EMISSIONS AND CARBON TRADING MARKET
TRANSACTION PRICES

The fundamental purpose of the carbon trading mechanism
within the industrial park is to create a market for carbon trad-
ing, enabling participation from carbon-emitting enterprises
and users. The park’s carbon emissions are controlled through
the trading of carbon emission rights in the market, employ-
ing economic mechanisms. The operational process of the
carbon trading mechanism specifically entails the establish-
ment of legitimate carbon emission rights. It allows producers
to participate in the trading of carbon emission rights in
the market in order to accomplish emission control goals.
At the outset, government authorities assign carbon emission
quotas to each source of emissions. Producers subsequently
adjust their production and emissions to conform to their
assigned quotas. If the actual carbon emissions are lower than
the allocated quotas, excess quotas can be exchanged in the
carbon trading market. Conversely, in the event that emissions
surpass the allocated quotas, it becomes necessary to procure
extra carbon emission allowances Fig. 1 illustrates the model
of the carbon trading system.
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FIGURE 1. Carbon trading system model.

A. CARBON EMISSIONS

The carbon emissions of CCHP system in the park primarily
stem from three sources: electricity, gas, and heat. The ther-
mal load in the system is supplied by electricity and natural
gas, and the actual carbon emissions Q’C at time ¢ can be
calculated using the following equation:

c=0p+0 @
where QF. denotes the carbon emissions generated from pur-
chasing electricity from the grid; and QtG denotes the carbon

emissions of equipment using natural gas as the primary
energy source.

k
O =dp- Y Py ©)

t=1

k
Q6 =8 Mg 3)
t=1

where 8¢ denotes the carbon emission factor per unit of
electricity from the regional grid in which the system is
located; 6 denotes the carbon emission factor for natural gas;
P denotes the power exchange between the system and the
grid at time ¢; and M/; denotes the amount of natural gas input
into the system at time ¢.

B. CARBON TRADING QUOTA

Two prevalent methods of carbon quota allocation in the
current market are free allocation and paid allocation. The
process of paid allocation primarily involves an objective
reality through auctioning, which requires systems to pay cor-
responding fees for their carbon emissions. “Free allocation™
pertains to the advance allocation of com-plimentary carbon
emission quotas to entities, with the objective of bolstering
their incentive to participate.

When determining carbon emission quotas, two predomi-
nant approaches are commonly used: one based on historical
emissions and the other on bench-marking. Obtaining his-
torical emission data from companies can be challenging.
This paper adopts the bench-marking method as the pri-
mary approach for determining quotas in the power industry,
specifically focusing on establishing carbon emission quotas.
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In China, the carbon trading mechanism is presently in an
exploratory phase, and the allocation of complimentary quo-
tas varies among different power plants. The carbon emission
allowances for the electricity generation of gas turbines can
be transformed by considering the quantity of heat provided.
This process entails the conversion of electricity generation
into heat units, which are then combined with the original
heat supply to calculate the total heat. Subsequently, this total
heat is utilized for quota allocation. With regard to GB, their
allocation of quotas is determined exclusively by their heat
output, as demonstrated in Equation (4).

Di ’ Ar - (PRri + BPEi) the gas unit i is a gas turbine
1 =

Ay - Pri the gas unit i is a gas boiler

“

where Di denotes the carbon emission quota for the i-th gas
turbine unit (including gas turbines and GBs); Ar denotes the
quota coefficient for gas turbine units; Pg; denotes the heat
output of the i-th gas turbine unit; Pg; denotes the electricity
output of the i-th gas turbine unit; and § is the conversion
factor for electricity.

C. CARBON TRADING MECHANISMS

In China, the carbon trading mechanism primarily manifests
in two forms: traditional carbon trading and tiered carbon
trading.

1) TRADITIONAL CARBON TRADING MECHANISM

The traditional carbon trading mechanism is a system in
which, during a specified time period, a system entity can
earn trading credits and sell them for profit if their car-
bon dioxide emissions do not exceed the emission quota.
Otherwise, they are required to acquire additional emissions
allowances.

Once the carbon emission rights quota and actual carbon
emissions of the system have been established, it is possible
to calculate the volume of actual carbon emission trading that
occurs in the carbon trading market.

Giest = Gigs,a + G (5)

where Gjgs ; denotes the actual carbon emission trading vol-
ume engaged in the carbon trading market; G denotes the
system’s carbon emission rights quota; and Gjgs , denotes the
actual total carbon emissions of the system.

The representation of carbon trading cost is determined as
follows:

Fc =M Gigs,; (6)

where F¢ denotes the required payment for carbon trading
expenses; and A denotes the unit carbon emission trading
price.

2) TIERED CARBON TRADING MECHANISM
The tiered carbon trading mechanism entails the segmen-
tation of carbon dioxide emissions into multiple tiers or
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intervals. The higher the tier of carbon emissions, the higher
the unit price for carbon emission trading, resulting in
increased costs for the system. The expression for carbon
trading cost is shown as follows:

[\ Gigs,s 0=<Gs;: <!
A (+p) - (Gres, —1)+A -1
[ < GIES,t < 2l
A (142u) - (Gres, —20) 4+ - 2+p) - 1
Fc = 21 < Gigs,y <31 (D)
A (143w - (Gres, =30 +4 - B3+3p) -
31 < GIES,t < 41
b (1+47) - (Grs  —41) +2 - (A+6p) -1
Gies,: > 4

where F¢ denotes the tiered carbon trading cost; A stands for
the base price of carbon trading; [ denotes the length of the
carbon emissions tier; and p represents the increment in the
price of tiered carbon trading.

3) REWARD-PENALTY TIERED CARBON TRADING
MECHANISM

Reward-penalty tiered carbon trading mechanism incor-
porates reward-penalty coefficients into the tiered carbon
trading system, which compares actual emissions with des-
ignated emissions in order to provide incentives or penalties.
The unit price for purchasing carbon quotas increases as
an entity surpasses its allocated quota, leading to additional
punitive costs as a result of the tiered carbon pricing. Con-
versely, if the actual emissions do not surpass the allocated
quota, any surplus carbon quotas can be traded in the carbon
market, resulting in additional benefits.

Compared to the traditional carbon trading pricing mech-
anism, which is designed to further reduce carbon emis-
sions, the reward-penalty tiered pricing mechanism di-vides
multiple purchasing intervals. It introduces reward-penalty
coefficients in addition to carbon trading, which aims to
incentive energy-efficient initiatives by energy supply enter-
prises. These coefficients provide incentives or sanctions
depending on the discrepancy between the actual and spec-
ified emission levels.

When a power company’s carbon emissions decrease
below the allocated carbon quotas, government departments
provide specific technical subsidies as incentives. In this
scenario, the cost of carbon trading for this portion can be
expressed as follows:

[ A (14+2B) - (Gigs,  +21) —1-Q2+B) -1
Gies,r < =21
—A-(1+B) - (s +1) — 11
=2l < GIES,t < -l
—A - Gigs,t
—1 < Gs,: <0

Fc =

®)
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If a power company’s actual carbon emissions surpass the
allocated carbon quotas, the company is required to procure
additional carbon quotas from the carbon trading market. The
cost of carbon trading for this segment can be represented as
follows:

A-Gisy 0=<Ggs, <!

A-(L4a) (Gs—1)+ 11
l < GIES,t <2l

(1 +2a) - (Gs —20) +2-Q+a)-1
2l < GIES,t < 3]

~(143a) - (Gigs,s —31) +A-(3+3a) - |
3l < GIES,t < 4l

(1 +4a) - (Gigss —4l) + A~ (4+6a) -1
Gies, = 4

>

Fe

N

>

®

where F¢ denotes the cost of the reward-penalty tiered carbon
trading; A denotes the base price of carbon trading; / denotes
the length of the carbon emissions tier; and & and 8 denote the
reward and penalty coefficients in the reward-penalty tiered
carbon trading, respectively.

4) EXPLANATION AND JUSTIFICATION OF KEY
ASSUMPTIONS

Based on the previous introduction of various carbon trading
mechanisms, this paper presents the relationships between
carbon trading cost and carbon trading volume for the tradi-
tional carbon trading model, the tiered carbon trading model,
and the reward-penalty tiered carbon trading model, as shown
in Fig. 2.

__ Traditional Carbon

Trading
. Tiered Carbon
ACarbon Trading = T Truting
/
Cost/GNY The Reward and Penalty
AG+30)l Tiered Carbon Trading
M2+l
T | — = -

31 Carbon trading
volume/t

EYeI))

FIGURE 2. Relationship between carbon trading costs and trading volume.

From Fig. 2, it can be concluded that the tiered carbon
trading mechanism performs better than the traditional car-
bon trading mechanism when the carbon trading volume
is positive (system carbon emissions exceed the allocated
carbon quota). The more the system emits carbon, the more
carbon quotas need to be purchased, leading to higher carbon
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quota prices and increased economic costs for the system,
while excessive carbon emissions are harmful to the environ-
ment. In this stage, the reward-penalty tiered carbon trading
mechanism performs similarly to the tiered carbon trading
mechanism.

The reward-penalty tiered carbon trading mechanism per-
forms better than the traditional carbon trading mechanism
when the carbon trading volume is negative (system carbon
emissions are less than the allocated carbon quota). The less
the system emits carbon, the more carbon quotas can be sold
to the carbon market, resulting in higher selling prices for
carbon quotas and increased revenue for the system, thereby
reducing economic pressure. This tiered purchase price drives
the energy system towards reducing carbon emissions.

Comparing the three carbon trading mechanisms, the
reward-penalty tiered carbon trading mechanism outperforms
both when the carbon trading volume is positive and negative.
Therefore, this paper selects the reward-penalty tiered carbon
trading mechanism as part of the objective function to be
integrated into the CCHP system to reduce carbon emissions
and enhance low-carbon economic performance.

Ill. ENERGY SYSTEM MODELING UNDER CARBON
TRADING MECHANISM

The paper considers the varied energy requirements within
the park and designs a CCHP system that integrates four
energy sources: cooling, heating, electricity, and gas. The
system incorporates a centralized power bus for the exchange
of electrical power with the grid, as depicted in Fig. 3.
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FIGURE 3. CCHP model.

The park’s energy system is comprised of three primary
components: energy input, energy conversion, and energy
output. The energy input side primarily comprises pho-
tovoltaic (PV), wind turbine (WT), the power grid, and
natural gas networks. The energy conversion side includes
a variety of equipment such as fuel cell (FC), micro-gas
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turbine (MT), gas boiler (GB), waste heat boiler (WHB),
electric boiler (EB), ice-storage air-conditioning (ISAC),
absorption refrigerator (AR), and heat exchanger (HE).
Energy storage (ES) systems on the conversion side mainly
consist of ES devices, cold energy storage (CS), and heat
energy storage (HS). The energy output side addresses the
necessary cooling, heating, and electrical demands.

The fuel consumption of MT can be estimated using a
linear function [28]:

Flo=am Phy 4 Br - ULy (10

where P,{,IT denotes the output electrical power of MT during
the T-th interval;, U AZT denotes the on-off status indicator
for MT; 0 and 1 denote the status of off and on, respectively;
oF; and Br; denote the fuel coefficients for MT.

During the operation of MT system, the high-temperature
waste flue gas is captured and utilized for heating and cooling
purposes through WHB, HE, and AR. This paper does not
take into account the effects of environmental factors and
combustion efficiency on MT. The characteristic model of
MT is obtained as follows:

GT _P;/IT'(l_nMT_nL)

Mr nmr

T T an
HMT = GMT - Cop,nh
Ouir = Gigr - Cop.cne

where GI{,,T denotes the waste heat from MT during the 7-th
interval; nyr denotes the power generation efficiency of MT;
nr, denotes the heat dissipation coefficient; H AET and Q,{,,T
denote the heat and cooling output of HE and AR during the
T-th interval, respectively; Cop,, and 1y denote the heating
coefficient and flue gas recovery rate of HE, respectively;
Cop,c and 7. denote the cooling coefficient and flue gas
recovery rate of AR, respectively.

The responsibility of electricity scheduling during daily
operations will be assumed by FC. Consequently, this paper
does not address the utilization of its waste heat. Its fuel
consumption is given as follows [29]:

Fle=a.-PLo+ B, - Uk: (12)

where P;C denotes the output electrical power of FC dur-
ing the T-th interval; U FTC denote the on-off status indicator
for FC; 0 and 1 denote the status of off and on, respectively;
o, and B, denote the fuel coefficients for FC.

ISAC system consists of chillers, cold storage tanks, and
auxiliary equipment. This paper utilizes a parallel ISAC sys-
tem [30], where ice storage is limited to off-peak elec-tricity
pricing periods, and the chillers can provide cooling and
store ice simultaneously. The power consumption formulas
for each device can be available in Bao et al. [31]. The specific
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constraints are determined as follows:

Uy Q4" < Qg < Uy - Q4™
0< Q? =< UZ ' ngx UCT =0,T 7é Qvalley
13

on" < of +0f < op™ "
0< QZ; = Ua’T ' szx UJ =0,T 7'é Qvalley
where Q7 and Q7 denote the output cooling power and ice
storage power of the chillers respectively; Qg denotes the
melting power of the cold storage tank; Ul and U denote
the cooling and ice storage status flags of the chillers, respec-
tively; UdT denotes the status flag of the cold storage tank;
0 and 1 denote the status of off and on, respectively; and
Qyaliey denotes the set of all time periods during off-peak
electricity pricing.

To capitalize on the low-carbon attributes of CCHP system,
a reward-penalty tiered carbon trading mechanism has been
implemented to constrain the system’s carbon emissions.
Given that the system exclusively procures electricity from
thermal power sources from the external grid, the carbon
emissions within CCHP system are primarily derived from
three sources: purchased electricity from the upper-level grid,
GB, and CHP. Both GB and CHP produce carbon dioxide
as a byproduct of natural gas combustion. The quota method
utilized in this paper involves the gratuitous allocation. Con-
sequently, the distribution of complimentary carbon emission
allowances for carbon trading is outlined as follows:

[ G = GGria + Genp + Gon

T
bt
GGrid = €e - ZPg’,y - At
t=1

: (14)
Gcup = e - (Z Pe—h - Pyur.i + PWHB,t) AY

t=1
T

GG = ¢€p - ZPGB,z - At
=1

where denote Ggrig, Gepp, and Ggp free carbon quotas for
purchased electricity from the external grid (IES), CHP, and
GB, respectively; G denotes the total carbon quota of IES;
szl,y denotes the purchased electricity amount from IES; &,
and g, denote the free carbon quota coefficients per unit of
electricity and per unit of the heat, respectively; ¢._j;, denotes
the conversion factor for transforming power generation into
heat sup-ply, which is 6 MJ/(kWh) [32]; Pyr, denotes the
output power of MT in the electric power; Pwgp,; and Pgp s
denote the heat output power of WHB and GB, respectively.

IV. MULTI-TIME-SCALE LAYERED OPTIMIZATION FOR
CARBON EMISSION SCHEDULING

To mitigate the potential effects of uncertainties in renewable
energy and load forecasting on the scheduling of CCHP
systems, this study develops a multi-time scale optimization
scheduling model that covers daily and intraday periods. Day-
ahead scheduling achieves low-carbon economic benefits by
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optimizing the system structure from a spatial dimension.
The multi-time scale optimization scheduling strategy, on the
other hand, leverages the advantage of increased prediction
accuracy as the scheduling time scale decreases, reducing
the impact of renewable energy and load uncertainties and
equipment output fluctuations on the scheduling results. The
multi-time scale optimization scheduling block diagram pro-
posed in this paper is shown in Fig. 4.

Day-Ahead
Scheduling

Conducted 24h in
Advance

Day-ahead Load
and Wind Power
Forecasts

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,
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|

Intra-day Optimized Scheduling
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FIGURE 4. Multi-Time scale optimization scheduling block diagram.

(1) The daily scheduling phase operates on a 1-hour time
scale with the objective of minimizing the combined costs of
procurement, operational, and reward-penalty tiered carbon
trading. It produces a 24-hour operational plan in advance
for each device. The intraday rolling optimization scheduling
follows the previous schedule and adjusts the forecast infor-
mation within the subsequent control time domain, taking
into account the variations in different energy sources at the
scheduling time scale.

(2) Intraday rolling optimization scheduling shortens the
prediction period based on day-ahead forecasting. Due to
the different characteristics of various energies over different
time scales, a dual-time scale scheduling strategy is used
to balance power fluctuations of different energies, dividing
the intraday rolling optimization scheduling into an upper
and lower layer structure. The upper stratum is designed
to mitigate extended fluctuations in thermal energy output
and functions within a control time frame of 1 hour, with
a scheduling window of 2 hours. The lower layer deals
with shorter-term variations in electrical power, functioning
within a control time domain of 5 minutes, with a scheduling
window of 1 hour. Rolling optimization involves saving the
optimization results from the previous control time domain.
The second optimization starts from the next control domain
using new forecast data, repeating the above optimization
process in a rolling update fashion. Rolling optimization
further enhances the system’s low-carbon economic benefits
and enhances its capacity to integrate new energy sources.
Intraday rolling optimization aims to adjust the output of sys-
tem energy devices to ensure smooth operation, progressively
refining time scales to reduce the impact of generation and
load power fluctuations on system optimization.
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A. ADVANCED DAY-AHEAD SCHEDULING MODEL
CONSIDERING A TIERED CARBON TRADING

MECHANISM

1) TRADITIONAL CARBON TRADING MECHANISM

The scheduling model has recently been developed as a
mixed-integer linear programming problem, aiming to mini-
mize the total costs associated with procurement, operational
maintenance, and stepwise carbon trading.

F = min (Cng + Cps + Cgria + Fc) (15)

where F denotes the total cost of IES; Cng, Chr, Cgrias
and Fc denote the procurement cost for gas, battery
charge-discharge aging cost, electricity procurement cost,
and stepwise carbon trading cost, respectively. The expres-
sion for > F¢ ’ is expressed in Equation (8) and Equation (9),
while the remaining three components are represented as
follows:

-

24
T T T
Cpr = Zsz : (Uht,dis + Ubt,chr) AT
—

n
T T T
2 > FyritFgp+Fre

=1
CnG = ZRJCG |- o - AT
— NG

24

T T
Cgrid = ZRgrid ' Pgrid AT
T=1

(16)

where AT denotes the time interval; Rl{t denotes the unit
battery aging cost; Uth’ oy and Usz, 4is denote the charging
and discharging status flags of the battery, respectively; 0 and
1 denote the status of off and on, respectively; R](,G denotes
the purchase price of natural gas for the system in the 7-th
period; F AET, F gB, and F IZC denote the fuel consumption of
MT, GB, and FC in the 7-th period, respectively; Hyg denotes
the lower heating value of natural gas; Rng. 4 and Pgn. 4 denote
the unit purchase price and the purchased power of electricity
in the 7-th period, respectively.

2) CONSTRAINTS
Taking into account the physical characteristics of the sys-
tem’s various devices and energy balance, the constraints that
this paper needs to satisfy are as follows:

(1) Equipment operation constraints

The operational constraints for each device must comply
with the minimum and maximum output levels as well as the
maximum and minimum ramp rates. Specifically designed
for MT as follows:

UAET'PT/¥§P{4T§UAET' MT a7
-1
P%/%VnSP;/IT_PMT < Pyr (18)

where PI’(',I’Y’E and Py denote the minimum and maximum
output power of MT, respectively; P{,IT denotes the output
electrical power of MT in the 7-th time interval; U &T denotes
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the start-stop status flag of MT; 0 and 1 denote the status of
off and on, respectively; PX,’,’T and P‘IM"}" " denote the upper and
lower ramp rate limits of MT, respectively.

To prevent negative impacts on battery lifespan caused by
low power and low state of charge (SOC) during charge and
discharge, it is essential for battery operation to comply with
the limitations of charging, discharging, and SOC, which can
be expressed as follows:

T min T T max
Upt.cnr * Pot,chr = Pot,cir = Upt,chr * Por,chr (19)
UT . pmin < PT < UT . pmax
bt,dis bt,dis — * bt,dis — “~ bt,dis bt ,dis

P

T _ oT—1 T bt,dis
Ssoc = Ssoc +\ Mor.chr - Por cnr — — |- AT

Nbt,dis

S5 < Ssoc < S$5¢
(20

where SSTOC denotes SOC value of the battery; PZI‘CM and
sz, 4is denote the charging and discharging power of the
battery, respectively; np chr and np; 4is denote the charging
and discharging efficiency of the battery, respectively; AT
denotes the time interval in the scheduling plan; Uth’Chr
and Uth’ 4is Satisfy the mutually exclusive constraint and
the charge-discharge frequency constraint (Equations (21)
and (22)), respectively.

UbT;‘,chr + Ulz;,dis = 1 (21)
24
T T
Z Upt,chr + Uprais =T (22)
T=1

During practical operation, the battery must comply with
the charge-discharge ramp rate constraint as illustrated in
Equation (23) as follows:

PZIO,‘Z'Zr = Pi{t,chr - P}Zt,_clhr = PZf,chr
(23)
PZ;),P:I?S = P}Z;t,dis - Ply;t,_dlis = PZf,dis
where Py} , . Pl PP . and P{o denote the upper and
lower ramp rate limits for the charging and discharging states
of the battery.

When HE, HS, and EB are unable to attain thermal power
balance status within the system, GB compensates for the
shortfall. Therefore, it is necessary for GB to comply with
the constraints illustrated in Equations (24) and (25).

Hip = Flg - ncs (24)
HEY' < Hlp < HEgE (25)

where F, Z;B denotes the natural gas consumption of GB in the
T-th period; HCT;B denotes the output thermal power of GB
in the 7-th period; and ngp denotes the efficiency coefficient
of GB.

EB utilizes surplus electricity during low-demand periods
for heating, adhering to specified operational limits.

Hlp=PLg nes (26)
0 < Pgp < Pig" 27
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where P‘{:B and H gB denote the power consumption and output
thermal power of EB in the T-th period, respectively; Pii*
denotes the rated capacity of EB; and ngp denotes the effi-
ciency coefficient of EB.

The thermal storage tank has the capacity to store sur-
plus heat energy when it is abundant and to release heat
energy when there is an inadequate supply or when the cost
of heat generation is high. This improves the operational
flexibility and cost-effectiveness of the system, provided that
the capacity constraints and charge-discharge thermal power
constraints outlined in Equations (28) and (29) are met.

HT
T T—1 T tst,dis
Wi = Wi - (1 —vi) +\ Nest,chr 'Htst,chr - .
Ntst  dis
min T max
Wtst = Wtst = Wtst
(28)
T min T T max
Utsl,chr *Hpt,chr = Htst,chr = Utst,chr “ Mgt chr
(29)
T min T T max
Utst,dis “ Myt dis = Htst,dis = Utst,dis * Hystt dis

where W/ denotes the stored thermal energy in the ther-
mal storage tank; Hgt’ oy and Ht?;t, 4is denote the charging
and discharging thermal power of the thermal storage tank,
respectively; y, denotes the self-discharge rate of energy
in the thermal storage tank; ngt’chr and ’7sz;, 4is denote the
charging and discharging efficiencies of the thermal storage
tank, respectively; U z{t, o and U, z{z, 4is denote the charging and
discharging status flags of the thermal storage tank, which
is subject to the mutually exclusive constraint illustrated in
Equation (30), respectively; and 0 and 1 denote the status of

off and on, respectively.
T T
Utst,chr + Utst,dis = 1 (30)

Similar to the operation mode of the battery, the thermal
storage tank must adhere to the ramp rate constraints as
indicated in Equation (31).

down T T—1 up
Htst,chr = Htxt,chr - Htst,chr = Hm,chr
d T T—1 (3 I )
own - up
Htst,dis = Htst,dis - Htxt,dis = Htxt,dis
up down up down
where Hy, ... Hy/ oy Hy, g and Hy 2o denote the upper and

lower ramp rate limits for the charging and discharging states
of the thermal storage tank.

The chilled water tank is a crucial component of ISAC
system. The model considers loss coefficients, refrigeration
efficiency, and large storage capacity, while ensuring adher-
ence to operational constraints depicted in Equations (32)

and (33).
T T-1 T Ou
Sice = Sice ' (1 - VQ) + (nice,chr . QC - ) (32)
Nice,dis
S < Site = Sice | < Sity (33)

where Sl.];e denotes the cooling capacity stored in the
chilled water tank for the 7-th time interval; yo denotes
the self-discharge coefficient; njce,cnr and njce qis denote the
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coeffi-cients for ice storage and ice melting, respectively; Si"fz
and Si’ioew" denote the upper and lower ramp rate limits for the
chilled water tank, respectively.

(2) System constraints

In addition to the operational limitations of the equipment,
the system must also adhere to constraints related to electri-
cal, cooling, and heating power balance, as well as exchange

power.

r n
T T T T T T
Pyr + Ppy +ZPMT,1'+PFC + Poria = Por chr
i—1

T T T T
+Pp, dis = Pioaa + Pisac + Pes
n
T T AT T
> Or.i+ 0 + 0 = 0l
i=1
n

T T T T T T
ZHMT,i + Hip + Hgg — Hig o + Higt gis = Hipaa

i=1

(34)

where ngr’ P}T)V, and P;C denote the output power of WT,
PV, and FC, respectively; Pgri 4 denotes the purchased power;
PITSAC denotes the electricity consumption of ISAC in the
T-th time interval; Q;,,T denotes the cooling capacity of
AR in the T-th time interval; Qg and Qg denote the cool-
ing output power of ISAC’s refrigeration unit and the ice
melting power of ISAC’s chilled water tank, respectively.
H;[T denotes the cooling capacity of HE in the 7-th time
interval.

B. INTRADAY ROLLING OPTIMIZATION SCHEDULING
MODEL

1) UPPER-LEVEL ROLLING OPTIMIZATION SCHEDULING
MODEL

In the upper-level optimization problem, the adjustment of
each micro-source’s output is determined by the variation
of thermal and cold loads at time ¢, in order to mitigate
fluctuations in thermal and cold energy power, while adhering
to the operational state of MT in advance and the thermal
and cold scheduling strategy. The upper-level rolling opti-
mization scheduling is designed to minimize the total of
procurement costs, equipment adjustment penalty costs, and
stepwise carbon trading costs, which are expressed as the
objective function in Equation (35):

k+M
Fi=min Y Clsyc +Chg+ Chp+Fer - (39)
t=k

where M denotes the control time domain of the thermal and
cold scheduling; and Cj¢,, Cyg» Crp. and Fci denote the
procurement cost of, gas, EB adjustment cost, and intraday
stepwise carbon trading cost, respectively. The expression for
"Fc1’ is expressed in Equation (8) and Equation (9), while the
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remaining three components are represented as follows:

t _ t 2
Cisac = tsac - (APigac)” - At
T T
R . Fyr+AFyr+FeptAFGy
NG Hvo

2 £ \2
+Hmr - (Apfw) + 1GB - (AHGB)
Chp = nen - (APg)” - At
(36)

where At denotes the time interval in the intraday schedul-
ing; R5VG denotes the purchase price of natural gas for the
system in the 7-zh interval; AF},, and AF(, denote the fuel
consumption adjustment quantities for MT and GB in the ¢-th
interval, respectively; AP}, and AH[, denote the adjust-
ment power for MT and GB in the #-th interval, respectively;
umt and pugp denote the unit penalty costs for adjustment
of MT and GB, respectively; ugp denotes the unit penalty
cost for EB adjustment quantity; AP}, denotes the adjust-
ment power of EB in the 7-th interval; usac denotes the
unit penalty cost for ISAC adjustment quantity; and APig, ~
denotes the adjustment power of ISAC in the #-th interval.

The intraday thermal and cold energy scheduling must also
adhere to power constraints for cold, hot, and MT, which can
be expressed as follows:

n
> O+ Qb+ 0 = Qg

i=1
n

t t t t t _ t
ZHMT,i + HEB + HGB - Htst,chr + Htst,dis - Hload
i=1

—0.05Py7 < AP < 0.05P)5

(37)

2) LOWER-LEVEL ROLLING OPTIMIZATION SCHEDULING
MODEL

In the lower-level optimization problem, the charge-discharge
state of ES is taken into account in advance, and modifi-
cations are made to the previous schedule in response to
fluctuations in renewable energy, electrical loads, and vari-
ations in the power of upper-level devices. The lower-level
rolling optimization scheduling is designed to minimize both
the procurement cost and the penalty cost associated with
equipment adjustment, as depicted in Equation (38):

k+N 2
F> = min Z Cérid + CI{"C + C;;t + /3 . (S,ST"OC - S.g‘OC)
t=k
(38)

where N denotes the control time domain of the electrical
energy scheduling; C g,”. 4+ Crc» and Cj, denote the procure-
ment cost of electricity, FC adjustment cost, and the cost
associated with changes in the charging and discharging
power of the battery, respectively; and 8 denotes the penalty
factor for ES SOC. The remaining three components are
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represented as follows:

T
C;rid = [R;rid'(Pgrid+AP;rid) +ﬂgrid ’ (APgrm') :|'At

FL.+ AF!
Hng

[(APbt dzs) +] ’ (Aptbt,chr)2 At

+ i - (AP;C)Z} N

Cét =
(39)

where R;n‘ 4 denotes the electricity purchase price ¢ or the
system in the t-th interval; pgrg denotes the unit penalty
cost for exchange power adjustment quantity; AP;rid de-
notes the exchange power adjustment rate in the ¢-th interval,
urc denotes the unit penalty cost for FC adjustment quantity;
AP denotes the adjustment power of FC in the 7-th inter-
val; 1, denotes the unit penalty cost for battery adjustment
quantity; APbt oy and APbt 4is denote the adjustment power
for charging and dlscha.rglng of the battery in the 7-th interval,
respectively.

The intraday electrical energy scheduling must adhere
to constraints related to power balance, intraday SOC,
and exchange power with the grid, which are shown as
follows:

r n
T
Pyr + Ppy +ZPMT,1+P§VC+Ptnd Ply ehr
i1
+Phyr dis = Ploaa T+ Pisac + Pe

Che = —0.0581)c < AShoc < 0.058%,¢
—0.05P}y < APy < 0.05Pp%

(40)

V. CASE STUDY

A. FUNDAMENTAL DATA

This paper conducts simulation experiments utilizing the park
system depicted in Figure 3 as a case study. The simula-
tion parameters are delineated in Table 1. The an-ticipated
patterns for electricity, heat, and cooling demands, as well
as wind power and PV power, are illustrated in Fig. 5.
Time-of-use electricity rates are detailed in Table 2. The
operational mode of ISAC includes daytime cooling oper-
ations and simultaneous ice storage and cooling during
the night. The process of ice melting from the ice stor-
age tank is limited to peak electricity pricing periods. This
approach enables the micro-grid system to attain advan-
tageous economic scheduling outcomes. Gurobi solver is
utilized for both the day-ahead and intraday stages in this
study.

B. DAY-AHEAD SCHEDULING RESULTS

The day-ahead scheduling provides a 24-hour operating plan
for each device, allowing CCHP system to achieve optimal
low-carbon and cost-effective operation based on this plan.
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TABLE 1. Model parameters.

Parameters Value
Opy s P 2.64, 66.2
Opys Pro 2.7, 50
n 0.02
Corsnr Cop. 1.5, 0.95
Hes 0.9
Hep 0.93
rltst.chr’ ;/Itst.dis 0.98, 0.98
rlbr.chr’ r]br.di_y 0.95, 0.95
;/Iice.chr ’ ;/Iice.dis 0.67, 0.75
Yo Yo 0.02
Ryq 0.6CNY/m3
Hy 9.78KW/m3
B s Pur 600, 450
Bur s Purs 15
Heg' s Hey 1400, 0
Py 1000
PJZ‘;’“, P 2100, 0
0, 500
o 300
0" 120
B pr 0, 200
br, dLS 4 IZin'.dis 0, 200
Hylrr Hig, 0, 200
sedis? iy 0, 150
Cold load
Thermal load
Electric load
2200 Photovoltaic Output
2000 | —— Wind power generation
1800 |
1600
~ 1400
& 1200 +
g 1000
‘S‘ 800
600
400
200 w\\—/
7 . : : : : ;
0 4 8 12 16 20 24

Time (h)

FIGURE 5. Predictive data for electrical, thermal, and cooling loads,
alongside wind and PV energy.

TABLE 2. Schedule of electricity prices based on time-of-use.

Time Price
6:00-11:00
peak 17:00-22:00 121
flat 11:00-17:00 0.73
valley 22:00-6:00 0.45

1) ANALYSIS OF LOW-CARBON PERFORMANCE AND
ECONOMIC VIABILITY UNDER CARBON TRADING
MECHANISM

The carbon trading price is established at 120 CNY per
ton, with penalty and re-ward coefficients for tiered carbon
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pricing set at 0.2 and 0.25, and a carbon trading volume
interval of 1000 tons, leading to the resolution of the model.

To demonstrate the benefits of optimizing the schedul-
ing of CCHP system and integrating the newly introduced
reward-penalty tiered carbon trading mechanism to enhance
economic and environmental efficiency, this study examines
three scenarios:

Scenario 1 represents the baseline model where CCHP
system’s optimization does not account for carbon trading-
associated costs.

Scenario 2 involves the incorporation of a traditional car-
bon trading mechanism into the optimization model of CCHP
system.

Scenario 3 (the proposed scenario) incorporates the inte-
gration of a reward-penalty tiered carbon trading mechanism
into the optimization model of CCHP system.

Scenario 4 Optimization Scheduling Model of CCHP Sys-
tems Considering Reward-Penalty Tiered Carbon Trading
Mechanism, Utilizing Particle Swarm Algorithm for Optimal
Operation.

The scheduling results under these four scenarios are com-
pared and presented in Table 3.

TABLE 3. Comparison of day-ahead scheduling results under different
operational scenarios.

. C‘flrbon Total Operating
scenarios Trading Costs Costs (in CNY)
(in CNY)
1 10085.70 57800
2 6364.58 54100
3 5621.39 53400
4 5684.64 53564

Table 3 illustrates that in comparison to Scenario 1, Sce-
nario 2, which incorporates the traditional carbon trading
mechanism, decreased carbon trading expenses by 36.90%
and total costs by 6.40%. The decrease in emissions is
ascribed to the incorporation of carbon trading expenses in
the goal function, leading to stricter regulation of emissions
and modifications in unit production, thereby reducing total
expenses.

The results presented in Table 3 provide additional evi-
dence that Scenario 3, in comparison to Scenario 2, resulted
in a further reduction of 11.68% in carbon trading costs and
a 1.29% decrease in total costs. The enhancement can be
attributed to the implementation of a reward-penalty tiered
carbon trading mechanism in Scenario 3, which has facil-
itated a more efficient control of emissions through the
imposition of higher carbon trading prices. This mechanism
enabled the optimization of unit power output, leading to a
reduction in carbon trading costs and subsequently lowering
the overall system costs.

Comparing Scenario 3 and Scenario 4 reveals that under
unchanged system conditions, the optimal results obtained
using Gurobi solver and Particle Swarm Algorithm are simi-
lar. However, Gurobi solver demonstrates distinct advantages
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in terms of solution speed, stability, guarantee of global opti-
mality, debugging, maintenance, and scalability.

In summary, the proposed optimization scheduling method
for CCHP systems considering reward-penalty tiered carbon
trading mechanism not only enhances energy efficiency and
achieves economic and low-carbon performance of CCHP
systems but also offers advantages in solution speed, accu-
racy, and operational feasibility.

2) ANALYSIS RESULTS OF SOURCE-LOAD SCHEDULING
BALANCE STATUS

The analysis in Section V-B1 demonstrates that the tiered car-
bon trading mechanism, which incorporates reward-penalty
aspects, more effectively improves the park’s energy uti-
lization with higher efficiency. Therefore, this section is
dedicated to analyzing the results of the day-ahead opti-
mization for Scenario Three. The scheduling out-comes are
depicted in Fig. 6 to 8.

Based on the electricity load balance status depicted in
Fig. 6, the electricity load remains consistently low during the
off-peak period from 22:00 to 06:00. The out-put of renew-
able energy gradually increases over this period, with the
primary load being supported by point of common coupling
(PCC). During the peak period from 06:00 to 11:00, there is a
steady increase in electricity load. The output from both MT
and FC demonstrates a continuous increase, eventually reach-
ing a state of full load operation for a certain period. During
this period, ES and the low power-consuming chilled water
tank initiate the release of energy to decrease the system’s
reliance on the external power grid.

During the standard pricing period from 11:00 to 17:00,
there is a gradual decrease in electricity demand. MT gradu-
ally reduces its output, resulting in a decrease in thermal and
cooling energy supply.

I VT [ ES

[ rc [ =B
[CTpcCc I ISAC
I W T clectric load
| — PV
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FIGURE 6. Analysis results of electricity load balance status.
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FIGURE 7. Analysis results of hot load balance status analysis results.
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FIGURE 8. Analysis results of cooling load balance status.

The second peak period in electricity pricing occurs
between 17:00 and 22:00. The operational status of the sys-
tem reflects that of the 06:00 to 11:00 period. However, due to
the reduced output of wind energy at this time, the frequency
of discharging ES system is higher compared to the first peak
pricing period.

The thermal load balance status, as illustrated in Fig. 7,
indicates that during the off-peak period from 22:00 to 06:00,
the thermal load is predominantly sustained by GB and EB.
During the peak period from 06:00 to 11:00, there is a
strategy in place to decrease the system’s reliance on the
external power grid by storing excess thermal energy using
the HS equipment, which in turn reduces the conversion
power of EB.

During the standard pricing period from 11:00 to 17:00,
when the supply of thermal energy from MT decreases,
HS equipment initiates the release of thermal energy.

During the time frame of 17:00 to 22:00, which signifies
the second peak period for electricity pricing, the operational
status of the system closely mirrors that of the 06:00 to
11:00 period.
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With respect to the cooling load balance status (Fig. 8), the
cooling load remains at a low level during the off-peak period
from 22:00 to 06:00, primarily supported by ISAC.

During the standard pricing period from 11:00 to 17:00, the
cooling capacity of AR increases as a result of the reduced
thermal energy supplied by MT.

During the time frame of 17:00 to 22:00, which signifies
the second peak period for electricity pricing, the operational
status of the system is essentially comparable to that of the
06:00 to 11:00 period.

C. ANALYSIS RESULTS OF INTRADAY SCHEDULING
MODEL

1) ANALYSIS OF THE EFFECTIVENESS OF MULTI-TIME SCALE
MODELS

Using the optimization scheduling algorithm proposed in
this study, combined with the conditions of Scenario Three,
the multi-time scale optimization scheduling results are pre-
sented in Table 4.

TABLE 4. Multi-time scale optimization scheduling results.

Day-ahead Intraday

Wind power
integration
capacity/kW
Photovoltaic
integration
capacity/kW
Wind power
integration
rate/%
Photovoltaic
integration
rate/%

397.36 398.49

21991 220.53
96.80 98.81

97.50 99.38

To verify the enhancement of renewable energy integration
capacity through multi-time scale optimization, calculations
were conducted to determine the integration capacities of
wind and photovoltaic (PV) power as shown in Table 4.
As indicated in Table 4, under multi-time scale scheduling,
both wind and PV integration capacities have significantly
improved. The integration rate of wind power reached
98.61%, which is 2.01% higher than that achieved with previ-
ous day scheduling. Similarly, the PV integration rate reached
99.38%, an improvement of 1.88% compared to previous day
scheduling. These results demonstrate that multi-time scale
scheduling effectively enhances the integration capacity of
renewable energy sources.

2) COMPARISON AND ANALYSIS OF OUTPUT ADJUSTMENT
FOR VARIOUS EQUIPMENT BETWEEN B. DAY-AHEAD AND
INTRADAY PERIODS

The implementation of carbon trading mechanisms incentives
the adoption of renewable energy sources within the system.
However, the day-ahead scheduling plans rely on hourly
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time scales, resulting in substantial fluctuations in system
power. Consequently, this study aims to rectify the inaccura-
cies stemming from day-ahead predictions by implementing
intraday forecasting adjustments. Concurrently, it regulates
the output of equipment to minimize the negative impact of
fluctuations in renewable energy power on the park’s energy
system. The optimization scheduling algorithm presented in
this paper is employed in combination with the conditions
specified in Scenario Three to illustrate the intraday opti-
mized scheduling results in Fig. 9 to 14.

With respect to the scheduling of upper-level thermal
energy, Fig. 9 demonstrates that EB follows the day-ahead
operational plan, while also making slight modifications in
response to real-time heat demand. During periods of low
electricity prices, the system boosts its output to accumulate
excess heat load for utilization during peak electricity pricing.
Fig. 10 demonstrates that GB conforms to the day-ahead
operational plan, with minor modifications made in response
to real-time heat demand in order to promptly fulfill user heat
load requirements. Fig. 11 illustrates that ISAC adheres to the
day-ahead operational plan, with slight modifications made in
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FIGURE 9. EB output power.
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FIGURE 10. GB output power.
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FIGURE 11. ISAC(Qa) output power.

response to real-time cooling demand. During periods of low
electricity prices, the system in-creases its output and stores
excess cooling load for use during peak electricity pricing.
For lower-level electricity scheduling, Fig. 12 illustrates
that MT adheres to the day-ahead operational plan and imple-
ments real-time adjustments in response to the system load
in order to promptly fulfill the system’s electricity demand.
Fig. 13 presents the scheduling outcomes for grid interaction
power, demonstrating a decrease in the system’s electricity
procurement curve during periods of peak pricing. The curves
representing flat and low pricing periods are modified accord-
ing to real-time demand. During periods of peak pricing,
the reduction of purchased electricity through the use of
stored loads can result in a decrease in the daily operating
costs of the system. During the intraday scheduling stage,
the management of system power fluctuations is primarily
handled by FC, as illustrated in Fig. 14, in order to take into
account the service life of ES and the stable operation of the
external power grid. The implementation of a multi-timescale
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FIGURE 12. MT output power.
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operational strategy serves to promptly mitigate user load
fluctuations and minimize significant fluctuations in equip-
ment output, thereby ensuring both economical and stable
equipment operation.

D. ANALYSIS OF KEY PARAMETERS IN CARBON TRADING
MECHANISM
The analysis conducted in the initial section of this paper
demonstrates the interdependence between carbon trading
prices and total costs. Consequently, this study manipulates
the carbon trading price in Scenario Three to assess its influ-
ence on carbon trading expenses, overall costs, and other
related factors. The findings are illustrated in Fig. 15. The
figure illustrates that the optimization algorithm proposed in
this paper results in a pattern where, as the carbon trading
price gradually increases, both carbon trading costs and total
costs initially experience an upward trend followed by a sub-
sequent decline. The fluctuation in carbon trading expenses
has an impact on the overall costs, reaching its peak when the
carbon price reaches approximately 120 CNY per ton.

The analysis presented in Fig. 15 illustrates that a continu-
ous rise in carbon trading prices ideally results in a reduction
in both carbon trading costs and total costs. However, in cases
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where the costs of carbon trading exhibit excessively high
negative values, signifying an excessive dependence on the
sale of carbon emissions for significant financial gains, this
approach loses its effectiveness in controlling carbon emis-
sions. Therefore, the pursuit of high profits through the
exclusive sale of carbon emission rights is not in line with real
market dynamics. Therefore, it would be suitable to establish
a ceiling for the carbon trading price at 200 CNY per ton.

In energy systems that integrate the incentive-driven car-
bon trading mechanism, the incentive coefficient plays a
critical role in influencing the system’s ability to operate with
low carbon emissions. Thus, this paper establishes the critical
carbon price CCO as the price at which emissions equal
the quota, leading to zero carbon trading when emissions
and quotas are in balance. Taking into account the influence
of the incentive coefficient and a carbon emission interval
length 1 of 1000 tons, diverse dis-patch models are resolved
using different incentive coefficients, resulting in the findings
depicted in Fig. 16.

The data presented in Figure 16 indicates that an ele-
vated incentive coefficient is associated with a more rapid
decline in carbon emissions as carbon prices rise, leading
to a reduction in the critical carbon price as the incentive
coefficient increases. For ex-ample, when the incentive coef-
ficient is set to O, the critical carbon price is estimated to be
around 120 CNY per ton. However, when the incentive coef-
ficient is 0.1, the critical carbon price decreases to 100 CNY
per ton, and further reduces to 85 CNY per ton as the incentive
coefficient reaches 0.2.

The carbon trading system operates on the principle of
‘total control and trade’, where quotas represent the tar-
geted total emissions for a specific period in a given area.
The critical carbon price is the minimum price required
to achieve emission targets. As a result, this paper estab-
lishes the critical carbon price as the baseline reasonable
carbon price. The analysis presented in Fig. 16 suggests
that the critical carbon price gradually decreases as the
incentive coefficient increases. Consequently, in energy
systems that utilize penalty-based carbon trading
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mechanisms, appropriately increasing the incentive coeffi-
cient can lead to a more convergent carbon price range,
thereby facilitating the achievement of emission reduction
targets within a lower baseline carbon price range.

VI. CONCLUSION

This paper examines the influence of carbon trading mech-
anisms on a district energy system, using a system that
encompasses cooling, heating, electricity, and gas as a case
study. Given the low-carbon economic attributes and the
diverse time scales associated with various energy sources
in district energy systems, it is suggested a multi-time scale
optimization and scheduling approach for district energy sys-
tems within the framework of a reward-penalty tiered carbon
trading mechanism. The conclusions derived from simulation
experiments are as follows:

1) The multi-time-scale rolling optimization scheduling
method for the CCHP park, which considers carbon trading
costs, can reduce carbon emissions while controlling the
total cost increase during the day-ahead stage. During
the intraday stage, it adjusts the output of each unit to
mitigate the impact of source-load fluctuations on the system.
Compared to conventional scheduling models, the proposed
model better meets the requirements for environmental ben-
efits, economic efficiency, and stability, providing valuable
insights for the future application of low-carbon scheduling
in power systems.

2) By incorporating the reward-penalty tiered carbon
trading mechanism into the multi-time-scale optimization
model, this paper compares the impact of no carbon trading
mechanism, traditional carbon trading mechanism, and the
reward-penalty tiered carbon trading mechanism on the sys-
tem’s economic and environmental performance. The results
validate the superiority of the reward-penalty tiered carbon
trading mechanism in reducing system costs and carbon
emissions.

3) This paper analyzes the impact of two key parameters—
carbon trading price and reward-penalty coefficient—on
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the carbon trading model of the CCHP system. It concludes
that carbon trading price affects the system’s carbon emis-
sions, carbon trading costs, and total costs, and should be
set within a reasonable range. Increasing the reward-penalty
coefficient appropriately can make the system’s response to
carbon price changes more sensitive, further narrowing the
reasonable range of carbon prices and achieving the desired
emission reduction targets at a lower base carbon price.

In conclusion, the proposed optimization scheduling
method effectively reduces the system’s carbon emissions,
maximizes economic benefits, and improves the stability
and reliability of system operation. However, the reliability
of the scheduling results may be affected by data inaccu-
racies, such as renewable energy generation forecasts and
load demands. Additionally, the multi-time-scale optimiza-
tion model increases computational complexity, potentially
requiring significant computational power to avoid delays in
computation time in practical applications. Future research
could explore the introduction of more intelligent algorithms,
such as deep learning and reinforcement learning, to enhance
the accuracy and efficiency of optimization scheduling.
Further studies could also investigate the collaborative opti-
mization of the CCHP system with other energy systems,
such as electric vehicle charging networks and energy storage
systems, to comprehensively improve the overall efficiency
and stability of the energy system.
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