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ABSTRACT Over time, various methodologies have been introduced for predicting the cryptocurrency
market. While numerous studies have explored different variables, research incorporating the actual senti-
ments of investors has been scarce. In this study, we aimed to improve cryptocurrency market predictions by
considering the qualitative cohesion. We built upon the existing LSTM model and extended our analysis
to include RoBERTa and DistilBERT models through text mining. The results revealed that RoBERTa
and DistilBERT incorporating investor sentiment outperformed the LSTM model in terms of prediction
accuracy. Notably, the DistilBERTmodel, known for its exceptional word and context analysis, demonstrated
the highest predictive power, followed by RoBERTa and the LSTM model. These findings underscore the
importance of directly analyzing investor psychology in future market analyses. Furthermore, focusing on
both individual words and contextual meaning is expected to yield even better market prediction results.

INDEX TERMS Cohesion, cryptocurrency, DistilBERT, RoBERTa, LSTM.

I. INTRODUCTION
The rapid growth of the cryptocurrency market over the
past decade has attracted a variety of investors to the mar-
ket [1], and various studies have been conducted to predict
the future of the market [2]. Generally, market prediction
research methodologies can be classified into fundamental
analysis, which predicts by analyzing information such as
financial factors and competitive factors, and technical anal-
ysis [3]. However, with the recent advancement of computing
power [4], research applying artificial intelligence technolo-
gies is being conducted for improving market predictability.

For the prediction of closing prices, research has mainly
been conducted using the LSTM (Long Short TermMemory)
model. LSTMhas advantages such as speed improvement and
prediction performance improvement compared to existing
models [5]. In addition, LSTM is a representative time series
analysis model that can solve the long-term dependency
problem that occurs in existing analysis models due to the
Vanishing Gradient problem [6], [7].

While there have been many attempts to improve the accu-
racy of cryptocurrency market predictions using various deep
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learning analysis models, there have been problems such as
sharp fluctuations in the market and a decrease in prediction
rates when certain patterns occur [8]. To solve these prob-
lems, research that finds and applies new variables [7], and
predictive research using cohesion [9] have been conducted.

The reason for employing various methods to forecast the
cryptocurrency market stems from the high volatility and
complexity inherent in this market. If accurate predictions
of the cryptocurrency market can be achieved, it would
aid investors in enhancing their investment strategies and
risk management, thereby facilitating more stable invest-
ment management. However, previous studies have limita-
tions such as confirming new variables or approaching the
quantitative aspect of cohesion. In this study, we aim to over-
come these limitations by collecting and analyzing qualitative
elements of data. We aim to enhance the market prediction
model that considers qualitative aspects using the Robustly
optimized BERT approach (RoBERTa) sentiment model and
DistilBERT. For this, we plan to compare and analyze the
results of the cohesion model and the qualitative cohesion
model set in this study.

The significance of this study is as follows. First, we pre-
sented the necessity and importance of qualitative cohesion
research and analysis. It broadens the academic perspective
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on qualitative cohesion, and by directly collecting and ana-
lyzing text reflecting the psychology of investors, it shows
high result accuracy. Second, based on the results of this study
in the cryptocurrency market, it is expected that it can be
utilized in various financial markets such as the stock market
and investment product prediction through the analysis model
reflecting the psychology of future investors.

Following the introduction in Chapter 1, the composition
of this study is as follows. In Chapter 2, we will learn
about Cohesion, LSTM, RoBERTa, and DistilBERT, and in
Chapter 3, we will explain the research methodology. In
Chapter 4, we describe the prediction results of the analysis
model, and in Chapter 5, we look at the conclusion and future
research.

II. THEORETICAL BACKGROUND
A. COHESION IN SOCIAL NETWORKS
In Social Network Analysis (SNA), cohesion is a fundamen-
tal metric that is essential for comprehending the dynamics
of social networks. Cohesion is applied across variety of
disciplines within SNA. Cohesion is a tool used to exam-
ine user interactions on social media platforms like Twitter.
Researchers can determine how quickly information spreads,
measure user influence, and monitor interaction patterns by
looking at the connection strength of posts [10]. Under-
standing the flow of its information and impact is critical
in domains like public relations, political campaigns, and
marketing, where this kind of study is vital. In SNA, cohesion
is a complex metrix that offers important insights into the
type and quality of interactions in diverse contexts. It is
not merely a measure of network density or connection
strength.

Previous research indicates that a network with many con-
nections and strong cohesion is more likely to have access to
a variety of sources [11] and that information spreads more
quickly [12]. However, when cohesion increases, informa-
tion circulation decreases [13]. Additionally, because infor-
mation circulates inside a network with a high degree of
similarity, there are limits on the diversity of information
available [14]. For example, the study [9] investigates the
relationship between social media discussions and the Bit-
coin market, focusing on how network cohesion within these
discussions influences market predictions. The study analyze
whether conversations on platforms like Twitter can provide
valuable signals for forecasting Bitcoin prices or whether
they merely contribute noise. The study find that when social
media discussions are more cohesive—meaning participants
are closely connected and engage in focused conversations—
the information shared tends to be more predictive of Bitcoin
market trends. Conversely, when discussions are fragmented
or less cohesive, the ability to predict market movements
diminishes, suggesting that the structure of online networks
plays a crucial role in distinguishing between meaningful
signals and irrelevant noise in social media data. This study
has some strengths, such as its innovative focus on network
cohesion and its interdisciplinary relevance. On the other

hand, it has a limited scope and understates aspects of social
media, such as sentiment analysis

According to recent research, relying solely on quantita-
tive factors for cohesion analysis may lead to unintended
outcomes. However, the quality of cohesion, which is essen-
tial in various contexts, including financial markets, can
significantly benefit from incorporating perspectives such
as investor sentiment. This approach is exemplified in a
study demonstrating how sentiments expressed in online
comments impact the predictability of cryptocurrency market
movements. By integrating sentiment analysis into cohesion
evaluations, researchers can achieve a more comprehensive
understanding of market dynamics, highlighting the multi-
faceted nature of investor behavior and market predictability.

FIGURE 1. An initial LSTM cell model [33].

B. ORIGINAL LONG SHORT TERM MEMORY (LSTM)
The Recurrent Neural Network (RNN), which is mainly used
for future prediction by analyzing trend fluctuations and
irregular fluctuation data, is a model suitable for analyz-
ing variable-sized data [15]. However, because RNN uses
all collected data due to the nature of time series analysis,
it requires a long learning time and sometimes loses some
information [5].
The model developed to solve the problems of RNN is the

LSTMmodel, which is designed to predict the future by con-
sidering macroscopic analysis data [5]. LSTM is an improved
model to overcome the limitations of RNN, and in particular,
it has overcome the problem of Vanishing Gradient, where
the accuracy drops because past data is not learned [6].

The data analysis step of the LSTM is a model that adds a
cell state to the Hidden Layer on the RNN model. It consists
of a Forget Gate that decides what information to delete from
the Cell State, an Input Gate that decides what information
to remember in the Cell State from the newly incoming infor-
mation. Lastly, an Output Gate that chooses what information
to output in the next step.

LSTM has been used for predictive analysis in various
fields, such as human behavior, market prices, and demand.
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In a study that analyzed the movement path based on the
current location of pedestrians using LSTM [4], it predicted
the movement path of individuals and groups with a high
probability compared to RNN-based analysis.

In this study, researchers proposed a new analysis model
called Social LSTM. In the results of the analysis applying
the LSTM-based nonlinear model in the stock market where
prediction is difficult, effective stock prediction results could
be derived [16]. In a study to predict The S&P 500 index
based on the Layer, market basic data, macroeconomic data,
technical factors, etc. were used for analysis, and there is also
a conclusion that the Single Layer LSTM is more effective
than Mutiplelayer LSTM Models [17].
LSTM has also been used in various perspectives in

cryptocurrency market analysis. Various perspectives and
factors have been reflected in the research that has been
conducted, such as research on strategic use in Bitcoin trading
using LSTM analysis results [18], accuracy analysis on Bit-
coin price prediction [19], and comparative analysis research
on Bitcoin and gold price prediction using LSTM-based
model [20]. As confirmed in previous studies, LSTM can be
said to be a deep learning model optimized for time series
data analysis that overcomes the disadvantages of RNN.

In previous studies, the development of market predic-
tion models was primarily conducted through a quantitative
approach to data. The state of qualitative approach research is
inadequate, and this study aims to fill that gap. Considering
the psychological part of investors in the cryptocurrency mar-
ket using LSTM as the basic model, we focus on improving
its accuracy by adding qualitative factors.

C. ROBERTA MODEL
As Social Media has become a platform that reflects indi-
vidual sentiments in daily life [21], various natural language
processing methods for analyzing consumer sentiment have
become an important research field [22]. As one of the hybrid
deep learningmodels, Transformationmodels were presented
to address the issue of vocabulary’s distance dependency
between contexts [23]. The first language representation
modeling introduced based on this model is Bidirectional
Encoder Representations from Transformers (BERT) [24].
One of the BERT models, RoBERTa, is a model developed
based on the Transformer family [25]. While RNN-based
models are effective in sequence-to-sequence modeling anal-
ysis, RoBERTa is effective in sequence-to-vector modeling
analysis.

The analysis process of RoBERTa generally uses a large
amount of data to learn using batch size, and then removes the
objective function of ‘Next Sentence Prediction’. After that,
it improves the performance of BERT by learning the model
using a longer sequence and dynamically assigning ‘Mask-
ing’ [25]. The RoBERTa model has been fine-tuned based
on about 124 million documents tweeted from 2018 to 2021,
and it is expected to contribute to the improvement of future
predictions of the cryptocurrency market that considers qual-
itative aspects by combining with the existing LSTM.

D. DISTILBERT MODEL
As the Large-scale Pre-Trained Language (LPL) model based
on natural language has gradually developed [25], [26], some
problems such as the increase in cost for analysis [27] and
the need for high-performance computers [26] have occurred.
To solve these problems, various analysis models have been
developed. Among them, the DistilBERT model developed
by HuggingFace [28] is one of the most effective and opti-
mized models for the LPL model. The biggest feature of
DistilBERT is that it distills information to solve the prob-
lems of the existing LPL [28]. The knowledge distillation
method was implemented in its completed form through a
generalization process after its introduction in 2006 [29],
[30]. DistilBERT has the advantage of effectively operating
even with low computer performance, to the extent that it can
be implemented on mobile devices [28].
As results of using DistilBERT, it showed a 40% reduction

in data size, more than 60% speed improvement, and a 97%
level of natural language understanding ability compared
to the existing BERT model [28]. It is an effective natural
language analysis model that can reduce analysis costs as
a small, fast, and lightweight analysis model compared to
BERT.

In this study, we plan to use DistilBERT, which has been
fine-tuned with the Stanford Sentiment Treebank (SST-2),
a sentiment analysis dataset. SST-2 is specialized in qual-
itative analysis of language and context as it also assigns
sentiment labels to each word and phrase in the sentence.
We aim to apply the LSTMandDistilBERTmodels to the pre-
diction of the cryptocurrency market affected by qualitative
factors.

III. METHODS
A. HYPOTHESIS DEVELOPMENT
In social media, cohesion refers to a factor that influences
the exchange of information on a network [9]. Networks
with high cohesion have the advantages of efficient com-
munication [31] and improved accuracy of information [32].
In other words, it means that communication between users
can be improved on a network with high cohesion, and the
circulation of information can proceed quickly.

In addition to the circulation of information, cohesion also
affects user behavior. According to a cohesion-related study
conducted in the field of network games [33], users on a social
game network were directly influenced by nearby players
in their willingness to pay within the game. Members of a
group with high cohesion also actively participate in group
decision-making [34]. As cohesion increases, the diversity
and exchange of information decrease [13], and there can
be a problem of circulating similar information within one
network [14]. However, as mentioned earlier, high cohesion
can have a greater impact on user decision-making, so high
cohesion is a very important factor in market prediction.

In recent social network analysis related to cryptocurrency,
networks with low cohesion had a greater impact on Bitcoin
prices than those with high cohesion [9]. However, in the
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study, the qualitative aspect was excluded in the analysis of
network cohesion. To fill this gap, we conduct an analysis by
adding qualitative factors along with the quantitative factors
that have been used in the prediction of the existing cryptocur-
rency market. The hypotheses set for this are as follows.
H0: An LSTM (Long Short-Term Memory) model that

incorporates qualitative aspects of cohesion as a variable will
not demonstrate superior performance compared to an LSTM
model that includes only traditional, quantitative measures of
cohesion.
H1: An LSTM (Long Short-Term Memory) model that

incorporates qualitative aspects of cohesion as a variable will
outperform an LSTM model that includes only traditional,
quantitative measures of cohesion.

B. VARIABLES IN THE ANALYSIS
Previous research has shown the effectiveness of LSTM
models in forecasting Bitcoin values. This study examines
the residuals of three LSTM models that included vari-
ables including the closing prices of gold and bitcoin, the
Volatility Index (VIX) value, the S&P index, the trading
volume of bitcoin, normal cohesion, integrated cohesion with
RoBERTa and DistilBERT. In order to compute residuals,
the first LSTM model is trained using the following vari-
ables: ‘‘Gold closing price,1’’ ‘‘Bitcoin closing price,’’ ‘‘VIX
value,’’ ‘‘S&P index,’’ ‘‘Bitcoin trading volume,’’ and normal
cohesion. The cohesion integrates with qualitative character-
istics using RoBERTa is included in the second LSTMmodel,
which eliminates normal cohesion and from which residuals
are generated. The third LSTM model uses cohesiveness
as a variable to calculate residuals, with qualitative aspects
evaluates using DistilBERT.

C. DATA AND METHOD PROCESS
The data for the analysis was collected from Bitcointalk.com,
a discussion website related to Bitcoin which is a represen-
tative coin in the cryptocurrency market. A total of 190,796
text data were collected from January 1, 2017 to September
17, 2023. The collected quantitative data are Bitcoin price,
trading volume, volatility index (VIX), cohesion, and S&P
price. The method of calculating cohesion used in previous
research was here.

However, in this study, the following formula is added
to measure qualitative cohesion. In the RoBERTa sentiment
model, the sentiment text was quantified by multiplying −1
when the text data is negative, 0.1 when it is neutral, and
1 when it is positive.

RoBERTa

Score = C × (−1 × RobertaNeg

+ 0.1 × RobertaNeu+ 1 × RobertaPos)

In the DistilBERT sentiment model, the weight of qualita-
tive cohesion was reflected in the result value by multiplying
−1 in case of negativity and 1 in case of positivity.

1‘‘Closing price’’ refers to the price at the end of the trading day.

DistilBERT:

Score = C × (−1 × DistillNeg+ 1 × DistillPos)

The data preprocessing was conducted as follow. In order
to extract time from text data and arrange it by year, month,
day, hour, and minute, we first crawled the data, which
included date, time, and post. Second, we counted both the
total and the number of quotes. The groupby function was
used to differentiate the text data on a daily basis. The
daily amount of postings and the frequency with which
the phrase ‘‘Quote from’’ appeared were computed. The
Average-Degree technique was utilized in the research to
calculate cohesion [9]. Thirdly, data that was empty or dupli-
cated was eliminated. The text data’s only characters and
digits were kept. Next, we executed the tokenization pro-
cess, which involved splitting the cleaned text into individ-
ual tokens, typically words or phrases, based on whitespace
and punctuation marks. During this process, all tokens were
normalized by converting them to lowercase to ensure con-
sistency across the dataset.

Fourth, the maximum length for sentiment analysis with
RoBERTa and DistilBERT is 510 characters. Consequently,
the original date was added and the text was divided into
510 words. After text splitting, the original dataset’s approx-
imately 190,000 rows increased to about 330,000. After a
daily average of the sentiment analysis results for these
330,000 entries, roughly 1,800 rows were produced. Fifthly,
the closing prices for the S&P index, Bitcoin, gold, and
VIX were displayed in a string format with commas inserted
between the values. As a result, the commas were eliminated
and the format changed to float.

In the Sixth, B, M, and K units were used to represent
the volume of Bitcoin trading. ‘K’ multiplied numbers by
1,000, ‘M’ by a million, and ‘B’ by a billion. To lower the
quantity of the data, compute the sentiment analysis results’
daily average. Finally, the following variables were employed
independently: ‘‘gold closing price,’’ ‘‘Bitcoin closing price,’’
‘‘VIX value,’’ ‘‘S&P index,’’ ‘‘Bitcoin trading volume,’’ and
‘‘daily average value of sentiment.’’

The input layer of the LSTM model was composed of
200 units and 30% of the neurons were deactivated, and
the hidden layer deactivated 20% of the 150 unit neu-
rons. To reduce the problem of technical loss in neural
networks, the activation function ReLU was applied. The
optimization algorithm used Adam, and the loss function
used MSE. The flow of this study is illustrated as follows
(Figure 2).

For analyzing the cohesion, we apply themethod suggested
by [9]. The cohesion explains closeness and the connection
strength within a network. Because of the characteristics in
the network, the connection strength and closeness is crucial
diffusing information [35]. Cohesion is quantified by two
primary metrics, ‘Density’ and ‘Average Degree’ [9]. We use
the metrics for evaluating the cohesion and the formula are as
follow:
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FIGURE 2. Research flowchart.

FIGURE 3. Equation: density cohesion formula.

FIGURE 4. Equation: average degree formula.

IV. RESULTS
Data was collected from the page discussing and predict-
ing Bitcoin price movements in the economics-speculation
section of Bitcointalk.com. The collected text data amounted
to a total of 190,796 (Figure 5).

FIGURE 5. Result of text mining.

The collected data was converted into daily data by cal-
culating the average of the corresponding date using the
Groupby function. The converted daily data was analyzed by
adding the variables of the existing cohesion (Figure 6) and
the proposed model cohesion (Figure 7).

The graph (Figure 9) shows the residuals obtained from a
Long Short-Term Memory (LSTM) model using the Aver-
age Cohesion Method. There are significant residuals at
the beginning, which decrease progressively, indicating an
improvement in model accuracy as more data is processed.

Figure 10 shows the residuals resulting from applying
sentiment analysis with RoBERTa to cohesion measurements
using the Average Cohesion Method. Initially, there are high

FIGURE 6. Result of cohesion (BCP: Bitcoin Closing price, BTV: Bitcoin
Trading Volume, GCP: Gold Closing Price, VIX: Volatility Index, S&P: S&P
Index, Cohe: Cohesion Quality).

FIGURE 7. Result of proposed LSTM cohesion (BCP: Bitcoin Closing price,
BTV: Bitcoin Trading Volume, GCP: Gold Closing Price, VIX: Volatility Index,
S&P: S&P Index, Cohe: Cohesion Quality).

FIGURE 8. Result of each variables.

residuals, which decrease over time, indicating that the inte-
gration of sentiment analysis with RoBERTa improves the
accuracy of cohesion predictions as more data is processed.
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FIGURE 9. Result of residuals with LSTM.

FIGURE 10. Result of residuals with RoBERTa.

FIGURE 11. Result of residuals with distill-bert integrated model.

Initially, the residuals are quite high, peaking around
20,000, indicating less accurate predictions. As the index
increases, the residuals show a noticeable decreasing trend,
dropping significantly to below 5,000 by index 100, suggest-
ing improved prediction accuracy. Between indices 100 and
300, the residuals fluctuate but remain lower than the ini-
tial values, indicating varied yet improved accuracy. After
index 300, the residuals stabilize further, mostly below 5,000,
showing that the model reaches a relatively steady state of
accuracy. Overall, the graph demonstrates that integrating
DistilBERT-based sentiment analysis with cohesionmeasure-
ments into the LSTM model leads to an initial period of high
residuals, followed by significant improvement and stabiliza-
tion in prediction accuracy as the model processes more data.

The performance indicators of the existing model and the
proposed model were compared and analyzed using Mean
Square Error (MSE), Root Mean Squared Error (RMSE),
Mean Absolute Error (MAE), and Mean Absolute Percent-
age Error (MAPE) indicators. The values derived from
the LSTM analysis reflecting the existing cohesion were
MSE: 47,685,990, RMSE: 6,905.50, MAE: 5,065.4, MAPE:
34.94%, and the MSE value derived from the LSTM applied
with the RoBERTa model was 45,880,683, RMSE: 6773.52,
MAE: 5364.72, MAPE:30.82%. In the case of the Dis-
tilBERT model, the values derived were MSE: 1,839,094,
RMSE: 1,356.13, MAE: 1,078.54, MAPE: 16.24% (Table 1).

TABLE 1. Results of model performance.

FIGURE 12. Result of MSE comparison.

The chart illustrates that while general cohesion and
RoBERTa-informed cohesion models perform similarly, the
DistilBERT-informed cohesion model significantly outper-
forms them, achieving much lower MSE and thus providing
more accurate predictions. This highlights the superior pre-
dictive power of the DistilBERT-informed approach in the
context of this analysis.

The chart compares the Root Mean Squared Error (RMSE)
of three different models: General Cohesion, RoBERTa-
Informed Cohesion, and DistilBERT-Informed Cohesion.
The x-axis represents the models, while the y-axis shows the
RMSE values. The General Cohesion model has an RMSE
of around 7,000, similar to the RoBERTa-Informed Cohesion
model, indicating comparable prediction.

The figure 14 compares the Mean Absolute Error
(MAE) of three different models: General Cohesion,
RoBERTa-Informed Cohesion, and DistilBERT-Informed
Cohesion. The x-axis represents the models, while the
y-axis shows the MAE values. The General Cohesion
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FIGURE 13. Result of RMSE comparison.

FIGURE 14. Result of MAE.

model has an MAE of approximately 5,000, similar to
the RoBERTa-Informed Cohesion model, indicating com-
parable performance in terms of absolute prediction errors.
In contrast, the DistilBERT-Informed Cohesion model signif-
icantly outperforms the other two, with an MAE of around
1,000, demonstrating much higher prediction accuracy and
lower absolute errors. This comparison highlights the supe-
rior performance of the DistilBERT-Informed Cohesion
model.

The graph (Figure 15) compares the Mean Absolute Per-
centage Error (MAPE) of three different models: General
Cohesion, RoBERTa-Informed Cohesion, and DistilBERT-
Informed Cohesion. The x-axis represents the models, while
the y-axis shows the MAPE values. The General Cohesion
model has the highestMAPE at around 35%, followed closely
by the RoBERTa-Informed Cohesion model at approximately
31%, indicating that both models have relatively high per-
centage errors. The DistilBERT-Informed Cohesion model,
with a MAPE of around 16%, significantly outperforms the
other two, indicating more accurate predictions in terms of
percentage error. This comparison underscores the enhanced
predictive capability of the DistilBERT-Informed Cohesion
model.

FIGURE 15. Result of MAPE comparison.

The analysis results showed that the DistilBERT model
had the best performance, followed by RoBERTa and LSTM
reflecting the existing cohesion variables. The residuals of
each model were used to compare the performance between
models. The paired sample t-test results showed that both
RoBERTa and DistilBERT improved prediction performance
compared to the existing LSTM. Model 1 is the result of
comparing and analyzing the existing LSTM and RoBERTa
models. The t-stat was 6.0620, which was significant at the
99% level. The analysis of the existing LSTM compared
with DistilBERT (Model 2) also showed that the DistilBERT
model predicts accurate result values (Table 2).

TABLE 2. Results of T-test.

V. CONCLUSION
This study conducts to enhance the prediction of the cryp-
tocurrency market by extending the LSTM. The results of
this study are as follows. First, it is confirmed that the psy-
chological factors of consumers, which are mainly used in
previous stock market prediction analysis studies, can also
be used in the cryptocurrency market. The RoBERTa and
DistilBERT models used in this study are confirmed to be
appropriate models to increase the prediction accuracy of
the cryptocurrency market (H1). If the consumer psychology
applied to the LSTM is simplified or excluded, it means that
the accuracy can decrease from the perspective of market
prediction. In other words, consumer sentiment analysis is
essential for accurate market prediction.

Second, as a result of comparing the LSTM and the
RoBERTa model, it is judged that the prediction of the
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RoBERTa model is better, which is based on the char-
acteristics of the consumer’s psychology being subdivided
(−1, 0, 1). These results mean that the more the consumer’s
psychology is subdivided, the more the accuracy of market
prediction can be improved. Therefore, it is necessary to
apply a model that subdivides consumer sentiment for the
future improvement of the accuracy of cryptocurrencymarket
prediction.

Third, the DistilBERT model, which specializes in quali-
tative analysis of language by assigning sentiment labels not
only to words but also to sentences, showsmuch better market
prediction than the LSTM and RoBERTa model. For high
accuracy of text analysis, it means that the analysis model
needs to understand the flow of context including words
rather than focusing on analyzing words. The fact that the
DistilBERT model, which is divided into −1 and 1, shows
higher accuracy than the RoBERTa model divided into −1,
0, 1, can be evidence to support these results. For effective
text analysis, it is necessary to select an appropriate analysis
model, and especially for sentiment analysis, it is judged that
a model specialized in qualitative analysis including the flow
of context is needed.

The implications of this study have several critical points.
In the realm of big data analysis for market prediction,
researchers need to consider not only the volume of data but
also its qualitative dimensions. Beyond mere word frequency,
grasping the contextual coherence of text holds pivotal impor-
tance. Neglecting linguistic subtleties in text analysis can
potentially yield outcomes that deviate from actuality. More-
over, this study underscores the essentiality of integrating
investors’ psychological factors into the analysis of cryp-
tocurrency markets. This study confirmed that within a single
community, the coherence can significantly influence both
investor psychology and investment decisions.

However, the research is limited by its failure to distinguish
between psychological cohesion and information cohesion.
Therefore, future studies are expected to achievemore precise
outcomes by developing models or methodologies capable of
quantifying each aspect of cohesion during analysis.
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