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ABSTRACT EXplainable Artificial Intelligence (XAI) aims to reveal the reasons behind predictions from
non-transparent classifiers. Explanations of automated decisions are important in critical domains such as
finance, legal, and health. As a result, researchers and practitioners in recent years have actively worked on
developing techniques that explain decisions frommachine learning algorithms. For instance, an explanation
technique called counterfactual explanation has recently been gaining traction in XAI. The interest in
counterfactual explanations stems from the ability of the explanations to reveal what could have been
different to achieve a desired outcome, as opposed to only highlighting important features. For instance,
if a customer’s loan application is denied by the bank, a counterfactual will indicate the changes required
for the customer to qualify for the loan in the future. For a counterfactual to be considered effective,
several counterfactual properties must hold. This paper proposes a novel optimization formulation designed
to generate counterfactual explanations that possess multiple properties concurrently. The efficacy of the
proposed method is assessed on a publicly available credit dataset. The results showed a trade-off between
validity and sparsity, which are both parts of a suite of counterfactual properties. Furthermore, the results
showed that our proposed approach compromises validity to some degree but strikes a good balance between
validity and sparsity.

INDEX TERMS Counterfactual explanations, credit scoring, optimization, eXplainable Artificial
Intelligence (XAI).

I. INTRODUCTION
Automated decisions that are generated by some of the
machine learning techniques may have unfavorable con-
sequences. For example, in a banking setting, if a loan
application decision relies on a machine learning technique,
the loan application may be denied due to unintended bias
that may reside in data. As a consequence, the bank may
be subjected to a regulatory fine. The consequence for the
applicant may be that he/she is unable to send his/her child
to university if the primary purpose of the loan was to pay
university tuition.

An emerging field known as eXplainable Artificial Intel-
ligence (XAI) seeks to remediate the lack of explanation of
machine learning techniques. Several explanation techniques
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can be found in the literature, and these include global and
local explanation techniques [1]. A global explanation seeks
to explain the model as a whole. A local explanation seeks
to explain only a single prediction at a time. In addition, the
explanations are either referred to as ante-hoc or post-hoc [1].
An ante-hoc explanation is intrinsically explainable. A post-
hoc explanation seeks to explain the behavior of the already
trained model. An example of an ante-hoc explanation is a
decision tree, and that of the post-hoc is a counterfactual
explanation.

The focus of this paper is on counterfactual explanations.
Counterfactual explanations are not new and have a long
history in fields such as psychology, philosophy, and social
sciences [2], and are now being used in machine learning.
At its core, a counterfactual is a hypothetical scenario
that describes what would have happened if circumstances
had been different from what they actually were [1].
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A typical example of a counterfactual explanation is a
loan application [3]: ‘‘Imagine you applied for a credit
application at a bank. Unfortunately, the bank rejects your
application. Now, you would like to know why. In particular,
you would like to know what would have to be different so
that your application would have been accepted. A possible
explanation might be that you would have been accepted if
you earned 500$ more per month and if you did not have a
second credit card.’’

Despite the prevalence of counterfactual explanations,
there still remain limitations. The first limitation is that a
counterfactual explanation assumes that a non-transparent
classifier will not change over time, whereas in reality, it is
possible for a classifier to change due to data drift [2]. The
second limitation is that the counterfactual explanations are
unable to handle missing data [2]. Despite these limitations,
there is an interest in using counterfactual explanations
within the machine learning community. However, there is
no consensus within the machine learning community on how
to assess the performance of counterfactual explanations [1].
The simplest way to measure the performance of counterfac-
tual explanations is to look at several properties [2]. These
properties include, validity, sparsity, similarity, actionability,
plausibilty to mention a few. Please note that this list of
properties is not exhaustive.

This research is driven by the need to enhance transparency
and fairness in credit scoring processes. By investigating the
use of counterfactual explanations, this paper aims to provide
deeper insights into decision-making processes and offer a
pathway towards more equitable and understandable credit
assessments. This study extends our previous papers [4], [5],
[6], where the aim was to improve the way creditworthiness
is evaluated, making it more accessible and comprehensible
to both lenders and borrowers. It is important to draw
the reader’s attention to differences between Dastile et al.
[6] and the current study. The stark differences are in
optimisation formulation, strong emphasis on achieving
specific counterfactual properties, and the use of diverse
optimisation methods for counterfactual generation which
were not covered in [6]. Our key contribution lies in
introducing a novel optimization problem formulation that
generates counterfactual explanations, uniquely underpinned
by multiple desirable properties such as validity, sparsity,
actionability, plausibility, and similarity. The approach
addresses a significant gap in current explainable AI practices
that often yield counterfactuals which, while theoretically
valid, fall short in practical applicability. Our innovation
lies in a new approach that balances validity with sparsity
in counterfactual explanations. While it moderately adjusts
validity, it substantially improves sparsity, achieving a
practical balance when using counterfactual explanations.
Hence, the balanced trade-off ensures our counterfactuals are
effective and user-friendly, marking a notable advancement in
their real-world applicability. Furthermore, according to the
best of our knowledge, our study is distinctive as it is the first
to employ statistical methods to rigorously test and compare

the effectiveness of counterfactual explanations produced by
various approaches.

The organization of this paper is as follows. In Section II,
related work is presented. In Section III, the methodology
is discussed. The experiments are covered in Section IV.
In Section V, the results are presented. The conclusion is in
Section VII.

II. RELATED WORK
Machine learning classifiers that are unable to explain their
predictions are not suitable for use in highly regulated
industries such as finance, legal, and healthcare. Several
explanation techniques can be found in the literature, and
these techniques can mitigate the lack of explainability of
the machine learning classifiers. One of the techniques is
the counterfactual explanation. The counterfactuals are a
class of explanations that not only inform the developers
and users of machine learning classifiers but also individuals
who are affected by the predictions from machine learning
classifiers. In another study by Molnar [7], counterfactual
explanations are described as changes to feature values that
would alter a prediction outcome, making them an intuitive
method for model interpretability. Molnar [7] provides a
framework for understanding how small modifications can
impact credit scoring decisions, which is crucial for ensuring
fairness and transparency in financial models. Sokol and
Flach [8] investigated the challenges and opportunities of
counterfactual explanations. The opportunities or benefits
of using counterfactuals include interpretability, fairness,
and model debugging. The security challenges of using
counterfactuals involve data stealing. Hence, the empirical
results in [8] showed that when improving the safety of an AI
system through transparency, the AI system can be exposed
to security risks and breaches of data privacy. The privacy
implications of counterfactual explanations were explored
by Goethals et al. [9], who highlighted the risk of privacy
attacks when real instances are used as counterfactuals. They
proposed enhancing privacy through k-anonymity, ensuring
that counterfactual instances cannot be easily linked back to
individuals in the dataset.

It is imperative to generate counterfactual explanations
that are of high quality, and the quality is measured
by counterfactual properties. For example, Grath et al.
[10] proposed two weighting strategies for generating
sparse counterfactuals using ANOVA F-values and K-nearest
neighbor. The empirical results showed that the proposed
approach leads to more interpretable results than baseline
counterfactual generating methods. Laugel et al. [11] pro-
posed a technique that identifies a close neighbor classified
differently to the datapoint that needs to be explained, where
the closeness definition includes a sparsity constraint. The
empirical results showed that the proposed approach can
be used to attain knowledge about the opaque classifier.
Looveren and Klaise [12] adopted the use of class prototypes
to generate sparse counterfactual explanations. The class
prototypes are generated by an encoder. The use of class
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prototypes sped up the search process for the counterfactuals.
Fernández et al. [13] proposed the use of a partial fusion
of tree predictors from a random forest into a single
decision tree using a modification of the classification and
regression tree algorithm. The proposed approach obtained
a counterfactual set that guaranteed an optimal sparse
counterfactual. Samoilescu et al. [14] proposed the use of
a deep reinforcement learning approach that converts the
optimization process into an end-to-end learnable process,
allowing the generation of sparse counterfactual explanations
in a single forward pass. The empirical results showed that
the proposed approach can produce sparse, in-distribution
counterfactual explanations across different datasets. All
of the above approaches focused on generating sparse
counterfactuals, and sparseness ensures that the affected
individuals only have to focus on making a few changes to
get the desired outcome.

It is not enough to generate counterfactuals that are
only sparse; counterfactuals need to be plausible and
actionable. A plausible counterfactual is realistic. In [15],
a novel approach named PermuteAttack was proposed to
generate counterfactual explanations for machine learning
models used in credit scoring. This method leverages a
gradient-free optimization technique inspired by genetic
algorithms, ensuring that the perturbations applied to data
remain realistic and valid. Downs et al. [16] proposed a Coun-
terfactual Recourse Using Disentangled Subspaces (CRUDS)
approach that generates algorithmic recourse to achieve
more favorable outcomes. The CRUDS approach generated
recourse that is more plausible, realistic, and actionable
than those of baseline counterfactual explanations. The
generated counterfactuals obeyed causal relations between
features. Cito et al. [17] used Large Language Models
to help generate plausible and actionable counterfactuals
in software engineering, specifically for code reviews and
code performance prediction, to help and inform developers
about their code base. The results showed that the generated
explanations are useful and software developers can gain
insights about their code bases. Suffian et al. [18] generated
counterfactual explanations using human feedback. The
empirical results showed the user-centricity and human-
friendliness of the generated counterfactuals. Albeit the study
allows users to input data, the users define input ranges
of the variables, which may introduce outliers, resulting
in unrealistic counterfactuals. Na et al. [19] proposed a
novel framework for generating practical and plausible
counterfactuals by minimally changing the meaningful
information of inputs in a lower dimensional space of
a generative adversarial network (GAN). The empirical
results on different domain tasks demonstrate the superiority
and versatility of the proposed framework. The study is
only applicable to tasks where classifiers are differentiable.
Fernandez et al. [20] proposed a heuristic search approach
to find plausible and actionable counterfactuals. The findings
were that techniques that use feature weights/importances
are not conducive to model explanations. They argue that

it is not clear how feature weights influence decisions.
Förster et al. [21] proposed a novel approach to generate
coherent counterfactual explanations. A counterfactual is
coherent if the counterfactual scenario is realistic and typical
as well as suitable to explain the factual situation [21].
The results showed that the proposed approach produces
explanations that are significant, realistic, and as well as
suitable to explain the factual situation when compared to
state-of-the-art counterfactual explanations.

One of the limitations of the counterfactuals is the lack of
robustness over time, which is influenced by the changing
nature of the data over time [2]. The change in data
normally requires model retraining. Model retraining may
result in the counterfactuals that were previously proposed
for a recourse no longer being valid. However, Ferrario and
Loi [22] tackled the challenge of instability of counterfactual
explanations. The study proposed a method that is called
counterfactual data augmentation. The proposed method
improves the stability of counterfactual explanations over
time, which could result in more real-world adoption of
machine learning applications. The quality of the generated
counterfactuals can also be assessed by domain experts. For
example, Carlevaro et al. [23] proposed the use of Support
Vector Data Description (SVDD) to generate counterfactuals.
The results showed that the proposed approach is trustworthy
and can be understood and tested by domain experts who
do not possess prior knowledge of AI. It was also noticed
in the literature that some of the studies ([24], [25])
did not consider any of the counterfactual properties that
normally help in assessing the quality of the generated
counterfactuals. The counterfactual properties are used to
enhance the quality of the generated counterfactuals. Hence,
it is important to generate counterfactuals that encapsulate
more counterfactual properties. It is observed in the literature
that some studies only focused on a few counterfactual
properties, see Table 1.

III. METHODOLOGY
This section focuses on the methods that were used to gener-
ate counterfactuals. Before formulating the new optimization
problem, definitions are provided. Suppose x ∈ Rd is a
feature vector, where d denotes the number of features. In the
context of credit scoring, which is a binary classification, the
black-box model g maps the feature vector x to a predicted
class label ŷ ∈ {0, 1}, i.e.,

g : x→ ŷ, (1)

where 0 represents a non-default class, and 1 represents
a default class. The probability of x being mapped to the
non-default class and default class is P(g(x) = 0) and
P(g(x) = 1), respectively. Next, a counterfactual explanation
and a counterfactual explainer are defined.
• Counterfactual explanation: A counterfactual expla-
nation for a feature vector x, is a feature vector c such
that the output ŷ′ = g(c) differs from that of ŷ = g(x),
and that the distance between x and c is minimal [1].
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TABLE 1. Summary table of the selected papers from the literature. Abbreviation: (CE) Counterfactual Explanation.

• Counterfactual explainer: Is a function u that takes
as input, the feature vector x of the dataset X =

{x1, x2, · · · , xn}, the black-box model g, and it returns
a set of counterfactuals C = {c1, c2, · · · , ck} [1].

To find a counterfactual c, the following cost function h
must be minimized:

h(x, c, g) = γ × (1− P(g(c) = 0))+ dist(x, c) (2)

subject to:

P(g(c) = 0) ≥ 0.5 (3)

and

1

1+ exp−ζ i
< δ, ∀i ∈ {1, 2, · · · , d}, (4)

and

ci =

{
ci, if f i is mutable
f i, otherwise,

(5)

and

ci ∈ [min(fi),max(fi)], ∀i ∈ {1, 2, · · · , d}, (6)

where γ controls the contribution of the first term against the
second term in Eq. (2), and γ > 1, f i and ci represent the ith

feature value for a given x and c, respectively, P(g(c) = 0)
denotes the probability of a counterfactual belonging to a
non-default class, and fi represents feature values of the
ith feature in dataset X (i.e., fi is column i in X). The choice
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of distance is

dist(x, c) =
d∗∑
i=1

|ci − f i|
MADi

+

d∑
i=d∗+1

|ci − f i|
MDi

, (7)

where MADi and MDi denote a mean absolute deviation
and a mean deviation for the ith feature, respectively, and
d∗ denotes the number of continuous features [6]. Please
note that the first term of Eq. (7) is the calculation of
distance for continuous features, and the second term is
the distance calculation for categorical features. The mean
absolute deviation for the ith feature in X is

MADi =
1
n

n∑
j=1

|f ij − f̄i|, (8)

where n denotes the number of records and f̄i denotes the
mean or average of the ith feature [6]. The mean deviation
for the ith feature is

MDi =
1
m

m∑
l=1

ol |f il − f̃i|, (9)

where m is the number of categories, ol is the frequency of
each category and f̃i is the median of the ith feature [6].

The five counterfactual properties that are included in
the optimization problem are validity, sparsity, similarity,
actionability, and plausibility. Validity measures the ability
of a counterfactual to change the decision of an out-
come [1]. Sparsity measures the minimal changes in data
features/variables that are required to effect the desired
outcome [1]. Similarity measures how far a counterfactual
is, from the original instance [1]. Actionability measures
the ability of a counterfactual to change mutable features
only [1]. Plausibility ensures that the counterfactual is
realistic [1].

The validity property is captured in Eq. (3). The sparsity
property is represented in Eq. (4), the similarity property is
captured in the actual cost function in Eq. (2) by the distance
calculation term, the actionability property is captured in
Eq. (5), and the plausibility is represented in Eq. (6). The
term ζ i in Eq. (4) measures the absolute percentage change
between the ith feature value in the vector of interest x and the
generated counterfactual c and is given as

ζ i =
|ci − f i|
|f i| + ϵ

, ∀i ∈ {1, 2, · · · , d}, (10)

where ϵ is a small positive arbitrary number that guarantees
a non-zero division. The absolute percentage change values
ζ i can be greater than 1. For ease of use, the logistic function
(i.e., the left-hand side of Eq. (4)) is used to ensure the values
are not greater than 1, where the range of the logistic function
is [0.5, 1]. Since the absolute change values ζ i are inputs to
the logistic function and are non-negative, the lower value of
the logistic function is 0.5.

To guarantee sparsity, a threshold value 0.5 < δ < 1 must
be chosen when generating a counterfactual c. Any feature

values in x that result in the left-hand side of Eq. (4) to be
greater than δ, those feature values will not be changed when
generating the counterfactual c.
In the sequel, details of how predictive features were

selected, and optimization techniques that this study focuses
on are provided.

A. FEATURE SELECTION
Feature selection, regarded as an important step in machine
learning, is a process of selecting predictive features. The aim
of feature selection is to improve model performance, reduce
overfitting, and minimize training time. There are multiple
methods for feature selection, broadly categorized into
filter methods, wrapper methods, and embedded methods.
A literature review by [5] explains in detail the methods of
feature selection. In this study, an Information Value (IV)
[26] (a filter method) was used to select predictive features.
The IV uses weights of evidence (WOE) [26]. The WOE is
a measure used primarily in credit scoring to quantify the
predictive power of each feature concerning a binary target
variable. Each feature is divided into various bins, and the
weight of evidence is calculated for each bin. The WOE is
denoted for bin b in feature f as WOE (f )

b which is calculated
as follows:

WOE (f )
b = ln

(
N (f )
b

D(f )
b

)
(11)

where N (f )
b is the frequency of non-defaults and D(f )

b is the
frequency of defaults for bin b in feature f [4].

While WOE is traditionally used in credit scoring, it can
also be applied in other domains where binary classification is
required, as it helpsmeasure each attribute’s predictive power.

The IV is used to select predictive features and is calculated
as follows for each feature f [4],

IV (f )
=
∑B(f )

b=1

(
N (f )
b − D

(f )
b

)
WOE (f )

b (12)

where B(f ) represents the number of bins in feature f . The
following thresholds apply as a general rule of thumb when
using IV for feature selection [26]:
T1) IV (f ) < 0.02: unpredictive;
T2) 0.02 ≤ IV (f ) < 0.1: weak predictor;
T3) 0.1 ≤ IV (f ) < 0.3: medium predictor;
T4) 0.3 ≤ IV (f ) < 0.5: strong predictor; and
T5) IV (f )

≥ 0.5: suspicious or too good to be true.
Both categorical and continuous variables were considered

for WOE and IV analysis. For continuous features, binning
was performed to create discrete intervals. WOE and IV were
then calculated for these binned intervals. For categorical
variables, the existing categories naturally formed the bins,
andWOE and IVwere computed directly on these categories.

B. GENETIC ALGORITHM (GA)
The genetic algorithm is an evolutionary search approach that
is motivated by natural evolution [27]. The genetic algorithm
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Algorithm 1 Genetic Algorithm (GA) [27]
Require: A population size, crossover rate, mutation rate,

and termination criteria
Initialize a random population
Evaluate the fitness of each individual in the population
while The end condition is not met do
Select parent pairs based on fitness
Produce offspring through crossover of parents
Apply mutation to offspring with the givenmutation rate

Evaluate the fitness of the offspring
Replace the old population with the new one

end while

return The best solution found in the population

process involves five phases i.e. the initial population,
the fitness function, the selection, the cross-over, and the
mutation. The genetic algorithm involves a selection of
individuals (based on some defined fitness function) from
an initial population for reproduction/mating (i.e., cross-
over) purposes. The selected individuals produce diverse
offspring (using mutation) that inherit the initial individual’s
characteristics. The diverse offspring gets included in the next
generation of the population. The process repeats itself until it
converges to a solution (a counterfactual explanation). In the
context of credit scoring, an individual is a feature vector (or
single record) that can potentially be a counterfactual that
will be used to explain an original instance. The population
is the set of possible counterfactuals. The fitness function
is the neural network that is used to predict the output
(i.e., default or non-default) of the original instance. The
cross-over rate is the probability of two feature vectors
exchanging values at a single point [27]. The mutation is
responsible for creating diversity during the optimization to
prevent early convergence.

C. PARTICLE SWARM OPTIMIZATION (PSO)
The PSO mimics the navigation of a flock of birds or a
school of fish [28]. The original inventors of the PSO are
Eberhart and Kennedy [29]. Since its inception in 1995, PSO
has gained a huge amount of improvements over time [28].
The PSO is a stochastic search strategy and uses position

vectors and velocities of the particles in a swarm [28]. The
particles are assigned initial random position and velocity
values. Each particle in the swarm has its own objective
function, which is governed by the position of the particle and
the velocity at which the particle moves [28]. In the context
of credit scoring, a particle is a feature vector that serves as
a potential candidate for being a counterfactual explanation.
To find the optimal minimum for the objective function,
the particle will have to consider its personal best-optimized
value and the global best-optimized value in the entire swarm.
The final global best value is found when all the particles

have converged to the global best. The current position of
particle j is represented by Z tj and the position of particle j
in the next iteration/generation is

Z t+1j = Z tj + V
t+1
j , (13)

where V t+1
j represents the velocity of moving from position

Z tj to position Z t+1j and t is the indexing/iteration value. The
velocity at the next iteration is represented by the following
formula

V t+1
j = ωV t

j + a1r1(P
t
j − Z

t
j )+ a2r2(G

t
j − Z

t
j ). (14)

The first part of Eq. (14) is the inertia where ω represents
the weight parameter [28]. The second part of Eq. (14)
is called cognitive component and Ptj denotes the personal
best-optimized value [28]. The third part of Eq. (14)
represents the social component and Gtj is the global best-
optimized value [28]. The particle j is a feature vector
and the aim is to find the feature values that result in
the global best-optimized value (i.e., the minimal value
of the objective function) in a search space. Eq. (14) has
several parameters that may influence the performance of
the PSO. The initial researchers who studied the impact of
the weight parameter on the performance of the PSO were
Shi and Eberhart [30]. The weight parameter ω balances
exploration and exploitation [30]. The exploitation refers to
the particles converging to a known solution in the search
space [30]. The exploration refers to how well a particle
explores other regions in a search space that may have
possible optimized objective function values [30]. The value
of ω should gradually decrease with time/iterations [28].
Shi and Eberhart [30] proposed that the weight parameter
must change during the search from 0.9 to around 0.2.

The impact of the parameters a1 and a2 (which denote
the acceleration of the particles towards the personal best
solution and the global best solution, respectively) is assessed
by setting one parameter to 0 and setting the other parameter
to 2. When a1 = 0, there’s no personal best in the search
space, leading particles to converge to a minimum, maxi-
mizing exploitation but minimizing exploration. Conversely,
for a2 = 0, particles don’t converge due to maximum
exploration and minimal exploitation, as they rely solely on
their personal best without sharing information. It is therefore
key to balancing exploration and exploitation. In most cases,
a1 = a2 = 2 to ensure that there is a balance between the
exploration and the exploitation [28]. Carlisle andDozier [31]
conducted experiments and found that the optimal values for
a1 and a2 are 2.8 and 1.3, respectively, and this was further
confirmed by Schutte and Groenwold [32].
The parameters r1 and r2 are random numbers ranging

between 0 and 1, and their purpose is to create randomness
in the search space.

D. BAYESIAN OPTIMIZATION (BO)
Bayesian Optimization is another heuristic search approach.
Bayesian optimization uses a notion of a surrogate func-
tion [34]. The purpose of the surrogate function is to
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Algorithm 2 Particle Swarm Optimization (PSO) [33]
Require: The controlling parameters. The population of N
particles.
while The end condition is not satisfied do
for Each particle do
Calculate the objective function
Update personal best (PBEST) if required
Update global best (GBEST) if required

end for
Update the inertia weight
for Each particle do

Update the velocity (V)
Update the position (Z)

end for
end while

return GBEST

approximate the original cost function during optimiza-
tion [34]. Figure 1 illustrates the phenomenon of Bayesian
Optimization. The first frame (1) in Figure 1 shows the cost
function h(x, c, g) that needs to be optimized. The surrogate
function is represented by the dashed line in frame (2) of
Figure 1 and it is formed based on sampled data points.
In each iteration, new counterfactual data points are sampled
and the surrogate function is updated based on the new
sampled counterfactual data points. When the iterations
are exhausted, the process reaches a global minimum. The
complexity (in terms of evaluation) of the cost function is
taken away by the surrogate functions which are normally
cheap (in terms of evaluation) [35]. In the following section,
the Bayes Theorem is discussed, which serves as the basis for
Bayesian Optimization.

1) BAYES THEOREM
Before the discussion of the Bayes decision rule, the
following notation is introduced:

• P(h(c)|c) denotes the a posterior probability [36]
(i.e. the probability of the cost function given the
counterfactual c);

• P(h(c)) denotes the a priori probability [36] (i.e. the
probability distribution of the cost function);

• p(c|h(c)) represents the conditional density [36] (i.e. the
distribution of the feature vector c given h(c));

• p(c) represents the evidence [36] (it can be viewed
as the scaling factor that guarantees that the posterior
probabilities sum to one).

The Bayes decision rule [36] is defined as follows:

P(h(c)|c) =
p(c|h(x))P(h(c))

p(c)
. (15)

Note that p(c|g(c)) is a multivariate Gaussian distribution
density function. The Gaussian distribution density function

is given as:

p(c;µ, 6) =
1

(2π)
n
2 |6|

1
2

exp{−
1
2
(c− µ)T6−1(x− µ)}

where the mean, µ, and covariance-matrix, 6, are estimated
by using Expectation Maximization (EM) [37].

2) SURROGATE AND ACQUISITION FUNCTIONS
The probability P(h(c)|c) in Eq. (16) is known as the
Gaussian Process which represents a surrogate model [35].
The acquisition function is applied to the surrogate function
to find better-sampled data points. The commonly used
acquisition function is the Expected Improvement (EI) [35].
The formula for EI is:

EIh∗ (c) :=
∫
∞

−∞

max(h∗ − h(c), 0)P(h(c)|c) dh(c). (16)

The h∗ represents the best (i.e., lowest) cost function
value observed so far. The h(c) represents the cost function
evaluated at counterfactual c. The aim is to maximize the
acquisition function [34] to find better data points (i.e.,
counterfactuals) when sampling, which will potentially result
in a minimum for the cost function. Thereafter, the surrogate
function is updated using the sampled data points. This is
repeated until a global minimum is reached or the number of
iterations is reached. The acquisition function is responsible
for newly sampled data points and the notion of exploration
and exploitation is applicable when looking for new data
points [34]. The exploitation allows the acquisition function
to samplewhere the surrogate function results in an optimized
cost function. The exploration allows the acquisition function
to sample in regions with lots of uncertainty in hopes that
better data points will be found that will result in an optimized
cost function. Thus, the acquisition function must balance the
exploration and the exploitation when sampling for new data
points.

Algorithm 3 shows the pseudo-code for the Bayesian
Optimization. The algorithm requires several inputs and these
include, the number of iterations, cost function, surrogate
function, and acquisition function. The surrogate functionM
is an approximation of the cost function h. The acquisition
function S, determines where to sample next during the
search. TheH is a set of pairs consisting of the counterfactual
and the cost function, i.e., (c, h(c)). The set of pairs H is
initialized to an empty set. The first line inside the iteration
loop finds the input value c that minimizes the acquisition
function S. This step determines where to sample the cost
function next, based on the previous surrogate model Mt−1.
The second line inside the iteration loop updates the set of
pairs H by appending a new pair (c, h(c)). The last line in
the iteration loop fits a new surrogate modelMt based on the
updated set H. The first line outside the iteration loop sorts
the pairs from lowest in terms of the cost function h(c) to
highest. The last line returns a pair (c, h(c)) in H with the
lowest cost function. Consequently, the c in the returned pair,
is the counterfactual explanation.
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E. STATISTICAL SIGNIFICANCE TESTING
Statistical significance testing of the counterfactual gener-
ating approaches is assessed. The aim is to see if there
are performance differences in the way counterfactual
explanations are generated. The counterfactual properties that
were used for significance testing are validity, similarity, and
sparsity. All statistical significance tests in this study were
based on Friedman test [38] which is a non-parametric test.
The Friedman test consists of four steps, i.e., a hypothesis,
a test statistic, a rejection region, and a conclusion. Below
are the steps involved in the Friedman test, Step-1)

1) State a null hypothesis H0 and an alternative
hypothesis H1;

• H0: The counterfactual generating approaches
do not differ in how they rank counterfactual
performances for validity/sparsity/similarity.

• H1: At least one counterfactual generating
approach differs in how it ranks counterfactual
performances for validity/sparsity/similarity.

2) Calculate the test statistic [39];

• Collect all the results for each counterfactual
generating approach.

• For each generated counterfactual i, rank values
from 1 (denoting best performance) to o (denoting
worst performance). The ranks are denoted as
r ji (1 ≤ j ≤ o) and i ranges between (1 ≤
i ≤ q). Please note that in our study, the number
of generated counterfactuals for Friedman test is
q = 30, and a number of counterfactual generating
approaches is o = 4.

• For each counterfactual generating approach j,
calculate the average obtained for all generated
counterfactuals as Rj = 1

q

∑q
i r

j
i .

• The F-score, which is the test statistic is

F-score =
12

oq(q+ 1)

o∑
j=1

R2j − 3o(q+ 1).

3) Define a rejection region;

• Rejection region is defined by the level of signif-
icance α = 0.05, using the upper critical values
from the chi-square table.

• The critical value is defined as a chi-squared value
χ2
b−1, where b− 1 is the degrees of freedom.

4) Draw a conclusion;

• The null hypothesis is rejected if F-score > χ2
b−1

or p-value < 0.05 and a conclusion is that there
is no significant evidence that the counterfactual
generating approaches rank counterfactual perfor-
mances equally/perform similarly.

In essence, the Friedman test assesses whether there exist
significant differences in how counterfactuals perform when
generated by more than two approaches. To find exactly
which counterfactual generating approaches differ in terms

of counterfactual performances, a post-hoc test known as
Nemenyi test [40] is used.

Algorithm 3 Bayesian Optimization (BO) [35]
Require: Number of iterations T , cost function h, surrogate
functionM and acquisition function S
H = ∅
for Each iteration t do
c← argmin

c
S(c,Mt−1)

H← H ∪ (c, h(c))
Fit new model toMt

end for
SortH using h(c) in ascending order

return First pair ofH

IV. EXPERIMENTS
A. BLACK-BOX MODEL
The black-box model that was used is a deep neural network
consisting of three hidden layers. The first hidden layer had
20 neurons, the second hidden layer had 10 neurons and
the third hidden layer had 6 neurons. The input layer and
the output layer had 12 and 2 neurons, respectively. The
hidden layers’ activation functions were Rectified Linear
Unit (ReLU). The ReLU returns a maximum between 0, and
the sum of the multiplication of the inputs, weights, and
biases. The choice of the optimizer was Adam (Adaptive
Moment Estimation). An optimizer is a method of adjusting
the weights and biases of a neural network to ensure the
loss function is minimized. Since the classification task is
binary (either default or non-default), the choice of the last
hidden layer activation function was a sigmoid function.
Since a sigmoid function maps any input to values between
0 and 1, a decision boundary was created by choosing a
threshold of 0.5, to classify input data with prediction outputs
above 0.5 as defaults and below 0.5 as non-defaults. The
batch size of the neural network was set to 50 and the
number of epochs was 1000. Please see Table 2 for parameter
details of deep neural network. To optimize the performance
of the artificial neural network (ANN), we conducted a
grid search to identify the best set of hyperparameters in
Table 2. Grid search is normally performed using K-fold
cross validation on the training set. For each combination of
hyperparameters, the ANN was trained using K-fold cross
validation. The combination of the parameters that resulted
in the best accuracy on the validation set was considered best
hyperparameters.

B. DATA
The dataset that was used in this study is the German
credit dataset [41]. The credit dataset is publicly available
on Kaggle website. The dataset has 21 features, where 7 of
the features are continuous and the other 14 are categorical.
The total number of records on the German dataset is 1000.
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FIGURE 1. Bayesian optimization process.

TABLE 2. Artificial neural network parameters and grid search values.

The German credit dataset has features such as status
of existing checking account, duration in
month, credit history, purpose, Age (years),
Sex & Marital Status and Length of current
employment to mention the least. Features such as Age
(years) and Sex & Marital Status are treated as
immutable. All other features are mutable. A feature selection
was performed to select predictive features (features that
have information values between 0.1 (inclusive) and 0.5
(exclusive)), and this resulted in 12 features. The target
variable is binary (i.e., default/non-default). Please see
Table 3 and Table 4 for feature descriptions and feature min-
max values, respectively.

C. OPTIMIZATION ALGORITHMS’ PARAMETERS
The genetic algorithm had a population size of 100, the
mutation probability was set to 0.01, the crossover probability
was 0.2 and the number of iterations was 500. The choice
of the mutation rate of 0.01, was based on the experiments
done by Grefenstette [42]. Further, Grefenstette [42] posited
that mutation rates that exceed 0.05 are not good for the
optimal performance of Genetic Algorithms. Hassanat et al.
[43] noted that the use of 0.9 (usually used as a predefined
parameter setting to encourage broader exploration search)
for cross-over rate does not always perform best. Hence,
the choice for cross-over rate was 0.2 to reduce too much
exploration.
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TABLE 3. Features descriptions of the german credit data [41].

TABLE 4. Selected features with their min-max values.

The particle swarm optimization had a population size
(i.e., the number of particles) of 40, the weight parameter
was decreasing from 0.9 to 0.2, the acceleration parameters
were set to 2 and the number of iterations was 50. Shi and
Eberhart [30] suggested that the weight parameter should
change during the search from 0.9 to around 0.2. The
acceleration parameters were set to 2, to ensure that there is a
balance between exploration and exploitation [28] during the
counterfactual explanation search.

The number of iterations for the Bayesian Optimization
was set to 100. Please refer to Table 5 for parameter details
of the optimization algorithms.

Each of the optimization problems must take into account
sparsity. The level of sparsity is controlled by the threshold
value which ranges between 0.5 < δ < 1. The threshold
value was set to 0.9. If δ is set too low, the counterfactual will
be very similar to the original instance, since the majority
of the feature values will not be changed during the search
of counterfactuals. Thus, high values of δ, allow the original
instance feature values to be changed during the search of
counterfactuals. This is illustrated in Figure 2. The impact
of the value of δ is illustrated in Figure 2, when δ is set

TABLE 5. Parameters for different optimization techniques. Legend: EI
(Expected Improvement), GP (Gaussian Process), NFE (Number of
Function Evaluations).

low, even minor absolute percentage changes in features
will cause them not to be changed. The balanced threshold
is at 0.8. However, a balanced threshold of 0.8 might not
always guarantee a desired prediction (i.e., non-default) for
the counterfactual. A higher delta optimally balances sparsity
with the likelihood of flipping the counterfactual’s outcome
to the desired prediction.

D. NUMBER OF FUNCTION EVALUATIONS
Another important metric is the number of function evalu-
ations(NFE) [44] which evaluates the computational com-
plexity of an optimization problem. The NFE is calculated
as follows:

NFE = Number of Iterations× Population Size.

The higher the NFE the more computationally intensive the
algorithm. However, this is also driven by the complexity of
the objective function. For example, if each evaluation of the
objective function is expensive, even if the NFE is relatively
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FIGURE 2. Impact of delta (δ) threshold on feature changes. The x-axis represents the absolute percentage change, and the y-axis represents the
sigmoid value. The green region illustrates where the sigmoid values fall below the set threshold (δ), indicating acceptable feature changes. The
yellow region illustrates where the sigmoid values are above the threshold, indicating no feature changes. As (δ) increases from 0.5 to 1, the size of
the green region increases, illustrating lower sparsity. The red dotted line represents the threshold value that controls the sparsity level. These
regions are for illustration purposes only and do not represent specific features.

low, it can result in high computational demand for compute
resources [44].

E. SELECTION OF COUNTERFACTUALS
It is important to explain how the final counterfactuals were
obtained. Since the optimization methods used in this study
generate different results for each optimization run due to
randomness. Given the extended processing durations for
generating counterfactuals, each optimization algorithm was
executed 10 times. Consequently, 10 potential counterfactual
candidates were produced. The final counterfactual was
chosen among the 10 candidates using Eq. (7) which
calculates the L1-norm distance between the original instance
and the counterfactuals. A counterfactual that resulted in a
small distance was chosen as the final counterfactual.

V. RESULTS
This section begins with an examination of the performance
of the black-box model. Subsequently, we delve into coun-
terfactual explanations of the black-box model, generated
using a range of optimization algorithms. It is important to

clarify that using numeric values for categorical features is
not appropriate for interpretability. While numeric values
were utilized to generate counterfactuals, for the purpose of
explanation, we will present the actual categorical values.
This ensures that the counterfactuals remain explainable
and meaningful. For instance, instead of saying ‘‘Payment
status must decrease by 4’’ we will use the corresponding
categorical descriptions to provide clear and understandable
explanations. This approach aligns with the aim of making
the counterfactuals comprehensible. To clarify, the numerical
codes assigned to each category are used strictly as identifiers
for ease of generating counterfactual explanations.

Following this, we conducted a performance assess-
ment of three selected optimization algorithms using
explainer properties. Thereafter, a qualitative comparison
of the counterfactual generating approaches was conducted.
In this context, a counterfactual generating approach that
exhibits a greater number of counterfactual properties is
considered superior. Additionally, we have undertaken a
quantitative evaluation of various counterfactual generating
methodologies. Notably, in this study, Particle Swarm
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Optimization (PSO) was the chosen optimization algorithm,
owing to its efficiency in solving optimization problems.

A. MODEL PERFORMANCE
The Receiver Operating Characteristic Area Under the Curve
(ROCAUC)metric quantifies the overall ability of a model to
distinguish between the default (i.e., positive) and non-default
(i.e., negative) classes, irrespective of the threshold [45].
An AUC of 1 indicates perfect classification, whereas an
AUC of 0.5 implies that the model performs no better than
random guessing. The ROC AUC is given as:

ROC AUC =
1
2

(
1+

TP
TP+ FN

−
FP

FP+ TN

)
where:

• TP (True Positives) is the number of correctly predicted
positive instances;

• FN (False Negatives) is the number of positive instances
incorrectly predicted as negative;

• FP (False Positives) is the number of negative instances
incorrectly predicted as positive;

• TN (TrueNegatives) is the number of correctly predicted
negative instances.

This formula provides a simplified method for calculating
the ROC AUC in binary classification scenarios. It balances
the true positive rate (sensitivity) and false positive rate (1
- specificity) to give an overall performance measure of the
classifier.

The dataset was split into training and test sets using a
70/30 split. The training set was used to train the neural
network, and the test set was used to assess the neural
network’s performance. The metric of choice to assess the
neural network’s performance was ROC AUC, and the ROC
AUC on the test set was 0.71. This indicates that the neural
network performs better than random guessing.

B. GENETIC ALGORITHM
The counterfactual explanation suggests that for the feature
vector of interest x to qualify for a loan application,
the Purpose must change from buying a new car to
buying a used car, the Payment Status of Previous
Credit must change from critical account to existing
account paid back fully till now and the Length of
current employment must change from being unem-
ployed to employed between 1 and 3 years.

C. PARTICLE SWARM OPTIMIZATION
The counterfactual explanation suggests that for the feature
vector of interest x to qualify for a loan application, the
Purpose must change from wanting to buy a new car to
buying furniture/equipment and Concurrent Credits
must decrease by 2, the Type of apartment must
change from owning to staying for free and the Duration
of Credit (month) must increase by 38.

D. BAYESIAN OPTIMIZATION
The counterfactual explanation suggests that for the feature
vector of interest x to qualify for a loan application, the
Purpose must change from wanting to buy a new car
to buying a radio/television, the Payment Status of
Previous Credit must change from critical account
to no credit taken/all credits paid back duly, the Most
valuable available asset must change from life
insurance to car or other and the Concurrent Credits
must decrease by 2.

E. OPTIMIZATION ALGORITHMS IN EXPLAINER
PROPERTIES
Three distinct optimization algorithms were employed to
solve optimization problems. This section compares three
optimization algorithms by using explainer properties.
According to [1], explainers have properties such as effi-
ciency, fairness, and stability. The efficiency property is
defined as the time it takes to generate a counterfactual. The
fairness property is defined in Guidotti [1] as the ability of
the explainer to give the same decision based on the same
feature changes in x irrespective of the demographic group.
Suppose a feature vector x is rejected for a loan application
(i.e., g(x) = 1), and that cs and ct are counterfactuals for
feature vector x where the gender feature value for cs is male
and for ct is female. The explainer h is fair if and only if the
features that are changed in x are the same for cs and ct and
that

g(cs) = g(ct ) = 0. (17)

The stability (also known as robustness) property is
defined in [1] as the ability of the explainer to generate
similar counterfactuals (i.e. c1 and c2) when the feature
vectors (i.e. x1 and x2) of interest are similar and their
predictions are the same (i.e. g(x1) = g(x2)). The
similarity will be measured by the cosine similarity given
as

cosine(c1, c2) =
c1 · c2

∥ c1 ∥∥ c2 ∥
. (18)

The cosine similarity has values between 0 and 1 (inclu-
sive). A cosine similarity value closer to 1 indicates greater
similarity between feature vectors, while a value approaching
0 suggests increased dissimilarity between them. The results
of fairness and robustness are shown in Table 6. The results
show that all three optimization algorithms perform similarly
for explainer fairness and robustness. However, for efficiency,
there are differences. The optimization algorithm that results
in making the explainer more efficient in this study is the
particle swarm optimization. Please note that there was only
one experiment run, hence, the results are not statistically
significant. For clarity, values in Table 6 for robustness are
rounded to two decimal places, though actual values may
differ in precision.
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TABLE 6. Comparison of all three optimization techniques using
explainer properties. The legend: GA (Genetic Algorithm), PSO
(Particle Swarm Optimization), BO (Bayesian Optimization).

TABLE 7. Comparing state-of-the-art counterfactual methods with our
approach.

F. COMPUTATIONAL COMPLEXITY
Since particle swarm optimization resulted in low com-
putational time, it is worth looking at its complexity.
We specifically looked at time complexity using the Big O
notationO(n). The time complexity depends on the number of
particles in a swarm, the dimension d of the feature vector x,
and the number of iterations the algorithm runs. Overall the
complexity of the proposed approach is:

complexity = O(d ∗ ni ∗ np)

where ni and np denote the number of iterations and number
of particles, respectively. The Big O notation O(d ∗ ni ∗ np)
of our proposed approach essentially means that the running
time of the particle swarm optimization algorithm increases
linearly with the number of dimensions, the number of
iterations, and the number of particles. If you increase any of
these variables, the running time will increase proportionally.

G. QUALITATIVE COMPARISON OF COUNTERFACTUALS
Using counterfactual properties for qualitative comparison
is a straightforward method to evaluate counterfactual
performances. A counterfactual is deemed superior if it
has multiple counterfactual properties. The counterfactual
properties such as validity, similarity, sparsity, actionability,
and plausibility were considered. Table 7 shows that most
methods focus on validity and similarity. Our approach looks
at all the suggested counterfactual properties. There is only
one method [46] that focuses on the actionability of the
generated counterfactuals. Please note that the list of sources
in Table 7 is not exhaustive.

H. QUANTITATIVE COMPARISON OF COUNTERFACTUAL
GENERATING APPROACHES
Statistical significance tests of the counterfactual generating
approaches in terms of counterfactual performances using
validity, similarity, and sparsity were performed. The validity
property is assessed using the probability of counterfactual
c belonging to the non-default class, i.e., P(g(c) = 0). The

higher the probability, the more valid the counterfactual is.
The similarity property is assessed using the distance between
the record of interest x and the generated counterfactual c, i.e.,
dist(x, c). The lower the distance, the more similar x and c
are. The sparsity property is measured by using the following
formula

sparsity =

∑
(ci=f i) 1

d
, ∀i = {1, 2, ·, d}. (19)

Eq. (19) counts the number of features that have the same
values between x and c. The higher the sparsity value,
the more sparse the generated counterfactual is. This study
is compared quantitatively to Dastile et al. [6], Sharma
et al. [46], and Wachter et al. [50] using counterfactual
properties (i.e. similarity, validity, and sparsity). There were
30 defaulted records that were randomly selected in the
dataset, and counterfactuals were generated for the randomly
selected records using approaches from Dastile et al. [6],
Sharma et al. [46], and Wachter et al. [50]. Figure 3 shows
the results for each of the counterfactual properties.

By looking at Figure 3, it is not clear how to tell which
method performs better when it comes to counterfactual
properties. Hence, a statistical significance test is required to
assess if themethods perform differently from each other. The
statistical significance test is performed using Friedman test.
For Friedman test, there are three hypotheses that correspond
to each of the counterfactual properties: Hypothesis-1)
1) For validity;

• H0: The counterfactual generating approaches
do not differ in how they rank counterfactual
performances for validity.

• H1: At least one counterfactual generating
approach differs in how it ranks counterfactual
performances for validity.

2) For similarity;
• H0: The counterfactual generating approaches
do not differ in how they rank counterfactual
performances for similarity.

• H1: At least one counterfactual generating
approach differs in how it ranks counterfactual
performances for similarity.

3) For sparsity;
• H0: The counterfactual generating approaches
do not differ in how they rank counterfactual
performances for sparsity.

• H1: At least one counterfactual generating
approach differs in how it ranks counterfactual
performances for sparsity.

The obtained p-values for validity, similarity, and sparsity
are 5.09e-11, 3.19e-12, and 1.91e-08, respectively. Given that
all these p-values fall below the 0.05 significance threshold,
we reject the null hypotheses. This suggests that at least one
counterfactual generating method ranks performances differ-
ently for each counterfactual property. To pinpoint which
methods show significant differences, a post-hoc Nemenyi
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FIGURE 3. Performance analysis of our approach and that of Wachter et al. [50], Sharma et al. [46], and Dastile et al. [6]. Three counterfactual
properties (i.e. sparsity, validity, and similarity) were compared using 30 samples that were selected randomly in the dataset.

test is conducted. This test produces a table of p-values.
When comparing any twomethods, if the intersecting p-value
is below the significance level, it indicates a significant
difference between their counterfactual performances.

From Table 8, we observe that at intersections involving
Wachter et al. [50] with all other methods, p-values remain
below 0.01. Given our 0.05 significance level, we deduce that
Wachter et al. [50] has counterfactual validity performances
that significantly deviate from the rest. This is corroborated
by the validity graph in Figure 3, where Wachter et al. [50]
registers high validity scores.

For the similarity property, Table 9 indicates that Sharma
et al. [46] diverges notably from other methods, as evidenced
by their intersection p-values being 0.00. This finding is
reflected in the similarity graph within Figure 3, where
Sharma et al. [46] shows high similarity scores. It’s essential
to note that a higher similarity score signifies greater
dissimilarity from the original data point. Consequently,
in terms of the similarity property, Sharma et al. [46] performs
worse than other methods.

When analyzing the sparsity property in Table 10,
Sharma et al. [46], Dastile et al. [6], and our proposed method
show significant variances from Wachter et al. [50] when
tested at the 0.05 significance level.

In summary, the results show that Wachter et al. [50]
is more valid but less sparse as evidenced in Figure 3.
Conversely, Dastile et al. [6] is more sparse but less valid as
depicted in Figure 3. This suggests that there is a trade-off

between validity and sparsity. From Figure 3, it’s evident that
while our proposedmethod sacrifices validity to some degree,
it strikes a good balance between sparsity and validity.

VI. ADVANTAGES AND LIMITATIONS
The proposed approach has several advantages, and these
include, model agnostic, transparency of decisions, and appli-
cability to industry. The approach is model-agnostic, meaning
it can be applied across different machine learning models
without needing customization. A significant advantage is
the approach’s ability to provide transparency to individuals
impacted by machine learning decisions, specifically in the
context of loan applications. It not only explains why an
application was rejected but also advises on possible recourse
actions. This aspect is crucial for ethical AI practices, as it
promotes fairness and accountability. Classification tasks
involving tabular data are common in many industries, this
makes our proposed approach highly relevant and effective
for a significant portion of machine learning applications.

While our approach has positive aspects, it also faces
certain limitations. Specifically, our method is tailored to
tabular data and cannot be easily extended to other data forms,
which restricts its applicability in scenarios requiring diverse
data types. Furthermore, the assumption that training data
remains static over time introduces challenges in maintaining
the accuracy of the explanations, as it does not account
for the dynamic nature of real-world data which requires
model retraining. This makes our approach both data and
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TABLE 8. The p-values from the Nemenyi test pertain to the validity property. Intersection values below the significance level of 0.05 indicate a significant
performance difference between counterfactual generating methods.

TABLE 9. The p-values from the Nemenyi test pertain to the similarity property. Intersection values below the significance level of 0.05 indicate a
significant performance difference between counterfactual generating methods.

TABLE 10. The p-values from the Nemenyi test pertain to the sparsity property. Intersection values below the significance level of 0.05 indicate a
significant performance difference between counterfactual generating methods.

model dependent, necessitating careful consideration of its
applicability based on the characteristics of the data and the
classification models.

VII. CONCLUSION
In this article, we tackled the challenge of making machine
learningmodels more understandable by using counterfactual
explanations, which are ‘‘what-if’’ scenarios. We tested
three different techniques; genetic algorithm, particle swarm
optimization, and Bayesian optimization, to find the best
way to create counterfactual explanations. Our tests on the
German credit dataset, a common choice for studying credit
scoring, showed that our method can generate explanations
that meet several important counterfactual properties.

We compared our approach with other methods based on
how valid, similar, and sparse the explanations were. Our
findings suggest that there is a delicate balance in getting a
counterfactual that is valid and sparse. Although our method
does prioritize sparsity over absolute validity, it strikes a
good balance between the two. The results indicated that the
existing state-of-the-art explanation methods struggle to find
a good balance between sparsity and validity. By generating
counterfactuals that are both valid and sparse, this study
provides explanations that are easier for end-users (loan
applicants) and stakeholders (lenders) to understand and trust.
Simpler explanations that effectively change the outcome can
help bridge the gap between AI systems and human decision-
makers. With sparser explanations, users are more likely to
engage with the AI system and take actionable steps. As a
result, users will find the recommendations more manageable
and straightforward to implement. As regulations around
AI transparency increase (like the EU’s GDPR), the ability

to provide clear, concise, and effective explanations will
be crucial. This study’s approach can help organizations
comply with such regulations by offering explanations that
fulfill legal requirements for explainability. Looking ahead,
we are interested in exploring how different features in the
data might cause certain outcomes in the explanations we
generate.
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