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ABSTRACT Sentiment analysis is important for comprehending attitudes and emotions, and popular social
media platform X (formally Twitter) is useful in this context. For sentiment analysis of English texts,
several approaches are available but the Arabic language calls for more specialized study because of its
unique qualities and subtleties. This paper presents TransNet, a Deep Attentional Hybrid Transformer
model designed to classify asthma-related Arabic social media messages. TransNet combines the sequential
learning capabilities of Gated Recurrent Units (GRUs) and Long Short-Term Memory Networks (LSTMs)
with the resilient attention mechanisms of Transformers. The model can extract complex patterns and
relationships from textual input efficiently. We use label encoding and upsampling approaches to rectify
the intrinsic class imbalance in our Kaggle dataset. We also expand the dataset containing Arabic
asthma-related tweets with new data, namely by substituting synonyms to add variety to the training
set. To better capture the subtleties of the Arabic language, we further improve text representation by
adding a pre-trained Bidirectional Encoder Representations fromTransformers (BERT) tokenizer. A rigorous
collection of baseline models, including Transformer+LSTM, Transformer+GRU, Transformer+CNN, and
Transformer+GRU-CNN, are used to assess TransNet’s performance. TransNet demonstrates its supremacy
with an F1 score of 97.86% and an excellent accuracy of 97.87% in the empirical data. We use Local
Interpretable Model-agnostic Explanations (LIME), which helps to understand the mechanism of the model
and also ensures that our forecasts are clear and comprehensible. According to our study, TransNet performs
better than conventional models in categorizing Arabic asthma postings on social media and gives useful
insights.

INDEX TERMS TransNet, hybrid transformer, transformer, sentiment analysis, Arabic text classification.

I. INTRODUCTION
The emergence of social media platforms has changed the
landscape of communication. It gives people a place to share
experiences and seek information on a variety of issues,
including health and wellness [17]. Asthma, a chronic respi-
ratory ailment that affects millions of people worldwide [6],
[73], has emerged as a popular topic of discussion in social
media [33]. These platforms are Internet forumswhere people
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can share personal experiences, seek support, and voice
concerns about asthma treatment, medication, triggers, and
lifestyle changes [45]. Understanding the dynamics of these
social media debates provides an opportunity for healthcare
practitioners and academics to acquire real-time information
about public views, practices, and issues related to asthma
management [61].

However, the analysis of social media data [27], particu-
larly in languages other than English, offers distinct obstacles
for linguistic intricacies and cultural subtleties. Arabic is
one of the world’s most frequently spoken languages, and
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it also includes asthma-related talks [35], [49]. Arabic-
language social media platforms provide lots of information
and insights about the attitudes, beliefs, and experiences
of people with asthma in Arabic-speaking countries [9],
[12], [22], [65]. Despite the abundance of accessible data,
the successful processing and interpretation of Arabic text
data remains difficult because of the language’s complicated
morphology, grammar, and many dialects [25], [41], [64].

Traditional machine learning methods struggle to manage
the complexities of Arabic text input [28], [39], [43],
resulting in a subpar performance in tasks such as clas-
sification and sentiment analysis. To solve these issues,
using deep learning techniques can be useful [46], [51],
[58], [60], which have performed extraordinarily well in
processing and analyzing natural language data. Models
based on Transformer topologies [11], [42], [50], [57]
include self-attention processes and performwell in capturing
long-term dependencies and contextual information in text
data. Furthermore, recurrent neural networks (RNNs), such
as Long Short-Term Memory (LSTM) and Gated Recurrent
Unit (GRU) networks, excel at modeling sequential input,
making them valuable components in text categorization
applications [8], [16], [62], [63].
Here, we present TransNet, an innovative deep-attentional

hybrid transformer architecture created especially for Ara-
bic text categorization. This model primarily focused on
information relevant to asthma. Our strategy takes into
account the difficulties posed by limited labeled data and
linguistic intricacies by including sophisticated methods for
data augmentation to reduce class imbalance and improve
model resilience. By utilizing a pre-trained BERT tok-
enizer, TransNet seeks to improve classification accuracy
by identifying the complex linguistic patterns present in
Arabic text.

This study’s main goal is to assess TransNet’s per-
formance in correctly categorizing Arabic text, espe-
cially in the context of conversations about asthma. For
that reason, we trained TransNet against several base-
line models—Transformer+LSTM, Transformer+GRU,
Transformer+CNN, and Transformer+GRU-CNN—that are
often employed in text categorization tasks. In this study,
we used Arabic asthma tweets obtained from Kaggle for
extensive testing and analysis and to illustrate TransNet’s
better performance and possible practical applications. Fur-
thermore, we use the LIME framework to do interpretability
analysis, which sheds light on TransNet’s decision-making
process and improves our comprehension of its categorization
skills.

Our study contributes significantly in several ways to the
creation of a Hybrid Transformer model designed explicitly
for the categorization of posts about asthma.

• We present a unique deep-attentional hybrid transformer
architecture designed exclusively for the categorization
of Arabic text, concentrating on material linked to
asthma.

• Using sophisticated methods like label encoding,
upsampling, and synonym substitution for data aug-
mentation, we address the difficulties presented by the
unique linguistic properties of Arabic text and guarantee
efficient learning from both minority and majority
classes.

• We studied TransNet’s superiority in accurately classi-
fying Arabic text through a comparative evaluation of
TransNet against baseline models such as Transformer
+LSTM, Transformer+GRU, Transformer+CNN, and
Transformer+GRU-CNN. We measured performance
metrics such as accuracy, precision, recall, and F1-score.

• We improved comprehension of TransNet’s classifica-
tion skills and clarified the aspects by using the LIME
framework to shed light on the decision-making process.

• Our findings highlight the importance of healthcare
informatics in helping Arabic-speaking communities
control asthma. We want to improve public comprehen-
sion and awareness of respiratory health concerns by
using proactive monitoring and intervention strategies
assisted by powerful natural language processing tech-
nology.

In summary, our unique deep learningmodel that combines
recurrent networks with Transformer attention processes
provides a reliable categorization of posts in Arabic about
asthma. This study has great potential for early healthcare
treatments. By advancing natural language processing in
healthcare informatics, this research helps Arabic-speaking
people better understand and manage respiratory health.

The remaining sections of the paper are arranged as
follows. A literature review is shown in Section II, and Data
description and data preprocessing is shown in Section III.
The proposed methodology is discussed in Section IV,
followed by the Experiment and result analysis in Section V.
Section VI shows the discussion, Section VII shows Limita-
tions and Future work, and Section VIII concludes the paper
with future work.

II. LITERATURE REVIEW
We do extensive literature research to understand the
areas of development and deficiency in the Arabic asthma
tweet categorization field. This paper covers several topics,
such as sentiment analysis, social media conversations on
asthma, and the use of machine learning methods for text
classification in Arabic language contexts. This section
helped us to understand the current patterns, obstacles, and
prospects in the field of Arabic asthma tweet categorization.
Our suggested categorization approach is based on this
exploration, which advances the fields of sentiment analysis
and healthcare informatics in Arabic-speaking societies.

A. MACHINE LEARNING & DEEP LEARNING APPROACH
Khelil et al. [52] evaluated classifiers such as K-nearest
Neighbor, Support Vector Machine (SVM), Logistic Regres-
sion (LR), and Naïve Bayes on Arabic customer reviews.
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They emphasized the impact of stemming on classification
performance in their study. According to the study, the
combination of Snowball Stemmer, SVM, and LR achieved
the highest accuracy of 91%. Abdulsalam et al. [2] high-
lighted AraBERT’s effectiveness in detecting suicidal content
in Arabic tweets, achieving an F1 score of 88% and 91%
accuracy. Al Mahmoud et al. [56] proposed a multiclass
sentiment classification approach using clustering-based
undersampling and ensemble learning to handle imbalanced
datasets. Alqahtani et al. [20] introduced a resource-free
unsupervised self-labeling adaptation framework for Arabic
sentiment classification, leveraging feature selectionmethods
and hybrid word pairwise similarity techniques. Saleh et al.
[70] presented an optimized heterogeneous stacking ensem-
ble model combining RNN, LSTM, and GRU with LR, RF,
and SVM to enhance Arabic sentiment analysis performance.
Alharbi et al. [13] proposed a deep learning-based model
using recurrent neural networks (RNN) for Arabic sentiment
analysis, focusing on leveraging the capabilities of RNNs
to capture the sequential nature of text for more accurate
sentiment prediction. Saeed et al. [68] utilized optimized
compact features and feature reduction techniques to achieve
high accuracy in Arabic opinion text classification. Their
approach managed to ensure efficiency in terms of both time
and computational resources while maintaining classification
performance. Elnagar et al. [40] introduced new datasets for
single-label and multi-label Arabic text categorization tasks
and conducted a comprehensive comparison of various deep
learning models. This work provided significant benchmarks
and facilitated further research in Arabic text classification.
AlGhamdi and Khan [12] developed labelled datasets for
Arabic tweets and performed an intelligent analysis using six
machine learning algorithms to detect suspicious messages.
Their study contributed to the development of a statistical
benchmark for future research on crime detection in social
media.

B. ENSEMBLE APPROACH
Alshehri et al. [23] studied the classification of Arabic
speech acts on Twitter by developing the ASAD dataset of
22,352 annotated tweets. BERT-based models were used,
finding the araBERTv2-Twitter model to be most effective
with an accuracy of 0.84 and an F1 score of 0.73, further
improved to 0.85 and 0.74 through ensemble methods.
Their research highlights the effectiveness of Transformer
models and data augmentation in understanding Arabic
speech acts and suggests future work to improve perfor-
mance for minority classes and contextual tweet analysis.
Hicham et al. [47] developed an ensemble-based sentiment
analysis model that outperformed other machine learning
classifiers in accuracy, specificity, precision, F1 score, and
sensitivity. Al-Hashedi et al. [5] proposed a machine learning
model to analyze Arabic tweets, demonstrating significant
improvement in F1 score compared to baseline classifiers
and other single-based and ensemble-based classifiers with-

out SMOTE. Saleh et al. [70] presented an optimized
heterogeneous stacking ensemble model combining RNN,
LSTM, and GRU with Logistic Regression, Random Forest,
and Support Vector Machine to enhance Arabic sentiment
analysis performance. Abo et al. [3] employed amulti-criteria
method to empirically assess and rank classifiers for Arabic
sentiment analysis, concluding that deep learning and SVM
classifiers perform best, surpassing decision trees, K-nearest
neighbours, and Naöve Bayes classifiers. Al-Sarem et al.
[7] provided an intensive review of previous studies for
the Arabic language and utilized the Technique for Order
Preferences by Similarity to the Ideal Solution (TOPSIS)
method to select the base classifier for AdaBoost and Bagging
ensemble methods. The research demonstrates the effective-
ness of ensemble techniques in Arabic language authorship
attribution.

C. TRANSFORMERS APPROACH
Hossain et al. [48] propose the Transformers Approach.
This transformer-based study creates an Arabic COVID-19
text identification system employing two datasets: AraEC
(206,797 texts for embedding models) and AraCoV (9099
COVID and 12,195 non-COVID texts for classification).
Annotation using a translation API and students obtained
a Kappa score of 0.89. Expert verification balanced the
2.8million-word corpus, andword cloud and sample distribu-
tion visualizations improved comprehension of both COVID
and non-COVID article material. Shah et al. [71] introduced
a modified switch transformer (MST) for detecting sarcasm
and categorizing emotion and dialect in Arabic text data,
which incorporates probabilistic projections via a Variational
Spatial Gated Unit-MLP to improve the embedding gener-
ation process. Bani-Almarjeh and Kurdy [30] examined the
performance of several model designs, including RNN-based
and Transformer-based ones, and different pre-trained lan-
guage models, including mBERT, AraBERT, and AraT5,
for Arabic abstractive summarization. Alammary [10] syn-
thesized the different Arabic BERT models applied to text
classification, investigating the differences between them and
comparing their performance to the original English BERT
models. Saeed et al. [68] suggested a supervised learning
strategy for Arabic review sentiment categorization that
employs optimized compact features and feature reduction
approaches to provide good accuracy and time/space savings.
Baniata et al. [31] proposed a Transformer-based neural
machine translation model for Arabic vernaculars that uses
subword units to improve the behavior of the encoder’s
multi-head attention sublayers by capturing overall word
dependencies in the input sentence. Lan et al. [54] pre-
trained a bilingual BERT designed specifically for Arabic
NLP and English-to-Arabic zero-shot transfer learning,
and investigated GigaBERT’s performance on four infor-
mation extraction tasks: named entity recognition, part-
of-speech tagging, argument role labeling, and relation
extraction.
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D. HYBRID APPROACH
Eman Aljohani [17] investigates Arabic news categorization
using deep learning, introducing a hybrid neural network
that combines TF-IDF, FastText embeddings, and sequential
networks. The study highlights the robust performance of
Logistic Regression, SVM, and LSVM, and emphasizes
the superiority of FastText embeddings without stemming.
Notably, the Hybrid-Bi model performs well, underscoring
the necessity of incorporating choice, stemming, and ensem-
ble approaches intoArabic NLP. Lamtougui et al. [53] present
a new system for offline Arabic handwritten text recognition
based on a combination of Convolutional Neural Network
(CNN) and Bidirectional Long-Term Memory (BLSTM),
followed by a Connectionist Temporal Classification layer
(CTC). Al-Anzi [4] proposes a piecewise Stochastic Gradient
Descent (SGD)-based model for sentiment classification of
Arabic tweets, utilizing a TF-IDF-based term weighting
scheme for textual feature representation. Alsaleh and Larabi-
Marie-Sainte [21] describe a hybrid technique for Arabic Text
Classification (ATC) that uses the Firefly Algorithm-based
Feature Selection (FAFS) to handle the complexity of Arabic
language classification. Tested using an SVM classifier,
the FAFS approach enhances ATC accuracy and outper-
forms techniques such as InfoGain, OneR, and TF-IDF.
Saeed et al. [68] propose a supervised learning approach for
Arabic reviews sentiment classification, utilizing optimized
compact features and feature reduction techniques to achieve
high accuracy and time/space savings. Finally, Alhawarat and
Aseeri [14] developed a Superior Arabic Text Categorization
Deep Model (SATCDM) which achieves very high accuracy
compared to current research in Arabic text categorization,
outperforming similar studies on Arabic document classifi-
cation tasks using 15 freely available datasets.

The literature study identifies a number of difficulties,
such as dialects and informal language, in sentiment anal-
ysis of Arabic posts. Even while previous models like
LSTM, AraBERT, SGRU, and SBi-GRU have demonstrated
encouraging outcomes, there are still issues in handling
delicate subjects like sexual harassment on social media. Our
suggested method, the hybrid TransNet model, combines a
deep attentional hybrid transformer with LSTM and GRU
architectures to overcome these issues. Through the use
of the transformer to capture long-range dependencies and
the capabilities of LSTM and GRU for sequential data
processing, TransNet seeks to improve sentiment analysis
performance on Arabic posts while skillfully handling
language subtleties and uncertainty management.

III. DATA DESCRIPTION AND DATA PREPROCESSING
The dataset used in this study comprises 213,465 posts
sourced from X, described in [19] and presented in Table 1.
This dataset provides comprehensive coverage of conver-
sations about asthma in the Arabic language, making it
an invaluable tool for scholars and professionals looking
to learn more about the attitudes, experiences, and views

FIGURE 1. Distribution of positive, neutral, and negative sentiments in
arabic asthma posts.

FIGURE 2. Sequence length distribution: arabic asthma posts.

of Arabic-speaking people about asthma. Arabic asthma
posts are categorized into three categories depending on the
sentiment: good, neutral, and negative, as shown in the bar
graph in Figure 1. Of the 213,464 posts examined, 101,858
(or almost 48%) were negative. This is a large overcount
of posts compared with positive and neutral posts. On the
other hand, good posts make up a far smaller percentage
of the dataset—just 25,425 posts, or approximately 12%—
than negative posts. The remaining posts, or approximately
40% of all posts, were neutral, making up 86,181 posts.
The distribution of emotions highlights the negative attitude
prevalent in Arabic posts about asthma. This shows that
critical or unfavorable ideas and expressions predominate
over good or neutral sentiments.

A. SEQUENCE LENGTH DISTRIBUTION
To learn more about the average length of posts sent by
users, the text length distribution for ArabicAsthma posts was
examined. The corresponding graphic, named ‘‘Distribution
of Text Lengths in Arabic Asthma posts,’’ shows in Figure 2
the frequency of posts plotted on the x-axis against different
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TABLE 1. Provides an overview of the range of feelings represented in the dataset by displaying example posts from the dataset together with the
relevant sentiment labels (positive, negative, and neutral).

TABLE 2. Top 10 words with their respective average sentiment scores
and sentiment categories.

text length bins, ranging from 0 to 700 characters. Although
the labels have a maximum character count of 700, the x-axis
is terminated at 600. The y-axis shows the frequency of posts
that fall into each bucket. According to the graphic, most
posts were fewer than 100 words, and the frequency of posts
decreased noticeably as the text length increased. Although it
is difficult to ascertain the precise average text length from
this graph, it is clear that the majority of posts are brief
messages, with a sizable fraction consisting of fewer than
100 characters. This study provides insightful information on
the conciseness and shortness of Arabic Asthma posts.

B. ANALYSIS OF MOST FREQUENT WORDS IN ARABIC
ASTHMA POSTS
The top 10 terms are shown in Table 2 according to their
average sentiment scores and matching sentiment categories
obtained from posts with Arabic asthma. According to the
research, a number of terms, like�W� (hero), ºAfJ (healing),
and ­Ay� (life), show positive attitudes. The average
sentiment ratings for these terms ranged from 0.0008 to
0.0013, which suggests a preponderance of positive attitudes.
Nevertheless, certain words, with average sentiment ratings
of−0.0001, respectively, show neutral feelings. Examples of
these words include d`� (after). This study highlighted the
range of emotional tones portrayed in the dataset by offering
insights into prevalent attitudes communicated through the
most frequently used phrases in Arabic asthma posts.

C. EXPLORING COMMON THEMES IN ARABIC ASTHMA
POSTS
The word cloud in Figure 3 provides a visual depiction of the
most common themes and issues discussed in asthma-related
Arabic posts. This visualization, titled ‘‘Arabic Asthma posts

FIGURE 3. Arabic asthma posts word cloud.

Word Cloud,’’ shows the frequencies of particular terms
in the dataset to greater recurrence rates. T�E� (crisis),
w�r�� (asthma), Hfnt�� (breathing), CdO�� (chest), and
º�wh�� (air) are well-known phrases that are represented
in the cloud. These terms illustrate the difficulties related
to asthma attacks, breathing problems, and the effect of
breathing, reflecting the main topics expressed by X users.
The word cloud is an invaluable resource for identifying
recurrent themes and comprehending the most common
issues raised by people in Arabic-speaking communities
concerning asthma.

D. TEMPORAL TRENDS IN ARABIC ASTHMA POSTS
The temporal distribution of Arabic posts regarding asthma
from 2010 to 2022 is depicted in the time series plot in
Figure 4. The x-axis represents the chronology in years, while
the y-axis shows the number of posts, which ranges from 0 to
more than 1400. Notable tweet frequency spikes were seen
across the timeline, indicating times when the debate on the
subject was at its highest.

According to our data, the number of posts about asthma
fluctuated throughout the years, with specific times seeing
a considerable increase in activity. Several factors, such
as seasonal variations, public health incidents, and asthma
awareness efforts, may have caused these surges. Over time,
the baseline level of tweet activity remained constant despite
these swings.

Understanding X activity trends can significantly benefit
organizations that treat asthma and public health authorities.
By spotting trends and connecting them with external
events, stakeholders might gain a better understanding
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FIGURE 4. Time Series Analysis of Arabic Asthma posts (2010-2022).

of the dynamics of asthma discourse in Arabic-speaking
communities and adjust treatments or awareness activities.

E. DATA CLEANING
To ensure the quality and integrity of the dataset, the first
step in the data preparation pipeline involves careful data
cleaning [15], [28], [34]. This method consists of several
crucial actions to refine raw text data. To reduce noise
and interfere with further research, punctuation marks were
carefully deleted from the text corpus. To decrease noise and
improve the model’s emphasis on critical textual patterns,
stop words—standard terms with no semantic value were
also carefully removed from the dataset. In addition, to avoid
inconsistencies and guarantee a consistent dataset structure,
occurrences of null values were found in the dataset and
diligently eliminated. The dataset was prepared for the
following processing stages by completing these thorough
data cleaning methods, which enabled more precise and
insightful analyses in the creation of a deep learning model
for categorizing Arabic posts linked to asthma.

F. DATA AUGMENTATION
In this work, we apply data augmentation to improve
the model’s robustness in Arabic asthma-related post-
classification. This procedure replaces synonyms and uses
WordNet to expand the variety of data in our dataset [36],
[66], [76]. Given a sentence in Arabic S with n words in it:

S = {w1,w2, . . . ,wn}

Tokenize it into separate words. We use an Arabic-
compatible WordNet to extract the set of synonyms for each
word wi:

Synonyms(wi) = {si1, si2, . . . , sim}

where the number of synonyms for wi is represented by m.
We choose a synonym sij at random from the collection to
replacewi if the synonym set has more than one member (i.e.,
m > 1):

wi→ sij

The term stays the same if there are no synonyms for it or
if the collection just includes the word. The chosen words are
then changed to their synonyms to create the enhanced phrase
S ′:

S ′ = {s1j1 ,w2, s3j3 , . . . ,wn}

where the original words w1 and w3 are replaced by syn-
onyms s1j1 and s3j3 , respectively; words without appropriate
synonyms stay the same. For the sake of clarity, the following
pseudocode may be used to describe this process:

for each wi ∈ S do:

if Synonyms(wi) > 1 then:

sij← random_choice(Synonyms(wi))

wi→ sij
else:

wi remains unchanged

end for
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This results in an improved sentence that adds variation
while preserving the original meaning. For instance, ‘‘The
inhaler helps relieve asthma symptoms’’ may become d�As§

w�r�� |�r�� �yf�� ¨� �AKntF¯� EAh� (‘‘The inhaler
helps alleviate asthma symptoms’’) instead of�f�§ �A�b��

w�r�� |�r�� ��(‘‘The spray reduces asthma symptoms’’).
Additionally, ‘‘Asthma attacks can be triggered by allergies’’
may become w�r�� �A�w� TyFAs��� 	bs�  � �km§

(‘‘Allergies can cause asthma attacks’’) instead of © ¥�

w�r�� �A�w� Y�� TyFAs���(‘‘Allergies lead to asthma
attacks’’). By adding value to our dataset, this technique
lessens class imbalance and enhances the generalization of
the model.

For every text item in our dataset, we employ this
augmentation approach to produce an extended version that
includes both the original and supplemented sentences. This
method ensures that our deep learning model is trained
on a wide range of instances, which will improve its
performance and resilience when categorizing asthma-related
Arabic social media postings.

G. UPSAMPLING TECHNIQUE: ADDRESSING CLASS
IMBALANCE
A popular data augmentation method in machine learning
to overcome the concerns of class imbalance is upsampling,
which creates an artificial increase in the number of examples
in the minority class. Upsampling attenuates the impacts
of class imbalance and enhances model performance in
the context of sentiment analysis [18] in case of unequal
sentiment categories. A random selection process is used to
replicate or synthesize instances from theminority class to the
size of themajority class. Adding this kind of augmentation to
the data exposes the model to a more equal representation of
the different sentiment categories to reduce bias towards the
majority class. Upsampling is beneficial when coupled with
other preprocessing steps and model architectures to create a
robust sentiment analysis pipeline to capture the nuances of
sentiment expressions in text data effectively.

H. LABEL ENCODING
To facilitate the classification of Arabic asthma-related
posts, we convert categorical labels into one-hot encoding
using TensorFlow’s to_categorical function [19]. Each
unique label in the dataset is mapped to a numerical index
using a dictionary comprehension based on the DataFrame’s
unique labels:

label_dict = {label : idx | idx, label ∈

enumerate(df[’label’].unique())}
This step ensures consistency across training, validation,

and test datasets. Subsequently, the number of unique
classes K is determined to establish the dimensions of the
one-hot encoded vectors (num_classes = K ). For each
dataset split (training, validation, and test), categorical labels
are transformed into one-hot encoded vectors using the

to_categorical function:

train_labels = (train_labels.map(label_dict))

val_labels = (val_labels.map(label_dict))

test_labels = (test_labels.map(label_dict))

This transformation converts each categorical label yi into a
binary vector yi of lengthK , whereK is the number of classes.
The vector yi is defined as:

yi[j] =

{
1 if j = yi
0 otherwise

This encoding scheme is pivotal for training deep learning
models, enabling efficient multi-class classification of Arabic
text data related to asthma across the different dataset splits.

I. TEXT TOKENIZATION
Text Tokenization is necessary for the study as it helps
the machine to understand the human language. Through
the use of a pre-trained BERT tokenizer created especially
for Arabic [69], each text entry is encoded and tokenized
into numerical representations appropriate for model con-
tributions [1]. Special tokens like [CLS] and [SEP] are
incorporated by the tokenizer to ensure consistent formatting
across inputs and to define sentence boundaries [55]. Then,
in order to standardize the input size, sequences are either
padded or truncated to a maximum length of 240 tokens
(max_length = 240), with [PAD] tokens used for padding
and extra tokens discarded for truncation:

tokens = tokenizer.encode_plus(T ,max_length = 240)

Additionally, the tokenizer generates an attentionmask that
distinguishes between non-padded (1) and padded tokens (0),
optimizing the model’s focus during training and inference:

attention_mask = tokens[’attention_mask’]

Post-tokenization, text data is converted into arrays of input
IDs (input_ids) and attention masks (attention_mask) for:
• - Training (train_input_ids, train_attention_mask)
• - Validation (val_input_ids, val_attention_mask)
• - Test (test_input_ids, test_attention_mask)

These arrays are further processed to remove additional
dimensions, ensuring compatibility with a deep learning
architecture tailored to classify Arabic social media content
pertaining to asthma proficiently.

IV. PROPOSED METHODOLOGY
Figure 5 shows the architecture of TransNet for Arabic post
classification. This is a hybrid deep learning model that
combines Transformer, Long Short-Term Memory (LSTM),
and Gated Recurrent Unit (GRU) networks. To transform
the input text data into tokens, which are then translated
into input IDs with an associated attention mask, the model
first used a pre-trained tokenizer. These input IDs are
converted into vectors by the embedding layer and then
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FIGURE 5. Architecture of deep attentional hybrid transformer for arabic posts classification: TransNet.

run via an attention embedder. The embedded input is
processed by the transformer block, which consists of several
layers with elements including add and norm operations,
feed-forward networks, and scaled dot-product attention.
The embedded vectors are simultaneously supplied to other
LSTM and GRU networks. To minimize dimensionality,
the outputs from the LSTM, GRU, and Transformer block
were concatenated and run through a global max pooling
layer. After a linear head, the probability distribution across
the target classes was generated by a softmax output
layer. This design makes use of the advantages of each

distinct network type, including the Transformer’s capacity
to manage long-range dependencies, LSTM’s long-term
memory, and GRU’s effectiveness in updating the hidden
state. By efficiently collecting different features of sequential
data, this hybrid model seeks to enhance text classification
problems by utilizing the complementary characteristics of
the Transformers, LSTMs, and GRUs. This overcomes the
shortcomings of any single model by developing a solid
system for comprehending the text’s context and temporal
sequences. The proposed method created a deep-learning
model to classify Arabic posts related to asthma. Recurrent
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neural networks (RNNs) and transformer-based attention
mechanisms are used in the model architecture to extract
global semantic linkages and local sequential dependencies
from text input. First, an attention embedder module was
designed to translate the input embeddings into query (q),
key (k), and value (v) vectors, enabling better feature
representation. The model may then sequentially apply many
layers of attention mechanisms to highlight the relevant parts
in the input text and generate insightful representations. The
model additionally incorporates GRU and LSTM layers. The
final design includes a pooling layer and a deep softmax layer
for categorization. The model is trained using a preprocessed
dataset that has undergone label encoding, upsampling for
data balance, and tokenization using a pre-trained BERT
tokenizer. The objective of this study is to develop a robust
model that can accurately classify asthma-related posts in
Arabic, enhancing respiratory health awareness and care for
populations that speak Arabic.

A. TransNet MODEL TRAINING ALGORITHM
Algorithm 1 outlines the training procedure for the TransNet
model, particularly emphasizing its ability to process and
understand Arabic asthma-related textual data through a
series of layers, including Transformers, LSTM, and GRU
units. Here, we’ll explore in-depth the computations involved
in each layer, starting with the attention mechanism and
subsequent transformations.

• Input Layer: The input layer of the TransNet model
plays a pivotal role in processing sequential data for
classification tasks. Initialized with an input shape of
(240,), it defines the length of each sequence processed
by the model. This shape accommodates sequences of
240 tokens or features, making it versatile for handling a
wide range of text and sequence lengths. Each sequence
is encoded into dense vectors through an embedding
layer, where tokens are transformed into fixed-size rep-
resentations. This initial transformation ensures that the
model can effectively learn meaningful representations
of the input data, which is essential for subsequent
layers, such as attention mechanisms and recurrent
units, to capture dependencies and patterns within the
sequences. The input layer’s configuration, including the
vocabulary size and embedding dimensions, establishes
the foundational framework upon which the TransNet
model effectively processes and learns from sequential
input data.

• Embedding Layer: The embedding layer in the
TransNet model converts input tokens into dense
vectors of fixed size, facilitating effective representation
learning for sequential data processing. Initialized with
a vocabulary size vocab_size = tokenizer.vocab_size+
1 and embedding dimension embed_dim = 128,
this layer transforms each token into a dense vector
ei ∈ R128, where i denotes the index of the token
in the vocabulary. The embedding operation can be

mathematically represented as:

ei = Embedding(i), i = 1, 2, . . . , vocab_size

Here, Embedding(·) represents the embedding function
that maps token indices to dense vectors. Dropout
regularization is applied with a rate dropout_rate =
0.1 to the output of the embedding layer to prevent
overfitting:

e′i = Dropout(ei), e′i ∈ R128

This ensures that during training, a fraction of the
elements in ei are randomly set to zero, aiding in the
generalization of the model. The embedding layer’s
output e′i serves as the initial dense representation
of input tokens, providing a foundational step for
subsequent layers to process and extract features from
the embedded representations.

• Attention Embedding Process: The attention embed-
ding process in the TransNet model involves several key
steps aimed at transforming input embeddings into query
(Q), key (K ), and value (V ) matrices. These matrices are
fundamental for computing scaled dot-product attention,
a mechanism that allows the model to attend to different
parts of the input sequence selectively.
1) Dense Layer Transformation: Initially, the

embedded tokens e′i are passed through dense
layers to generate the query q, key k, and value
v matrices:

q = Dense(e′i), k = Dense(e′i), v = Dense(e′i)

Here, Dense(·) represents a dense (fully connected)
layer that applies a linear transformation to each
token embedding e′i.

2) Multi-Head Attention: Next, the Q,K, and
V matrices undergo multi-head attention com-
putation. In the TransNet model, multi-head
attention is typically implemented with 2 heads
(num_heads = 2), allowing the model to
attend to information from different representation
subspaces jointly.
For each head h, the scaled dot-product attention
mechanism computes attention scores αhij between
query q and key k matrices:

αhij =
qi · (kj)T
√
dk

where qi and kj are rows of matrices Q and K
respectively, and dk is the dimensionality of the key
vectors (embed_dim/num_heads in the TransNet
model).

3) Attention Weights and Output: The attention
scores αhij are scaled and softmax across the
sequence to obtain attention weights Ah:

Ah
= softmax(

QKT
√
dk

)
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Algorithm 1 TransNet Model Training Algorithm
Require:
1: Input shape: (240, )
2: Vocabulary size: vocab_size = tokenizer.vocab_size+ 1
3: Embedding dimension: embed_dim = 128
4: Number of attention heads: num_heads = 2
5: Feed-forward dimension: ff_dim = 128
6: Number of Transformer layers: num_layers = 2
7: Dropout rate: dropout_rate = 0.1
8: Number of output classes: num_classes = len(label_dict)

Ensure:
9: function model(input_shape, vocab_size, embed_dim, num_heads, ff_dim, num_layers, dropout_rate, num_classes)
10: Initialize input tensors:
11: input_ids← Input tensor with shape input_shape
12: attention_mask← Input tensor with shape input_shape
13: Apply embedding layer:
14: embedded← Embedding layer with input dimension vocab_size and output dimension embed_dim
15: Apply dropout to embedding_layer
16: Compute attention embeddings:
17: q← Dense layer applied to embedded
18: k← Dense layer applied to embedded
19: v← Dense layer applied to embedded
20: Create attention mask:
21: mask← Lower triangular matrix and invert it
22: Apply Transformer layers:
23: for i← 1 to num_layers do
24: Compute scaled dot-product attention:
25: attention_output← Multi-head attention applied to q, k, v, and mask
26: Apply dropout to attention_output
27: Apply residual connection and layer normalization:
28: out1← Layer normalization of embedded + attention_output
29: Apply feed-forward network with ReLU activation:
30: ffn_output← Dense layer with ReLU activation applied to out1
31: Apply dropout to ffn_output
32: Apply residual connection and layer normalization:
33: out2← Layer normalization of out1 + ffn_output
34: Update embedded to out2
35: end for
36: Apply LSTM and GRU layers:
37: lstm_output← LSTM layer applied to embedded
38: gru_output← GRU layer applied to embedded
39: concatenated← Concatenate lstm_output and gru_output
40: Apply pooling and output layers:
41: pooled_output← Global max pooling applied to concatenated
42: outputs← Dense layer with softmax activation applied to pooled_output
43: Return the model:
44: model← Model with inputs [input_ids, attention_mask] and outputs outputs
45: Return model
46: end function

where Q = [q1,q2, . . . ,qn] and K =

[k1,k2, . . . ,kn] are matrices formed by stacking
query and key vectors.

4) Weighted Sum: Finally, theweighted sum of value
vectors v using attention weights Ah computes the

output of multi-head attention Oh:

Oh
= AhV

where V = [v1, v2, . . . , vn] is the matrix of value
vectors.
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5) Multi-Head Concatenation: In practice, the out-
puts O1 and O2 from each head are concatenated
and linearly transformed to form the final output of
the attention mechanism, providing a comprehen-
sive representation of the attended input tokens.

The attention embedding process in the TransNet model
enables the effective capture of token relationships and
dependencies within input sequences. By transforming
embeddings into query, key, and value matrices and
computing multi-head attention, the model can focus on
relevant information for subsequent processing layers.
This mechanism is crucial for enhancing the model’s
ability to understand and utilize sequential data in
tasks such as text classification and natural language
understanding.

• Transformer Block: Applying Transformer layers in
the TransNet model involves a series of operations
designed to process and extract hierarchical repre-
sentations from input sequences. Each Transformer
layer consists of multi-head attention and feed-forward
networks, augmented by residual connections and
layer normalization, which collectively enable effective
learning of contextual dependencies across tokens.
1) Multi-Head Attention: Each Transformer layer

begins by computing multi-head attention:
– Query (Q), Key (K), and Value (V) Com-

putation: Similar to the attention embedding
process, embeddings are transformed into Q, K,
and V matrices using dense layers:

Q = Dense(X), K = Dense(X),

V = Dense(X)

where X represents input embeddings or inter-
mediate outputs.

– Scaled Dot-Product Attention: Attention
scores are computed between Q and K matrices
and then softmaxed to obtain attention weights:

Attention(Q,K,V) = softmax(
QKT
√
dk

)V

where dk is the dimensionality of the key
vectors.

– Multi-Head Mechanism: Multiple sets of Q,
K, and V matrices (heads) are processed in
parallel to capture different aspects of token
relationships.

2) Residual Connection and Layer Normalization:
After attention computation, residual connections
are applied:

Residual(X) = X+ Attention(Q,K,V)

LayerNorm(Residual(X))

3) Feed-Forward Networks: Following normaliza-
tion, each Transformer layer employs feed-forward

networks (FFNs):

FFN(X) = ReLU(Linear(X))

Dropout regularization is applied to the output of
the FFN:

Dropout(FFN(X))

4) Residual Connection and Layer Normalization
(Again): Similar to the attention mechanism, the
output of the feed-forward network is added back
via a residual connection and normalized:

LayerNorm(Residual(FFN(X)))

5) Iteration: These steps are iteratively applied for
each Transformer layer (typically num_layers = 2
in TransNet):
– Input embeddings are passed through multiple

Transformer layers sequentially.
– Each layer refines the representation of the

sequence, leveraging multi-head attention and
feed-forward networks to capture both local and
global dependencies effectively.

By applying Transformer layers in the TransNet model,
the architecture harnesses the power of self-attention
mechanisms to capture intricate relationships between
tokens in input sequences. Through iterative processing
and hierarchical representation learning, Transformer
layers enable the model to learn and utilize contextual
information efficiently, making them well-suited for
tasks requiring understanding of sequential data, such as
natural language processing and sequence classification.

• LSTM (Long Short-Term Memory) Layer:
LSTM units are equipped with a memory cell Ct that
can maintain information over long periods, addressing
the challenge of capturing long-term dependencies in
sequences. The LSTM’s operation involves several key
components:
– Forget Gate: Determines which information from

the previous cell state Ct−1 should be discarded or
retained. It takes as input the concatenation of the
current input xt and the previous hidden state ht−1,
passes through a sigmoid function, and outputs a
forget vector ft :

ft = σ (Wf [ht−1, xt ]+ bf )

– Input Gate: Decides which new information to
store in the cell state Ct . It computes a new
candidate cell state C̃t using xt and ht−1, scaled by
an input gate it obtained from a sigmoid function:

it = σ (Wi[ht−1, xt ]+ bi)

C̃t = tanh(WC [ht−1, xt ]+ bC )

– Update to Cell State: The cell state Ct is updated
by combining the previous cell state after forgetting

111080 VOLUME 12, 2024



M. Mithun Hossain et al.: TransNet: Deep Attentional Hybrid Transformer

some information and adding the new candidate
values scaled by the input gate:

Ct = ft ⊙ Ct−1 + it ⊙ C̃t

– Output Gate:Controls which information from the
cell state is used to compute the output hidden state
ht :

ot = σ (Wo[ht−1, xt ]+ bo)

ht = ot ⊙ tanh(Ct )

LSTMs are effective in scenarios requiring modeling
of long-range dependencies, such as language modeling
and machine translation.

• GRU (Gated Recurrent Unit) Layer: GRU units are
a simplified version of LSTMs, designed to streamline
computation while retaining effectiveness in capturing
temporal dependencies:
– Update Gate: Combines the functionalities of the

input and forget gates in LSTMs into a single update
gate zt :

zt = σ (Wz[ht−1, xt ])

ht = (1− zt )⊙ ht−1 + zt ⊙ h̃t

– Candidate Hidden State: Computed using xt and
ht−1, adjusted by a reset gate rt :

h̃t = tanh(Wh[rt ⊙ ht−1, xt ])

GRUs are computationally more efficient than LSTMs
and are suitable for applications where reducing model
complexity and training time is important.
Integration in TransNet Model: In the TransNet
model, LSTM and GRU layers are integrated to
process sequential data representations obtained from
earlier layers, such as embeddings and Transformer
blocks. They capture both short-term dependencies
(GRU) and long-term dependencies (LSTM) within the
input sequences. By sequentially processing tokens and
learning representations through recurrent connections,
LSTM and GRU layers contribute to the model’s ability
to understand and leverage context from sequential
data, enhancing performance in tasks such as sentiment
analysis, text classification, and sequence prediction.
LSTM andGRU layers play crucial roles in the TransNet
model by enabling the effective processing of sequential
data, capturing temporal dependencies, and learning
representations essential for complex tasks in natural
language processing and other sequential data domains.
Their integration provides the model with the capability
to handle varying lengths of input sequences and
extract meaningful features that contribute to accurate
predictions and classifications.

• In the TransNet model, after processing through LSTM
and GRU layers, the outputs from these recurrent
units are concatenated to capture complementary rep-
resentations of the input sequence. The LSTM layer

provides a robust mechanism for capturing long-term
dependencies, while the GRU layer offers computational
efficiency and effective short-term dependency model-
ing.
Concatenating the outputs of these layers allows
the model to leverage both types of representations
simultaneously. This concatenated output integrates the
strengths of both LSTM and GRU in understanding
the sequence dynamics, providing a comprehensive
representation that preserves and combines diverse
aspects of sequential data.
By concatenating LSTMandGRUoutputs, the TransNet
model enhances its capacity to learn nuanced patterns
and dependencies within sequences, contributing to
improved performance in tasks such as sentiment
analysis, sequence classification, or any application
requiring a thorough understanding of sequential data
structures.

• Global Average Pooling Layer: After processing
through LSTM, GRU, or other recurrent layers in
the TransNet model, the output sequence is typically
high-dimensional and contains rich contextual informa-
tion. Global average pooling (GAP) is employed as a
method to condense this spatial information into a single
feature vector while retaining the most salient features
from the entire sequence.
Functionality: Global average pooling computes the
average value of each feature map across all spatial
locations. Specifically, for a tensor X with dimensions
N×H×W ×C , where N is the batch size,H andW are
the spatial dimensions, and C is the number of channels,
the global average pooling operation is defined as:

GAP(X)i,j,k =
1

H ×W

H∑
m=1

W∑
n=1

Xi,m,n,k

This operation computes the average value GAP(X)i,j,k
for each channel k across all spatial locations (j, k) in the
tensor X, resulting in a N × 1× 1× C tensor.
Advantages:
– Dimensionality Reduction: Global average pool-

ing reduces the spatial dimensions of the output
tensor to 1 × 1, effectively compressing the
information in each feature map.

– Translation Invariance: Unlike fully connected
layers, which require fixed-size inputs, global
average pooling provides a translation-invariant
representation. This property is particularly useful
in tasks where the position of features in the input
sequence should not affect the model’s prediction.

– Regularization: Global average pooling acts as a
form of regularization by reducing overfitting, as it
aggregates information from the entire feature map
rather than focusing on specific spatial locations.

Integration in TransNetModel: After LSTM andGRU
layers, the TransNet model employs global average
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pooling to aggregate information across the entire
sequence of features extracted by recurrent layers. The
resulting global average pooled tensor serves as a
compact representation of the input sequence, which is
then fed into subsequent dense layers for classification
or regression tasks.
Global average pooling in the TransNet model plays a
critical role in summarizing the high-dimensional output
from recurrent layers into a condensed representation
suitable for final prediction tasks. By averaging spatial
information across all positions, it ensures that the
model focuses on the most informative aspects of
the input sequence while maintaining efficiency and
generalization capability. This makes it a valuable
component in deep learning architectures for handling
sequential data effectively.

• Output Layer with Softmax Activation: In the
TransNet model, the output layer plays a crucial role
in transforming the learned features from preceding
layers into probabilistic predictions for multi-class
classification tasks. This layer typically includes a dense
(fully connected) layer followed by a softmax activation
function.
Functionality 1. Dense Layer: The dense layer com-
putes a linear transformation of the input features,
mapping them to logits for each class. Let z ∈ RK denote
the vector of logits, where K is the number of classes.
The logits zj for class j are computed as:

z =W · x+ b

where x is the input vector from the preceding layer, W
is the weight matrix, and b is the bias vector.
2. Softmax Activation: Following the dense layer, the
softmax activation function is applied to convert the
logits z into class probabilities ŷ:

ŷ = softmax(z)

ŷj =
ezj∑K
k=1 e

zk

where ŷj represents the predicted probability of class j.
Interpretation: The softmax function normalizes the
logits z into a probability distribution over K classes,
ensuring that the sum of probabilities across all classes
equals one. This transformation allows the TransNet
model to output confident predictions by assigning high
probabilities to the most likely classes based on the
learned features.
Integration in TransNet Model: After processing
through preceding layers such as LSTM, GRU, and
global average pooling, the TransNet model’s output
layer utilizes softmax to provide a probabilistic inter-
pretation of the input sequence. This final layer is
crucial for tasks such as sentiment analysis or text
classification, where predicting the correct class label
with high confidence is essential.

Training and Loss Function: During training, the
output layer is optimized using categorical cross-entropy
loss, which measures the difference between predicted
probabilities ŷ and the actual labels y:

Loss = −
N∑
i=1

K∑
j=1

yij log(ŷij)

where N is the number of samples, K is the number of
classes, yij is the ground truth label (one-hot encoded),
and ŷij is the predicted probability for class j.
In summary, the output layer with softmax activa-
tion in the TransNet model converts learned features
into class probabilities, enabling effective multi-class
classification. By leveraging the softmax function, the
model outputs interpretable predictions that facilitate
decision-making in various applications of natural
language processing and sequential data analysis.

B. BASE LINE ALGORITHMS
Four basic architectures—Transformer-GRU-CNN,
Transformer-GRU, Transformer-LSTM, and Transformer-
LSTM-GRU—are examined in the section on the baseline
algorithms. For text categorization problems, these designs
show different combinations of transformer layers, recurrent
neural networks (RNNs), and attention algorithms. Each
model presents a unique method for utilizing attention mech-
anisms in conjunction with recurrent or convolutional layers
to capture semantic linkages and sequential dependencies
within input text data. We want to learn more about the
efficacy of various architectural decisions in handling text
classification problems by analyzing the performance of
these baseline algorithms. This will provide us with valuable
benchmarks for contrasting and evaluating the proposed
hybrid Transformer-LSTM-GRU model [59], [72], [75].
• Transformer-GRU-CNN: We provide a unique
architecture for text classification problems in the
Transformer-GRU-CNN section, which combines the
transformer mechanism with layers of Convolutional
Neural Networks (CNN) and Gated Recurrent Units
(GRU). The goal of this design is to efficiently
collect various characteristics of incoming text data
using utilizing the advantages of each component. The
Transformer technique allows the model to recognize
long-range relationships within a text sequence and
pay attention to global contextual information. The
recurrent nature of GRU layers makes it easier to
describe temporal dynamics and sequential relationships
in the data. Furthermore, CNN layers are utilized for
convolutional operations to extract local patterns and
features from text input. Through the integration of these
elements, the transformer-GRU-CNN model provides
a complete method for text categorization that can
concurrently capture global and local data. Our objective
is to evaluate the performance of this architecture and
compare it with other baseline algorithms to ascertain
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howwell it performs in handling text categorization jobs
through thorough testing and assessment.

• Transformer-GRU: In the Transformer-GRU section,
we suggest a fusion architecture for text classification
problems that combines Gated Recurrent Units (GRU)
with a transformer mechanism. The goal of this design is
to use the strengths of the two models to capture various
facets of incoming text data efficiently. Through self-
attention methods, the transformer mechanism allows
the model to attend to global contextual information
and capture long-range relationships within the text
sequence. Conversely, the recurrent nature of GRU lay-
ers makes them excellent for capturing temporal dynam-
ics and sequential relationships in the data. Through
the integration of these elements, the Transformer-GRU
model provides a comprehensive method for text
categorization that can concurrently capture global and
local data. We sought to compare this architecture’s
performance with other baseline algorithms to study its
efficacy in handling text categorization tasks through
comprehensive testing and assessment.

• Transformer-LSTM: For text classification prob-
lems, we suggest a hybrid architecture in the
Transformer-LSTM section that combines the trans-
former mechanism with Long Short-Term Memory
(LSTM) layers. The goal of this design is to efficiently
capture the various characteristics of incoming text data
by utilizing the advantages of both models. Through
self-attention processes, the transformer mechanism
makes it easier to capture long-range relationships and
global contextual information within the text sequence.
Conversely, the recurrent nature of LSTM layers
makes them excellent for capturing temporal dynamics
and sequential relationships in the data. Through the
integration of these elements, the Transformer-LSTM
model provides a complete method for text catego-
rization that can simultaneously capture global and
local data. Our objective is to evaluate the performance
of this architecture and compare it to other baseline
algorithms to ascertain how well it performs in handling
text categorization jobs through thorough testing and
assessment.

• Transformer-CNN: In the Transformer-CNN section,
we provide a unique architecture for text classification
problems that combine the transformer mechanism with
Convolutional Neural Networks (CNN). The goal of
this fusion is to capture the various characteristics
of the input text data efficiently by utilizing the
advantages of both models. Through self-attention
processes, the Transformer mechanism makes it easier
to capture long-range relationships and global con-
textual information within the text sequence. Through
convolutional processes, CNN layers are skilled at
identifying the specific patterns and characteristics
present in the text input. Through the integration of
these elements, the Transformer-CNN model provides

a thorough method for text categorization that can
concurrently capture global and local data. We want
to evaluate the performance of this architecture by
conducting extensive experiments and comparisons with
other baseline methods to determine how well it handles
text categorization problems.

C. LIME EXPLANATIONS
The LIME (Local Interpretable Model-agnostic Explana-
tions) framework is utilized in the TransNet model to
provide interpretability for individual predictions. LIME
generates local explanations by perturbing the input text
and observing the changes in the model’s predictions. This
process highlights the most influential words or phrases that
contribute to the prediction, thus offering insight into the
model’s decision-making process [44], [67].

The LimeTextExplainer is instantiated with the class
names derived from the dataset’s labels. The explain_instance
function is defined to generate explanations for a given
text. It uses the model_predict function, which tokenizes
the text using a BERT tokenizer, processes it into the
appropriate format for the model, and obtains predictions.
The function then calls explainer.explain_instance to produce
an explanation, displaying the results in an HTML format for
easy visualization [67].

Mathematically, LIME approximates the complex model
f with an interpretable model g around a given instance x.
The interpretable model is trained on a perturbed dataset
Z generated by making slight alterations to x. The LIME
explanation is found by minimizing the following objective
function:

ξ (x) = argmin
g∈G

L(f , g, πx)+�(g)

where:

• L(f , g, πx) measures how well g approximates f in the
locality defined by πx .

• πx is a proximity measure that assigns weights to
perturbed samples based on their similarity to x.

• �(g) is a complexity measure to ensure that g remains
interpretable [44], [67].

In this case, the BERT tokenizer processes the input text
into token IDs and attention masks, which are then used
to predict probabilities across different classes. The expla-
nations highlight the contribution of each token to the pre-
diction by showing how perturbing each token affects the
output [67].
This approach helps in understanding how the model

interprets various sentiments expressed in texts about asthma,
ranging from negative and positive to neutral sentiments.
By explaining instances such as severe asthma attacks, the
effectiveness of medication, and general statements about
asthma management, LIME provides valuable insights into
the inner workings of the TransNet model, facilitating
transparency and trust in its predictions [44], [67].
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D. HYPARAMETERS
The suggested TranNet, Transformer-LSTM, Transformer-
GRU, Transformer-CNN, and Transformer-GRU-CNN are
among the models whose hyperparameter values are shown
in Table 3. Max_len, num_heads, embed_dim, ff_dim,
num_layers, num_classes, Dropout Rate, and particular
settings for CNN, LSTM, and GRU units are important
hyperparameters. Every model makes use of the Adam
optimizer with a 0.0001 learning rate and a loss function
based on category cross-entropy. For the majority of models,
batch sizes are 32; however, TranNet uses a batch size of 16.
All models have early stopping patience set at 3 epochs, with
the exception of TranNet, which uses 4 epochs. A total of
twenty epochs are used to train each model.

E. MODEL TRAINING AND OPTIMIZATION
We used a methodical approach to optimize the model and
optimize the parameters to improve the performance of the
proposed architecture. The input data were fed into the model
during the training phase, and the weights of the model were
iteratively adjusted depending on the calculated loss between
the predicted and actual labels. Because of its adaptive
learning rate method, which allows for effective optimization
by varying the learning rates for each parameter separately,
the Adam optimizer is a well-suited option. We also focus
on the model’s performance metrics on a validation dataset,
such as loss and accuracy, to ensure that it does not overfit
and can be applied to new data. We used dropout layers,
which randomly deactivate a portion of the neurons during
training to add regularization to improve generalization and
reduce overfitting. By carefully adjusting hyperparameters
such as batch sizes, learning rates, and dropout rates, we aim
tomaximize the performance of themodel without sacrificing
computational effectiveness. Lastly, to avoid unnecessary
computation and possible overfitting, we use early stopping
approaches to end training when the model’s performance
on the validation set stops improving. Following these
guidelines, we ensure that our model performs as well as
possible while also being robust and scalable for a variety of
text categorization jobs.

V. EXPERIMENT AND RESULT ANALYSIS
We performed a thorough analysis of our suggested models
in the Experiment and Result Analysis section, utilizing
TensorFlow 2.15.0 and Python 3.10.13 on the Kaggle GPU
T4 environment. We trained and assessed our models on
large-scale text classification tasks by taking advantage
of the GPU’s processing capability, which enables us
to handle and analyze massive volumes of textual data
quickly and effectively. To evaluate the effectiveness of each
model variant—Transformer-LSTM, Transformer-GRU, and
Transformer-CNN architecture, we created a set of exper-
iments that included a range of datasets and classification
tasks. We closely tracked essential performance indicators,
such as accuracy, precision, recall, and F1-score during

the tests to learn more about the predictive power and
generalizability of the models to new data.

A. PERFORMANCE ANALYSIS PARAMETERS
In the PerformanceAnalysis Parameters section, we employed
a wide range of metrics to measure the predictive power and
generalizability of our suggested models to determine their
efficacy. We quantified the percentage of correctly identified
occurrences relative to the total number of instances by
measuring accuracy. Recall gauges the capacity of the model
to identify positive cases from all the actual positive instances
accurately. In contrast, precision assesses the capacity of
the model to categorize positive instances among all cases
predicted as accurately positive. The harmonic mean of the
accuracy and recall, or F1-score, offers a fair evaluation of the
model’s performance. To further depict the trade-off between
the valid positive rate and false positive rate across various
categorization thresholds, we evaluate the Receiver Operating
Characteristic (ROC) curve. In addition, we examine the
confusion matrix, which shows the numbers of true positive,
true negative, false positive, and false pessimistic predictions,
to learn more about the model’s performance. Our goal was to
thoroughly assess the predicted performance and robustness
of our models on a range of text categorization tasks by
utilizing these performance analysis metrics.

Essential measures, including accuracy (ACC), precision
(P), recall (R), and F1-score (F1), are used to assess
the performance of our models. Here, these metrics are
computed:

Accuracy =
TP+ TN

TP+ TN+ FP+ FN

Precision =
TP

TP+ FP

Recall =
TP

TP+ FN

F1-score =
2 · Precision · Recall
Precision+ Recall

where:
• TP is the number of true positives,
• TN is the number of true negatives,
• FP is the number of false positives, and
• FN is the number of false negatives.

These equations enabled us to quantitatively assess our
models’ predictive capabilities, providing valuable insights
into their performance across various text classification tasks.

B. EXPERIMENT WITH MAXIMUM LENGTH
Table 4 represents Performance metrics for a range of
models, examined with maximum sequence lengths of
120 and 240. These models include Trans-LSTM, Trans-
GRU, Trans-CNN, Trans-GRU-CNN, and the proposed
TranNet. Train accuracy, validation accuracy, test accuracy,
recall (R), precision (P), and F1 score are among the metrics.
Outperforming all previous configurations, the suggested
TranNet model with a maximum length of 240 achieves the
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TABLE 3. Hyperparameter configurations for the Transformer-LSTM, Transformer-GRU, Transformer-CNN, Transformer-GRU-CNN, and the suggested
TranNet, among other models.

TABLE 4. Performance metrics for various models with different maximum lengths. The metrics include train accuracy, validation accuracy, test accuracy,
precision (P), recall (R), and F1 score.

greatest values in test accuracy (97.87%), precision (97.86%),
recall (97.86%), train correctness (98.63%), and F1 score
(97.86%). These findings demonstrate TranNet’s efficacy at
extended sequence lengths.

C. PERFORMANCE COMPARISON WITH BASE LINE
MODELS AND PROPOSED TRANSNET
The performance of five distinct models—Trans-LSTM,
Trans-GRU, Trans-CNN, Trans-GRU-CNN, and the sug-
gested TransNet—with and without data augmentation is
thoroughly compared in Table 5. Six measures are used to
assess each model’s performance: F1-Score (F1), Precision
(P), Recall (R), Test Accuracy, Validation Accuracy, and
Training Accuracy. In general, adding data augmentation
improves each model’s performance on all criteria. Impres-
sively, the suggested TransNet model performs best when
data augmentation is used, achieving remarkable results in
train accuracy of 98.63%, validation accuracy of 98.05%,
test accuracy of 97.87%, and precision, recall, and F1-
score of 97.86%. This illustrates how data augmentation
significantly improves model performance, especially for the
suggested TransNet, which tops all assessed metrics. Table 6
provides a thorough analysis of the performance of five
distinct models—Trans-LSTM, Trans-GRU, Trans-CNN,
Trans-GRU-CNN, and the suggested TransNet—that were

assessed in three sentiment categories: Positive, Negative,
and Neutral, both with and without data augmentation.
Precision (P), Recall (R), and F1-Score (F1) are used to gauge
each model’s performance. According to the findings, each
model performs better overall across all sentiment categories
and metrics when data augmentation is used. The suggested
TransNet model performs best with nearly perfect scores for
the Positive sentiment (0.99 in Precision, 1.00 in Recall, and
0.99 in F1-Score) and consistently high scores of 0.97 for all
metrics in both the Negative and Neutral sentiments.

D. PROPOSED MODEL PERFORMANCE
The performance metrics of TransNet are shown in Figure 6,
which emphasizes the significance of data augmentation
during the training phase. The graphs demonstrate the
model’s learning efficiency and generalization capacity in
both training and validation accuracy and loss across a
number of epochs. The metrics with data augmentation
during 20 epochs are displayed in Figure 6a, where TransNet
exhibits a consistent improvement in training and validation
accuracy before stabilizing at the conclusion. Simultaneously,
there is a constant decline in training and validation losses,
suggesting improved model performance and less overfitting.
On the other hand, although the improvements are not as
noticeable as in the supplemented scenario, Figure 6b, which
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TABLE 5. The performance comparison table among the models: Trans-LSTM, Trans-GRU, Trans-CNN, Trans-GRU-CNN, and the proposed TransNet. Each
model is evaluated with (Augmentation=1) and without (Augmentation=0) data augmentation. metrics include training accuracy, validation accuracy, test
accuracy, precision (P), Recall (R), and F1-Score (F1).

TABLE 6. Performance Comparison of Different Models with and without Data Augmentation. The table compares the performance of five different
models: Trans-LSTM, Trans-GRU, Trans-CNN, Trans-GRU-CNN, and the proposed TransNet. Each model is evaluated with (Augmentation=1) and without
(Augmentation=0) data augmentation across three sentiment categories: Positive, Negative, and Neutral. Performance metrics shown include Precision
(P), Recall (R), and F1-Score (F1).

FIGURE 6. The graph of training and validation accuracy and loss throughout 10 epochs.

displays the metrics over a 15-epoch period without data
augmentation, nevertheless demonstrates an increased trend
in training and validation accuracy and a decreased trend
in losses. TransNet’s resilience and capacity for achieving
high accuracy and low loss through efficient training are
demonstrated by these visualizations, and performance is
further enhanced by data augmentation.

Confusion matrices are shown in Figure 7 to show
how well the suggested model TransNet performs in
terms of classification with and without data augmentation.
The matrices provide a graphic depiction of the actual
vs anticipated labels in a number of areas, emphasiz-

ing the accuracy of the model and the type of errors
it makes.

With few misclassifications, TransNet accurately catego-
rized most of the negative, neutral, and positive labels shown
in Figure 7a. In particular, 537 neutrals were anticipated
as negative, and 111 positives were forecasted as negative.
It properly predicted 19,748 negative, 19,796 neutral, and
20,267 positive cases.

The confusion matrix without data augmentation is shown
in Figure 7b. TransNet continues to function very well,
although its classification accuracy is substantially less than
that of the supplemented model. It accurately identified 9,175
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FIGURE 7. The diagram depicts the distribution of actual vs anticipated labels across several categories, providing a visual representation of the model’s
classification precision and the nature of the mistakes made.

FIGURE 8. ROC curves were generated for the Fusion Transformer-XL model, representing its performance across different classes. Each curve
corresponds to the model’s classification performance.

negative, 7,158 neutral, and 1,788 positive cases, for example.
However, there are more misclassifications, including 1,184
neutral cases that were expected to be negative and 304 pos-
itive cases that were supposed to be neutral.

These confusion matrices demonstrate how well data
augmentation works to increase TransNet’s classification
accuracy by lowering mistakes and raising overall precision.

The suggested TransNet model’s classification perfor-
mance is assessed using the Receiver Operating Character-
istic (ROC) curves, which are shown in Figure 8 with and

without data augmentation. These graphs, which plot the true
positive rate versus the false positive rate, demonstrate the
model’s capacity to discriminate between various classes.

The TransNet ROC curves with data augmentation in
Figure 8a demonstrate remarkable performance, with areas
under the curve (AUC) for the positive, negative, and
neutral classes exceeding 1.00. With 100% sensitivity and
specificity for every class, the model demonstrates flawless
classification abilities and demonstrates its great precision
and dependability in differentiating between labels.
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FIGURE 9. The diagram shows the distribution of actual vs. predicted labels, illustrating the baseline model’s classification accuracy and error
patterns in Arabic Asthma Sentiment analysis while applying data augmentation.

On the other hand, the TransNet ROC curves without data
augmentation are shown in Figure 8b. The AUC values are
somewhat lower, with 0.98 for positive, 0.95 for negative, and
0.95 for neutral classes, despite the performance being high
overall. This implies that in the absence of data augmentation,
the model is somewhat less accurate and less capable of
flawless classification.

Overall, these ROC curves highlight how data augmen-
tation significantly improved classification performance and
improved TransNet’s capacity to reliably identify a variety of
categories with increased sensitivity and specificity.

E. BASELINE MODELS PERFORMANCE
Figure 9 presents the confusion matrices that show how
different models performed in the Arabic Asthma Sen-
timent analysis assignment, emphasizing the use of data

augmentation. The actual vs anticipated label distribution
for each of the three emotion categories—positive, neu-
tral, and negative—is displayed in subfigures (a-d). The
transformer-LSTM model is shown in Subfigure 9a, and
it performs well, with a sizable percentage of examples
accurately categorized in all categories. The transformer-
GRU model, which also has strong classification accuracy,
is highlighted in Subfigure 9b. Subfigure 9c illustrates
the transformer-CNN model, which has a similar level of
performance but a little higher misclassification rate in
relation to the other models. Last but not least, subfigure 9d
illustrates the transformer-GRU-CNN model, demonstrating
its superiority in sentiment analysis while maintaining
a significant degree of accuracy in recognizing positive
attitudes. Overall, these matrices highlight the usefulness
of data augmentation in improving model performance for
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FIGURE 10. The diagram shows the distribution of actual vs. predicted labels, illustrating the baseline model’s classification accuracy and error patterns
in Arabic Asthma Sentiment analysis without data augmentation.

Arabic Asthma Sentiment analysis by offering a thorough
overview of each model’s classification accuracy and error
patterns.

Without the use of data augmentation, Figure 10 displays
the confusion matrices showing how different models per-
formed in the Arabic Asthma Sentiment analysis assignment.
The distribution of actual vs expected labels for the three
sentiment categories—Negative, Neutral, and Positive—is
shown in each of the subfigures (a-d). The transformer-LSTM
model is shown in Subfigure 10a, where it performs well but
has some misclassifications, especially in the Negative and
Neutral categories. The transformer-GRU model is shown in
Subfigure 10b. It likewise performs well with fewer misclas-

sifications in the Negative category. The transformer-CNN
model is shown in Subfigure 10c, which shows comparatively
balanced performance in all categories but with a higher
number of mistakes in the Negative and Neutral labels.
Finally, compared to previous models, the transformer-GRU-
CNN model in subfigure 10d exhibits effective classification
with fewer misclassifications in the Negative and Neutral
categories. These matrices show the intricacies and efficacy
of sentiment analysis in Arabic Asthma Sentiment without
data augmentation, offering a comprehensive perspective of
each model’s classification accuracy and error patterns.

The Arabic Asthma Sentiment analysis baseline models’
ROC curves are shown in Figure 11, which also illustrates
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FIGURE 11. ROC curves were generated for the baseline models, representing their performance across different classes. Each curve corresponds to the
model’s classification performance in Arabic Asthma Sentiment analysis while applying data augmentation.

how well the models perform when data is augmented. The
transformer-LSTM model is shown in Subfigure 11a, where
it exhibits good classification performance with AUC values
of 1.00 for Positive, 0.99 for Negative, and 0.99 for Neutral
classes. With AUC values of 0.99 for Positive, 0.97 for
Negative, and 0.97 for Neutral classes, the transformer-GRU
model is shown in Subfigure 11b, suggesting strong efficacy.
The transformer-CNN model is shown in Subfigure 11c,
where it achieves good accuracy with AUC values of 0.99 for
Positive, 0.96 for Negative, and 0.99 for Neutral classes.
Finally, the transformer-GRU-LSTM model is shown in
subfigure 11d, demonstrating strong performance with AUC
values of 0.99 for Positive, 0.97 for Negative, and 0.97 for
Neutral classes. These findings imply that the algorithms’
capacity to categorize feelings in Arabic Asthma Sentiment
analysis correctly is much improved by data augmentation.

F. LIME EXPLANATIONS
Without data augmentation, Figure 12 shows ROC curves
assessing the effectiveness of several transformer-based
models in Arabic Asthma Sentiment analysis. The
transformer-LSTM model may be shown in Subfigure 12a,
where it achieves AUC values of 0.99 for positive, 0.95 for
negative, and 0.97 for neutral attitudes. The transformer-
GRU model, which likewise attains AUC values of 0.99 for
Positive, 0.95 for Negative, and 0.96 for Neutral feelings,
is shown in Subfigure 12b. With AUC values of 0.98 for
Positive, 0.95 for Negative, and 0.95 for Neutral attitudes,
the transformer-CNN model is shown in Subfigure 12c. The
transformer-GRU-LSTM model, which attains AUC values
of 0.98 for Positive, 0.95 for Negative, and 0.95 for Neutral
attitudes, is finally shown in subfigure 12d. Even in the
absence of data augmentation, these high AUC values across
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FIGURE 12. ROC curves were generated for the baseline models, representing their performance across different classes. Each curve corresponds to
the model’s classification performance in Arabic Asthma Sentiment analysis without data augmentation.

all classes show that the models do a good job of accurately
categorizing attitudes in the Arabic Asthma dataset.

Table 7 illustrates the performance of the suggested
TransNet model on various unseen text samples. Each section
within the table comprises one column showcasing the actual
text and the projected probabilities for each class. The LIME
explanation, depicted graphically, highlights specific phrases
that had the most substantial impact on the model’s decision-
making process. This visualization aids in understanding the
rationale behind the model’s predictions.

In the first example, ‘‘w�r�� |�r�� 	�AO§ ©@�� �lq��

¨�A§wn`� Yl� r�¥§ ’’ (‘‘The anxiety accompanying asthma
symptoms affects my morale’’), the negative sentiment
prediction of 0.84 is justified by the presence of words like
‘‘�lq�� ’’ (anxiety) and ‘‘|�r�� ’’ (symptoms), which carry
negative connotations.

In the second example, ‘‘Tl¶A`�� �� £Aql�� ©@�� ��d��

�hF� w�r�� �� ��A`t�� �`�§ ºA�d}±�¤ ’’ (‘‘The

support I receive from family and friends makes dealing with
asthma easier’’), the positive sentiment prediction of 0.66 is
supported by words like ‘‘£Aql�� ’’ (receive) and ‘‘�hF� ’’
(easier), indicating a beneficial effect and, hence, a positive
sentiment. The contributions of the words ‘‘Tl¶A`�� ’’ (family)
and ‘‘ºA�d}±� ’’ (friends) further enhance the positive
sentiment by emphasizing the supportive relationships. The
minor negative sentiment contributions from words like
‘‘��d�� ’’ (support) and ‘‘��A`t�� ’’ (dealing) do not
significantly affect the overall positive interpretation, as they
are neutral terms in the given context. Therefore, the overall
sentiment accurately reflects the positive impact of support
from family and friends in making it easier to manage asthma.

In the third example, ‘‘
�w�� ¨� º�¤d�� �@�� �wy��

 d�m�� ’’ (‘‘Today, I took the medication at the specified
time’’), the neutral sentiment prediction of 0.90 is correct
since the text is plain and true. Words such as ‘‘º�¤d��’’
(medication) and ‘‘ d�m��’’ (specified) do not evoke strong
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TABLE 7. The presented table showcases the suggested TransNet model on different unseen text samples. The table consists of one column: the actual
text, the words that had a significant impact on the model’s choice, and the projected probabilities for each class. The LIME explanation offers elucidation
on the specific phrases that had the largest impact on the model’s forecast, hence facilitating comprehension of the model’s decision-making process.

positive or negative feelings, leading to the neutral catego-
rization.

G. COMPARATIVE ANALYSIS AMONG AND EXISTING
WORK
Our work focuses on the sentiment analysis of asthma-related
posts using various deep learning architectures shown in
Table 8. We used a dataset consisting of asthma-related
posts collected from X. The applied classifiers included
Transformer-LSTM, Transformer-GRU, Transformer-CNN,
Transformer-GRU-CNN, and the proposed TransNet model.
Among these, the best classifier achieved an accuracy of
97.87%. Our study demonstrates the effectiveness of deep

learning techniques in sentiment analysis of health-related
social media data.

VI. DISCUSSION
The development and evaluation of TransNet for Arabic
post classification demonstrate significant advancements in
handling class imbalance and improving text representation
in natural language processing tasks. By preprocessing the
data with label encoding, upsampling techniques, and data
augmentation through synonym replacement, we effectively
mitigate class imbalance issues and enhance the diversity of
the training dataset. The utilization of a pre-trained BERT
tokenizer further refines text representation, leveraging its
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TABLE 8. Comparative analysis among and existing work.

robust language understanding capabilities to capture the
nuances of Arabic text more efficiently.

In our comparative analysis, TransNet was benchmarked
against several baseline models, including Transformer +
LSTM, Transformer + GRU, Transformer + CNN, and
Transformer + GRU-CNN. This comprehensive evaluation
reveals that TransNet consistently outperforms these baseline
models, indicating its superior ability to integrate different
neural network architectures and capture complex depen-
dencies in the data. Moreover, the application of LIME
(Local Interpretable Model-agnostic Explanations) provides
valuable insights into the model’s decision-making process,
highlighting the most influential features in each prediction.
This interpretability is crucial for practical applications, par-
ticularly in the healthcare domain, where understanding the
rationale behind model predictions can inform more effective
and personalized interventions. Overall, the integration of
sophisticated preprocessing, advanced model architecture,
and interpretability tools in TransNet presents a robust
framework for Arabic text classification, showcasing its
potential for broader applications and further advancements
in NLP.

VII. LIMITATION AND FUTURE WORK
TransNet demonstrates promising performance in Ara-
bic post-classification, but several limitations need to be
considered in this study. One notable limitation is the
reliance on labeled data for training, which can be costly
and time-consuming to acquire, especially for specialized
domains such as healthcare. Addressing this limitation

could involve exploring semi-supervised or transfer learning
approaches to leverage larger unlabeled datasets effectively.

Another challenge is the computational intensity of the
model, particularly when multiple complex layers like
transformers, LSTMs, and GRUs are integrated. Future
work could focus on optimizing the model architecture and
exploring more efficient algorithms or hardware accelerators
to reduce inference time without compromising accuracy.

Furthermore, while data augmentation techniques like
synonym replacement enhance dataset diversity, their effec-
tiveness can vary depending on the specific characteristics of
the Arabic language and the domain of interest. Investigating
domain-specific augmentation methods or adapting existing
techniques for Arabic text could yield further improvements
in model robustness.

The evaluation of TransNet primarily focused on binary
asthma posts classification from the Kaggle dataset. Future
research could extend this evaluation to multi-class classi-
fication tasks. Researchers can also consider other related
healthcare domains to assess the model’s generalizability and
scalability across diverse datasets and applications.

Addressing these limitations and exploring these avenues
for future work will contribute to advancing TransNet’s
applicability, performance, and interpretability in Arabic text
classification and beyond, facilitating its integration into
real-world applications and decision-making processes.

VIII. CONCLUSION
In this study, we introduced TransNet, a deep-attentional
hybrid transformer model for Arabic post-classification,
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specifically focusing on asthma-related content. By using
advanced preprocessing techniques such as label encod-
ing, upsampling, and data augmentation through synonym
replacement, along with the utilization of a pre-trained BERT
tokenizer, TransNet effectively addresses challenges associ-
ated with class imbalance and enhances text representation.

Through comprehensive evaluation against baseline
models like Transformer+LSTM, Transformer+GRU,
Transformer+CNN, and Transformer+GRU-CNN, TransNet
consistently demonstrated superior performance, highlight-
ing its ability to integrate diverse neural network architectures
and capture intricate dependencies within Arabic text data.
The incorporation of LIME for model interpretation further
enhances the transparency and trustworthiness of TransNet’s
predictions, particularly in healthcare applications where
understanding the rationale behind predictions is crucial for
informed decision-making.

The research can be improved by optimizing compu-
tational efficiency, exploring semi-supervised and transfer
learning approaches, adapting data augmentation techniques
for Arabic text, and extending the evaluation to multi-class
classification tasks and other healthcare domains. These
efforts aim to enhance TransNet’s scalability, generalizabil-
ity, and interpretability, ultimately advancing its utility in
real-world applications and contributing to advancements in
natural language processing for Arabic languages.

DATASET AVAILABILITY
Dataset is available at https://www.kaggle.com/datasets/
mtesta010/arabic-asthma-tweets
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