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ABSTRACT Turnout is the key equipment for realizing the turnback of subway trains. Frequent movements
and environmental changes often lead to abnormal increases in resistance during turnout conversion,
resulting in jamming failures that directly affect traffic safety and efficiency. In order to effectively foresee
the risk of failure during operation and minimize the adverse effects of failure, a real-time turnout jamming
failure prewarning method is proposed. Firstly, a weighted grey prediction machine using PSO for weight
optimization (PSO-WGPM) is proposed to predict the short-term action load index, and the predicted index
series is used to characterize the future changes in the resistance state of the turnout; Secondly, the predicted
index and the generated index are cascaded into a risk identification index series, and a multi-dimensional
hybrid prewarning feature set with time continuity are constructed by time-domain characteristics and
overload statistical characteristics of the risk identification index series; Then, the prewarning feature set
is fed into the learning vector quantization(LVQ) network for prewarning discrimination, and an ensemble
learning based on a hybrid voting strategy is designed to obtain the final prewarning result, in order to fit the
learning environment of unbalanced small-scale samples; After giving an prewarning, the occurrence time
range of jamming failure is inferred based on the overload rate of the predicted index series. The experimental
results show that: the proposed method can improve the prewarning success rate and effectively control false
alarms, with good correctness; it can infer the range time of fault occurrence, achieving prewarning accuracy;
the prewarning calculation time is much shorter than the failure advance time, meeting the timeliness
requirements for applications.

INDEX TERMS Subway, turnout, jamming failure, real-time prewarning, load prediction, ensemble LVQ
learning.

I. INTRODUCTION
Turnout (including the point machine, the same below) is
the most basic and critical driving equipment in the current
rail transit system, used to convert the direction of track
opening to achieve train turnback and change the direction of
travel. Once the turnout fails, it may lead to the interruption
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of train operation, or even the derailment and rollover of
the train, causing adverse social impact. Subway turnback
turnouts operate very frequently. Owing to some factors such
as continuous mechanism wear and train vibration, they often
enter the overload working state due to abnormal increase of
conversion resistance during operation, resulting in mechani-
cal failures. Compared to sudden electrical failures, turnout
mechanical failures such as jamming have more complex
causes and higher incidence, but their formation is generally
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gradual and predictable [1]. If the risk can be predicted before
the failure, the impact of the failure can be minimized or even
avoided by carrying out emergency repairs or changing the
turnback line in advance. Therefore, it is of great significance
to study the real-time prewarning method of turnout jamming
failure to ensure the subway traffic safety. From a macro
view, the PHM (Prediction and Health Management) method
for rail transit turnout is usually driven by data [2], [3],
and then implemented through specific techniques such as
condition safety assessment, action anomaly identification,
and potential risk mining. The representative methods are
summarized in the following.

Eker et al. [4] proposed a strategy for collecting equipment
parameters that can simulate the failure development process,
and established a simple state evaluation method based on
Hidden Markov process, which can predict the remaining
useful life (RUL) of turnouts based on the degree of oil
shortage of the slide plate. Work [5] improved the shortage
for ignoring the state duration in [4], and achieved better
practical application effect. Chen et al. [6] describes the state
transition and failure evolution of the equipment degrada-
tion process using Hidden Semi-Markov model (HSMM),
thereby establishing the failure degradation identification
and state prediction model of turnout point machine, and
using SA-CPSO to optimize HSMM parameters to improve
the accuracy of the model. Methods [7], [8] takes the
time-frequency characteristics of turnout action parameters
as the carrier, and established the RUL prediction model for
turnout based on SVM joint spectral analysis forecast and
CNN-BiLSTM, respectively. The nonlinear mapping ability
of machine learning is used to better characterize and predict
the process of turnout state degradation. A feature fusion
method that can effectively capture the relationship between
the RUL and the appropriate health indicator (HI) is proposed
in [9], and realized the prediction of turnout failure state
based on genetic programming. Methods [10], [11] takes
turnout mechanical parameters as the carrier, and established
comprehensive evaluationmodel for turnout conditions based
on granular computing and fuzzy hierarchical evaluation to
measure the health of equipment. These models can provide
condition grading prewarning based on abnormal evaluation
results and make preventive maintenance decisions. In addi-
tion, work [12] has realized the prediction of gap failure
risk level of turnout point machine based on discretization
method and random forest. The main purpose of the above
methods [4], [5], [6], [7], [8], [9], [10], [11], [12] is to predict
the RUL or failure risk period, focusing on fitting the equip-
ment state degradation failure process throughout the whole
cycle, which can provide a reference for daily preventive
maintenance of turnouts. In fact, the action environment of
the turnout is complex and changeable, the pre-established
RUL prediction model is uncertain, and many static parame-
ters cannot be obtained in real-time, so this kind of method
often does not have the timeliness of short-term abnormal
state perception during operation.

To achieve failure prediction and prewarning during opera-
tion, real-time turnout action monitoring data must be used as
the basis. The relevant methods take the action power/current
curve [13], [14], [15], [16], sound signal [17] or vibration
signal [18], [19] generated with the turnout action as the
carrier, and establish feature matching or learning mod-
els based on DTW, SVDD, deep forest, fuzzy clustering,
FWPDE-BPSO-SVM, KPCA-SVM, GAN to realize health
prewarning, failure prediction and diagnosis. These methods
have the characteristics of real-time processing, but it is
more one-sided to predict the occurrence of failures and give
prewarning only based on the monitoring data generated by
a single action at the current time, which is easy to cause
misjudgments, as failures are often the result of qualitative
changes caused by multiple anomalies. A method of failure
criticality discrimination based on statistical strategywas pro-
posed in [20], which can alleviate the one- sidedness of failure
prediction based on single abnormal identification. However,
the problem remains that the generated action data is used
as the basis for judgment, and when prewarning is issued,
it often indicates that the failure is approaching, which can
easily lead to delayed or evenmissed prewarning. García et al.
[21] first adopted a two-step process of parameter predic-
tion and fault prejudge to perform failure prewarning, which
involves first predicting the action parameters in real-time,
and then directly using the predicted values to make failure
discrimination. The recently proposed methods [22], [23],
[24] also adopt a similar processing framework, using discrete
gray model (DGM), gated recurrent units (GRU), autoregres-
sive moving average to predict the turnout action parameters
in real-time, and then establish the failure prediction model.
Such methods [21], [22], [23], [24] are beneficial for early
detection of failure symptoms; however, these methods only
use predictive features for failure discrimination, which can
easily ignore the continuity of predictive features with current
state features, making the effectiveness of the method highly
dependent on the accuracy of feature prediction and lacking
robustness, especially prone to misjudgments during non-
failure periods. Excessive false alarmwill adversely affect the
normal order of operation, so reducing false alarms is also an
important part of improving the correctness of prewarning.
Finally, the existing methods are main still in the stage of
‘‘fuzzy prewarning’’ to judge whether a failure has occurred,
and there are some limitations in the accuracy of prewarning;
If we can further infer the approximate time-period of failure
based on the correct prewarning, it will be more beneficial for
on-site emergency measures to be taken. This is an important
direction for methodological progress.

Considering the shortcomings of existing technologies,
three core issues need to be addressed for the practical
application of real-time failure prewarning methods: first,
the prewarning correctness requires to be further improved;
second, the prewarning accuracy needs a breakthrough; and
third, the prewarning timeliness must be guaranteed. In sum-
mary, this article focuses on the three core issues of failure
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FIGURE 1. A basic turnout system.

prewarning, and proposes a real-time failure prewarning
method for the most common turnout jamming failure in
subway operation. This method adopts a four-step process:
process1 (parameter prediction), process2 (feature calcula-
tion), process3 (prewarning discrimination), and process4
(failure time inference). The specific innovations and con-
tributions focus on each of the above processes, which are
summarized as follows:

1. Established a PSO-WGPM model to realize the
short-term precise prediction of action parameter series,
which can also achieve good prediction accuracy for the
fluctuation series, and lay the foundation for the subsequent
prewarning process.

2. Proposed amulti-dimensional hybrid prewarning feature
calculation strategy with spatio-temporal continuity, which
can comprehensively characterize the action state changes of
the turnout from the past to the future, effectively capture the
signs of failure, and improve the robustness of prewarning.

3. Designed a LVQ ensemble learning model based on
hybrid voting strategy, which combines voting rate and
confidence score for prewarning discrimination, improving
the adaptability and accuracy of the method in unbalanced
small-scale sample learning environments.

4. It is realized to infer the occurrence time of the turnout
jamming failure based on the predicted action parameters and
prewarning features, and the prewarning accuracy is obtained
while ensuring the timeliness, which improves the practical
application value of the method.

II. PROBLEM FORMULATION AND PRELIMINARIES
This chapter first provides a detailed description of the objects
to be studied in this article, then elaborates on the connotation

of the issues to be addressed and gives definitions of rele-
vant evaluation indicators, and finally introduces the overall
implementation idea of the method in this article.

A. PRINCIPLE AND PARAMETER CHARACTERIZATION OF
TURNOUT JAMMING FAILURE
The equipment composition of a basic turnout system is
shown in FIGURE 1.

Based on the system in FIGURE 1, an overview for the
main process of turnout failure caused by jamming is given:
the switch rail of turnout suffers abnormal resistance dur-
ing the conversion process, causing the point machine with
traction switch rail in overload working state; When the
load exceeds a certain limit, the friction coupler in the point
machine will fail, so as to actively disconnect the switch rail
from the pointmachine to prevent themotor from burning out.
At this time, the turnout will be unable to continue to operate
properly. Therefore, selecting the appropriate load index to
characterize the action state of turnouts is an important foun-
dation for determining the risk of jamming failure. From the
physical meaning, the turnout action load can refer to the total
power taken by the point machine to overcome the resistance
at a certain action time, so the power-time curve generated
in real-time with the turnout action is commonly used in the
actual site to reflect its resistance state. Next, with a single
conversion movement as a cycle, the power curves of normal
action, critical jamming action and jamming failure are drawn
in a display window for comparison, as shown in FIGURE 2.

From FIGURE 2, The power value at the potential failure
time will rise abnormally before the critical jamming failure
occurs, and the overall action time will also increase slightly.
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FIGURE 2. Comparison of power curves under different states.

FIGURE 3. Variation trend of load index before failure in each case.

Therefore, the main action parameter that can effectively
characterize the jam problem is the point machine power,
followed by the action time.

Since a single action of a subway turnout in the same
direction requires about 6-7 seconds, we calculate the root
mean square (RMS) value for fixed sampling point of power
curve during the period from turnout unlocking to locking
as the load index, which can highlight the change of power
and reflect the length of time. Then, the turnout load index N
within one action cycle can be expressed as:

N =

√∑H
h=1 Xh

2

H
(1)

where Xh is the power value corresponding to the h-th sam-
pling point of the power curve. To verify the correlation
between the calculated load index change and the turnout
jamming failure, FIGURE 3 shows the change trend of
the load index before eight real turnout jamming failures
occurred in a subway (Note: the collection object of the
verified case here is basically homologous with the case in
research [20]). These cases occurred in seven sets of Turnouts
at different stations on multiple subway lines, with failure
case 8 being a secondary occurrence of failure case 6, which
has both diversity and universality.

As shown in FIGURE 3, although there are some fluctu-
ations in the local variations of the load index before each
failure case, they all show a clear upward trend overall, which
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confirms that the calculated load index can reflect the gradual
process of abnormal increase in switching resistance before
the turnout jamming failure, and has a prewarning prompt-
ing function. Moreover, the characteristics of this chaotic
change also suggest that the load index series has short-term
predictability.

Based on this, this article continuously calculates the load
index of power curves for the previous limited number of
actions in the same direction based on the current turnout
action completion time, and obtains the generated load index
series {Ni|i = 1, 2, 3 . . .} as input for subsequent short-term
prediction and prewarning discrimination.

B. THE CONNOTATION AND EVALUATION OF CORE
ISSUES TO BE ADDRESSED
As previously pointed out, this article focuses on the three
core issues (correctness, accuracy and timeliness) of real-time
failure prewarning. The following describes the connotations
of these three core issues.

1) ISSUE 1: PREWARNING CORRECTNESS
The correctness of prewarning discrimination is the founda-
tion of the application of the method, which is embodied in
the prewarning success rate (PSR) and the false alarm rate
(FAR). Next, we give the definitions of the PSR and the FAR
among this article.
Definition 1: Taking the operation day as the statistical

unit, the ratio of all failure cases (failure days) that can
successfully give prewarning before the failure on that day
is called PSR.
Definition 2: Taking the operation day as the statistical

unit, the ratio of all non-failure cases (non-failure days) that
erroneous give prewarning on that day is called FAR.

2) ISSUE 2: PREWARNING ACCURACY
The prewarning accuracy refers to the ability to effectively
infer the occurrence time of failure based on the successful
prewarning, and further enhance the practical application
value of real-time failure prewarning. The definition and
calculation approach of inferred failure occurrence time are
given below:
Definition 3: From the completion time of the current

turnout action, if it is estimated that the failure will occur dur-
ing the subsequent S-th action, and the current train headway
is T minutes, it can be inferred that the failure occurs at T · S
minutes after the current time. Considering the uncertainty of
the estimated action sequence of failure occurrence, given a
penalty term ε(ε ∈ N+&1 ≤ ε ≤ S) here, so the estimated
action sequence range of failure occurrence is S ± ε. Then,
the actual inferred failure occurrence time can be expressed
by a range T̃ :

T̃ = [T (S − ε) ,T (S + ε)] (2)

According to equation (2), it is easy to get that the inferred
time range of the failure occurrence spans 2 · T · ε.

3) ISSUE 3: PREWARNING TIMELINESS
The prewarning timeliness means that prewarning can be
given in time within a limited time range to avoid the mean-
inglessness of prewarning due to untimely. For the real-time
failure prewarning method, if prewarning calculation is car-
ried out every time the turnout completes action, then the time
required for a single prewarning calculation T̄ must be much
less than the prewarning lead time

⌢

T to ensure the timeliness
of prewarning. The following provides the definition and
calculation approach of

⌢

T .
Definition 4: Assuming that a prewarning is given after

the current turnout action completed, and the actual failure
occurs in the subsequent Sa-th turnout action, recorded the
current train headway as T minutes, then

⌢

T is calculated by
equation (3):

⌢

T = T · Sa (3)

In summary, this article constructs a prewarning perfor-
mance evaluation system based on PSR, FAR, T̃ , T̄ and

⌢

T .
Obviously, we expect that the method can give prewarning
in time, improve PSR while reducing FAR, and the inferred
failure occurrence time is as accurate as possible.

C. OVERALL FRAMEWORK OF THIS METHOD
According to the core issues and expectations to be addressed
in this article, FIGURE 4 shows the overall framework of the
method implementation.

Compared with the existing two-step process of parameter
prediction and prewarning discrimination, this method adds
two processes of prewarning feature calculation and failure
occurrence time inference, hoping to improve the prewarning
correctness, obtain the prewarning accuracy and ensure the
prewarning timelines.

III. PROPOSED METHOD
We have constructed a specific real-time prewarning model
for turnout jamming failure based on the four-step process
of the method framework in FIGURE 4. This chapter first
gives the implementation process of the proposed prewarning
model, and then introduces the way of each process in detail.

A. PREWARNING IMPLEMENTATION PROCESS DURING
OPERATION
Taking the operation period of each day as a unit, the detailed
implementation process of the proposed real-time prewarning
method for subway turnout jamming failure in daily is show
in FIGURE 5.

In FIGURE 5, the content in the dotted line box needs
to be handled in advance, while the content in the solid
line box is the specific process to be executed. The whole
prewarning process starts from the operation of the day to
the end of the operation. If a prewarning is given, the process
is interrupted and appropriate emergency response measures
are taken according to the prewarning information. Next, the
core processes in the flow chart: load index series prediction,
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FIGURE 4. Overall framework of the method.

prewarning feature calculation, failure prewarning discrimi-
nation, and failure occurrence time inference are introduced
in detail.

B. LOAD INDEX SERIES PREDICTION BASED ON
PSO-WGPM
Under the idea of this method, short-term prediction of load
index involves predicting a finite-length output series from
the finite-length input series, which is used to characterize
the changes of turnout conversion resistance in the short-term
in future. To achieve good prediction accuracy and effec-
tively reflect the prediction trend and fluctuation degree,
a PSO-WGPMmodel is established to improve the short-term
prediction effect of load index series here. The specific imple-
mentation process is shown in FIGURE 6.

According to FIGURE 6, the core of the entire prediction
process is the selection and optimization for base predictor,
series sampling weighting, and weight optimization. The
details are as follows:

1) THE SELECTION AND OPTIMIZATION FOR BASE
PREDICTOR
The base predictor makes the model have prediction abil-
ity, and any time series prediction model can be applied.
Considering the calculation efficiency and accuracy of short-
term prediction, this method also uses the DGM as the base
predictor in method [22], to facilitate testing and comparison.
Here, the DGM standard structure is improved and optimized,
namely:

Introducing weight parameter e and translation parameter c
to weight and translate the original series pair-wise to obtain
an intermediate series, and then accumulating to generate
a prediction input series. Improving prediction performance
from the perspectives of series smoothing and adjusting the
stepwise ratio. Let e ∈ � and c ∈ 8, use each group (e, c)
in the value space to predict the original series in advance,
respectively calculate the root mean square error(RMSE)
and Spearman distance(SD, namely one minus the sample
Spearman’s rank correlation coefficient) between the original
series and the corresponding simulated prediction series, and

then establish an error-correlation constraint equation:

ℓ(e, c) = RMSE(e, c) + SD(e, c) (4)

Traverse the value of (e, c) to obtain the parameter group
that minimizes the objective ℓ(e, c):

(e0, c0) = argmin
e∈�&c∈8

ℓ(e, c) (5)

The optimized prediction can be realized by replacing
the parameter group (e0, c0) obtained in advance with the
prediction model.

2) DESIGN PRINCIPLE OF WEIGHTED PREDICTION
Let the length of the input series {Ni} be 2l, down
sample it to get two sets of odd and even complemen-
tary series {N1,N3, . . . ,N2l − 1} and {N2,N4, . . . ,N2l}.
Then use the base predictor to predict {N1,N2, . . . ,N2l},
{N1,N3, . . . ,N2l−1} and {N2,N4, . . . ,N2l} separately to
obtain {ni|i = 1, 2, . . . , l}, {n̄i|i = 1, 2, . . . , l/2} and {ñi|i =

1, 2, . . . , l/2}. Given the weight series {b}, the odd-order
prediction value ⌢no and even-order prediction value ⌢ne of the
final prediction series {

⌢ni|i = 1, 2, . . . , l} can be obtained
by interleaving weighting {ni}with the corresponding order’s
{n̄i} and {ñi} respectively. Namely:

⌢no = [n+ r · sgn(n− n̄)] · b+ [n̄+ r · sgn(n̄− n)](1 − b)

(6)
⌢ne = [n+ r · sgn(n− ñ)] · b+ [ñ+ r · sgn(ñ− n)](1 − b)

(7)

In the above formulas, r is a floating parameter, whose size
is determined by the relative error rate obtained from the prior
prediction of the base predictor, and its role is to reasonably
expand the range of predicted values so as to better fit the
fluctuation situation. Since the action interval of subway
turnouts is short and relatively fixed, the action load index
series can be regarded as a chaotic time series. Therefore,
using equations (6) and (7) to obtain the final prediction series
is meaningful in combining multiple time-dimensional infor-
mation to regulate and predict trends and reflect fluctuations.
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FIGURE 5. Implementation process of real-time failure prewarning during operation.

3) WEIGHT LEARNING OPTIMIZATION
Taking the weighted prediction series {

⌢n} as the objectives
to be optimized, a set of optimal weights is trained by
using the known series sample group to make the prediction
value of each step closer to the true value. Given the weight
value range B, and set the true value corresponding to the
single-point prediction value at each step as V , the prediction
loss loss of the prediction series under the weight sequence

{b1, b2, . . . , bl} is also defined based on RMSE and SD:

loss =

√√√√∑l
i=1

(
⌢ni− Vi

)2
l

+ λ ·

6 ·
∑l

i=1

[
rg(⌢ni) − rg(Vi)

]2
l ·
(
l2 − 1

)
 (8)
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FIGURE 6. Sequence prediction process based on PSO-WGPM.

where λ is the regularization parameter and rg(·) is used to
calculate the rank. Further covering Q samples, the learning
objective is to obtain a weight vector W1×l that minimizes
the total loss, which can be expressed as:

W1×l = argmin
B

1
Q

∑
Q

loss(W1×l ) (9)

For solving the learning objective, here we use particle
swarm optimization (PSO) to optimize theweights after limit-
ing the changes range of weight. The implementation process
of standard PSO can be referred to [25].

C. MULTI-DIMENSIONAL HYBRID PREWARNING FEATURE
EXTRACTION
Due to the limited length and inevitable error of the load index
series obtained from short-term prediction, it is not suitable
to directly use the series prediction value itself to characterize
the turnout action state. Based on the completion time of
the current turnout action, the predicted load index series
{
⌢ni|i = 1, 2, 3, . . . , l} and the generated load index series

{Ni|i = 1, 2, 3 . . . , l} are cascaded into a risk identification
index series I = N ||

⌢n, which is used to characterize the
change in the resistance to conversion of the turnout from
the past to the future. Then the time-domain characteristics
and overload statistical characteristics of {I } are extracted for
subsequent prewarning discrimination.

1) TIME-DOMAIN FEATURES EXTRACTION
The time-domain features are mainly used to reflect the
fluctuation and change trend of the series itself. Referring
to methods [20], [26], this article calculates four parame-
ters as time-domain characteristics, including peak to peak
F1, standard deviation F2, acceleration peak factor F3, and
Mann-Kendall trend test value F4. The calculation method is

as follows:

F1 = max({Ii}) − min({Ii})

F2 =

√
1

2l−1

∑2l
i=1 (Ii− Ī )2

F3 = max({Ii})
/√

1
2l

∑2l
i=1 Ii

2

F4 = Func_MK ({Ii})


(10)

where, Ī denotes the average value of {I }; Func_MK (·) is
employed to compute the Mann-Kendall trend test value, and
the computation process is omitted.

2) OVERLOAD STATISTICAL FEATURES CALCULATION
Overload statistical features refer to the statistics that the
series value of risk identification index exceeds the normal
upper limit of load, which can describe the overload working
state of turnout from a statistical perspective. Since the action
load limit of the turnout is closely related to the equipment
usage and work environment, there is no unified standard.
Therefore, the action load limit of each turnout is determined
by calculating the confidence interval of the historical load
index samples. In case of sufficient samples, this article uses
the Gaussian mixture model (GMM) [27] with good approxi-
mation performance to estimate the overall value confidence
interval of the historical load index samples. The main imple-
mentation steps are as follows:
Step1. Collect a large number of power curves generated

by the action in the same direction on the non- failure day of
turnout to calculate the load index, and establish the sample
set {x} of historical load index.
Step2. The one-dimensional probability density estimation

expression ρ(x) of {x} is established based on GMM, namely:

ρ(x) =

∑K

k=1
ωk · φ (x|µk, σk)

=

∑K

k=1
ωk ·

1
√
2πkδk

exp

(
−

(x − µk)2

2σk2

)
(11)
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FIGURE 7. Basic binary LVQ network topology.

In formula (11), φ(x|µk, σk) represents the k-th one-
dimensional Gaussian distribution used for superim-
posed mixing, and the superimposed weight ωk satisfies
ω1 + ω2 + . . . + ωK = 1. µk and σk represent the
mean and standard deviation of φ(x|µk, σk) respectively, and
K represents the mixing order.
Step3. Use the expectation maximization (EM)algorithm

to determine ωk , µk and σk for ρ(x). its process and param-
eter selection refer to the paper [28].
Step4. Given the 95% confidence level, the calculation

relationship between ρ(x) and the overall value confidence
interval [Al,Ah] of {x} is as follows:∫ Ah

Al
ρ (x) dx = 0.95 (12)

According to equation (12), the upper bound Ah of the
confidence interval at 95% confidence level is calculated as
the lower limit to measure whether the load index exceeds
the standard. Then, for the elements in {I }, count the num-
ber F5 of exceeding Ah and calculate the cumulative sum
F6 of exceeding Ah as overload statistical characteristic
parameters:

F5 = accout(Ii ≥ Ah) i = 1, 2, 3, . . . , 2l
F6 = acsum(Ii− Ah) onlyif Ii ≥ Ch

}
(13)

where, accout(·) and acsum(·) are conditional coun-
ting function and cumulative summation function,
respectively.

In summary, this article extracts parameters F1∼F6,
to form a multi-dimensional hybrid prewarning feature set
with time continuity, which is used for the subsequent judg-
ment of jamming failure prewarning.

D. FAILURE PREWARNING DISCRIMINATION BASED ON
ENSEMBLE LVQ
After extracting the prewarning feature parameters of the
risk identification index series, the classifier is trained for
prewarning discrimination. It is clearly that this is a binary
classification problem of ‘‘prewarning or not’’. We select
LVQ neural network as the base classifier, and then an ensem-
ble learning strategy is designed to enhance the classification
performance.

1) LVQ NETWORK TRAINING
LVQ is essentially a prototype supervised clustering
algorithm, belonging to the self-organizing competitive
neural network [29], and has high accuracy and learning
efficiency for classification with low parameter dimensions
and few recognition types. In particularly, LVQ has certain
noise suppression ability, which can help to reduce the FAR
in this research. Its efficiency, robustness and generalization
ability are suitable for the classification environment here.
A basic binary LVQnetwork topology is shown in FIGURE7.

It can be seen that the input layer and the competition layer
of LVQ neural network are fully connected, the competition
layer and the output layer are partially connected, and the
value of the output neuron is only 0 or 1.

The core idea of its network training is that each competing
neuron represents a central point, and the input data belongs
to the category connected to which neuron is close to the
central point(that is, when the competition is successful, set
the central point position to 1, as w1 shown in the FIGURE 7,
and the output connected to it set to 1 too). Next, the basic
training steps of LVQ network are given below:
Step1. Initialize the weight wpj and learning rate η (η > 0)

between the input layer and competition layer.
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Step2. Send the input vector value v = (v1, v2, . . . , vR)T

to the input layer, and calculate the distance d between the
competition layer neurons and the input vector:

dp =

√∑R

j=1
(vj− wpj)2 p = 1, 2, . . . ,U (14)

where, R is the dimension of the input vector and U is the
number of competing neurons.
Step3. Select the competing neuron with the smallest dis-

tance from the input vector. If dp is the smallest, record the
class label of the linear output layer neuron connected to it
as Cp
Step4. Note that the class label corresponding to the input

vector isCv. ifCp = Cv, then use the following equation (15)
to adjust the weight:

w_new = w_old + η · (v− w_old) (15)

Otherwise, update the weight according to the following
equation (16):

w_new = w_old − η · (v− w_old) (16)

After reaching the specified iterations, the training is com-
pleted and can be used for test classification.

2) ENSEMBLE LEARNING DECISION BASED ON HYBRID
VOTING
In the subway site, the number of turnout action failure is
very few compared with the number of normal actions, so the
turnout failure prediction and diagnosis methods based on
machine learning belong to the small-scale sample learning
tasks with positive and negative proportion imbalance [2],
[30]. In this case, using a single LVQ classifier for pre-
warning discrimination is unstable. Inspired by method [31],
this paper uses ensemble learning to improve the discrimi-
nation performance. According to the error analysis theory
of machine learning [32], in the learning environment with
insufficient data, the generalization error is greatly affected
by variance. Therefore, an ensemble learning idea based on
bagging [33] is used to improve the classification variance
of LVQ. The specific implementation steps are as follows:
Step1. Calculate the load index series of 2l actions before

the occurrence of each turnout jamming failure to form a pos-
itive sample resource pool, with the category label m = 2(the
category of ‘‘prewarning required’’).Then, the load index
series of any continuous 2l actions during the non-failure
period of each turnout is calculated to form a negative sample
resource pool, with the category label m = 1(the category of
‘‘no prewarning required’’).
Step2. Based on bootstrap sampling, D index series sets

with the same capacity are extracted from the positive and
negative sample resource pools respectively, and combined
to form D training sets of positive and negative samples 1:1.
Step3. Firstly, the D training sets obtained in the previous

step are used to trainDLVQnetworks to form a base classifier
group; Then, the positive samples collected in Step 1 are used
as the test group to perform prewarning discrimination tests

on each base classifier, and statistical test results regard as
a priori prewarning rate f ; Finally, the prior prewarning rate of
the base classifier is ranked from large to small, and the first g
base classifiers are selected for the final integrated decision.
Step4. For the prewarning feature set to be identified,

use the g base classifiers obtained in the previous step to
simultaneously perform prewarning discrimination, and then
calculate the number of votes Votes(m) for the two categories,
then the vote rate Xm of category m is:

Xm = Votes(m)/g (17)

In addition to calculating Xm, the results of the base classi-
fier with a higher PSR should be given a greater weight, so we
further calculate the confidence score Ym corresponding to
category m:

Ym =

∑g

t=1

ft∑
1→g

f
||Lt − m| − 1| (18)

where, ft corresponds to the prior prewarning rate of the
t-th base classifier, and Lt refers to the category label of the
t-th base classifier for prewarning judgment of the identified
object.
Step5.Weighting the vote rateXm and the confidence score

Ym to obtain the final categorymembership degree Zm, which
is given by:

Zm = τ · Xm+ (1 − τ ) · Ym (19)

where, τ is the weight. Obviously, the corresponding cat-
egory with the largest membership degree is output as the
final prewarning discrimination result. If two categories have
the same membership degree, the default output category is
‘‘prewarning required’’.

E. INFERENCE OF FAILURE OCCURRENCE TIME
According to definition 3, the time range of failure occurrence
can be determined by inferring the turnout action sequence at
failure and combining with the train headway. Considering
that the inference of the action sequence at failure is fault
tolerant, it is transformed into a simple probability problem
for uncertainty treatment as follows:

First, we assume that the turnout is prone to jamming
failure when the action overload rate reaches Ō in l actions
(Ō can be obtained by using known failure samples eas-
ily).Then, starting from the action sequence when the pre-
warning is given at first time, the turnout action sequence S
of subsequent failure occurrence can be estimated by for-
mula (20):

S ≈

⌈
l · Ō− 1

Õ

⌉
(20)

In the formula(20), ⌈·⌉ represents the upward rounding, and
Õ is the overload rate of the elements in the series sequence
{I } at the first prewarning. According to the joint formula (2)
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TABLE 1. Main parameters setting.

TABLE 2. Statistical test and comparison of load index prediction.

and (20), it can be inferred that the time range of future failure
occurrence as:

T̃ =

[
T
(⌈

l · Ō− 1

Õ

⌉
− ε

)
,T
(⌈

l · Ō− 1

Õ

⌉
+ ε

)]
(21)

IV. EXPERIMENTS
This chapter first introduces the setting of some main param-
eters of the model in this article, and then conducts the load
index prediction test, prewarning correctness test, prewarn-
ing accuracy test and prewarning timeliness test. Through
analysis for the test results, it demonstrates the advan-
tages of the method in alleviating the three core issues of
prewarning.

A. TEST CASES AND MAIN PARAMETERS SETTING
DESCRIPTION
All the instance data in the experimental test are from the
real jamming failure monitoring data of multiple turnouts in
a subway, and the monitoring data for the 5 non-failure days
before and after the failure. The setting requirements of main
parameters are summarized in TABLE 1.

B. SHORT-TERM LOAD INDEX PREDICITON TEST
Some turnouts are selected as objects, and a large number
of historical load index series with length 30 are collected
to form a sample set, which is divided into two parts:
training set and test set. Among them, the training set is
used for PSO-WGPM weight optimization, while the test
set is divided into four test groups with different fluctuation
degrees according to standard deviation (sd). Then, proposed
PSO-WGPM and DGM in [22] are used to test the prediction
effect of the four test groups respectively, and the statistical
average values of the three evaluation indicators, namely
RMSE, SD, and mean absolute percentage error (MAPE), are
recorded in TABLE 2 to evaluate the prediction effect.

Furthermore, one test instance is extracted from each of
the four test groups to visually demonstrate the changes of
the predicted value and the real value. The results are shown
in FIGURE 8.

According to the test results in TABLE 2 and FIGURE 8,
for group1 with minimal fluctuation, the prediction accuracy
of PSO-WGPM and DGM is comparable, both achiev-
ing good prediction results. However, as the fluctuation
of the prediction object increases, the prediction accu-
racy of PSO-WGPM becomes more dominant compared
to DGM. For group4 with the highest fluctuation, the three
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FIGURE 8. Load index series prediction instances.

evaluation indicators RMSE, MAPE and SD obtained using
PSO-WGPM decreased by 35.4%, 32.6% and 35.8% respec-
tively compared with DGM. Further analysis of the test
results for the two methods: DGM usually accumulates the
original series without obvious rules to generate an interme-
diate series with increasing trend for fitting prediction, so the
prediction series can reflect the overall variation trend, but
it is difficult to effectively fit the local fluctuation changes,
so the prediction error will increase significantly as the
fluctuation of the measured series intensifies. The proposed
PSO-WGPM uses the improved DGM as a base predictor and
designs a composite prediction mode based on interleaving
weighting, it improves the prediction accuracy and general-
ization performance by optimizing the weights, so that the
prediction results are not only closer to the real value, but
also can effectively reflect the fluctuation degree and local
variation trend.

Due to the obvious fluctuations and upward trend in load
index before turnout jamming failures, it is more meaningful
to improve the prediction performance of sequences with
large fluctuations. Overall, the proposed predictionmodel can
meet the short-term prediction and prewarning discrimination
requirements in this article.

C. PREWARNING CORRECTNESS TEST AND ANALYSIS
We use the real cases data to review the operation process of
the day, and then conduct prewarning discrimination testing

based on the implementation process shown in FIGURE 5,
and the test is suspended after the prewarning is given at first
time. In addition, since the existing similarmethods have their
own specific application scenarios and the parameters are not
all disclosed, it is difficult to directly compare them. There-
fore, ablation experiments are designed to test the method and
conduct longitudinal comparison.

1) ABLATION EXPERIMENT SETTING(i)
Maintain the load prediction and prewarning discrimination
framework unchanged, refer to the types of existing methods,
derive two special situations by changing the structure of the
load index series. The derivative method 1 analogy meth-
ods [13], [14], [20], and only uses the generated load index
series for prewarning discrimination. The derivativemethod 2
analogy methods [21], [22], [23], [24], and directly uses the
predicted load index series (the prediction length is dou-
bled) for prewarning discrimination. Then use the proposed
method and the two derived methods to perform prewarn-
ing discrimination for all cases. The partial results of the
turnout action sequence at the first prewarning (abbreviated
as ‘TASFP’) of each case are recorded in TABLE 3. Among
them, cases 1 to 8 are the failure cases shown in FIGURE 3,
and cases 9 to 16 are the non-failure cases at the day
before or after the failure day corresponding to cases 1 to 8,
respectively.
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TABLE 3. Comparison of prewarning discrimination replay tests.

The ‘‘N/A’’ in TABLE 3 indicates that the event has not
occurred and there is no data record. In overall view to the test
results in TABLE 3, there are only onemissed prewarning and
one false alarm in the three methods, indicating that the pro-
posed prewarning feature calculation strategy and prewarning
discrimination method are effective. Further detailed analysis
of the test results for each method as follows:

The advantage of derivative method 1 is that there is no
false alarm, but also has problem of prewarning untimely or
even missed. This is because if only the generated load index
series is used for prewarning discrimination, the prewarning
will not be given until the turnout action load index deterio-
rates to a certain extent. Therefore, this method is not prone
to false alarm due to the sporadic overload; but for cases 3,
6, and 8 with relatively gentle deterioration process, prewarn-
ing are only given near the failures, resulting in prewarning
untimely; In case 2, not only the failure progressed smoothly,
but also the overload degree before the failure is not enough,
which directly led to prewarning missed.

The advantage of the derivative method 2 is that it has
no prewarning missed and can catch failure signs early, but
also has problem of prone to false alarm. This is because
method 2 only uses predicted load index series for prewarn-
ing discrimination, and the predicted values are often very
sensitive to abnormal increases in current load index, and
cumulative errors can occur as the number of prediction
steps increases, resulting in poor robustness. For instance, the
power of failure case 8 began to rise abnormally at the 68-th
action. The method is very sensitive to catch the symptom of
the failure and gave prewarning; While non-failure case 13 is
generally normal during operation, but sporadic abnormal
power increase occurred during the 57-th action, resulting
in false alarm. In fact, the working conditions of the turnout

system are complex and changeable, and many factors such
as environmental changes, power fluctuations, motor charac-
teristics changes may all lead to occasional abnormal power
rise, resulting in an increase of FAR.

Considering the advantages and disadvantages of deriva-
tion methods 1 and 2, this article adopts a composite load
index series structure that can combine the two situations to
form a complementary approach to enhance overall robust-
ness. According to the test results, each case of failure was
successfully prewarning at the 6th-10th turnout action before
the failure, and there were no false alarms in non-failure
cases. It can be concluded that this method can not only
ensure the PSR, but also effectively control FAR, and can
avoid the problem of prewarning untimely, with better com-
prehensive performance.

2) ABLATION EXPERIMENT SETTING(ii)
Keeping the load index series structure and prediction frame-
work unchanged, we test the effect of ensemble learning
and non-ensemble learning for prewarning discrimination
respectively, and add the SVM used in methods [7], [17],
[18] as the base classifier for comparison. This prewarning
discrimination test uses all failure samples and non-failure
samples collected, and then calculate PSR and FAR of var-
ious methods. Moreover, we also add the most commonly
used binary classification evaluation metric F1-Score under
imbalanced data to comprehensively reflect the correctness
of prewarning (the definition and computing of F1-score
refer to [36]). TABLE 4 shows the test results of ensemble
LVQ (i.e. used in this article), single LVQ, ensemble SVM
and single SVM, in which the single classifier is trained by
positive and negative samples 1:1.
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TABLE 4. Prewarning effect of different discrimination methods.

Analyze the results in TABLE 4: single LVQ has 5%
missed alarms, but its FAR is the lowest at 1.43%, and
F1- score is second only to ensemble LVQ. From the perspec-
tive of algorithm principle, the classification of LVQ in the
competitive layer depends only on the distance between input
vectors. If two input vectors are very close, they are likely to
be classified into one category, and then supervised learning
is used in the output layer to achieve accurate classification.
This makes LVQ have a certain degree of noise suppression,
which can effectively reduce FAR, but also affects the PSR
to some extent. After ensemble learning based on bagging,
the problem of unbalanced small-scale sample learning envi-
ronments can be alleviated, and the classification variance
of LVQ model is improved, so that the PSR of ensemble
LVQ increased to 100%, the FAR remained at the lowest
1.43%, and F1-score reached the best 0.98.In contrast, single
SVM has a 100% PSR, but its FAR also reaches at 4.29%,
indicating that SVM is more sensitive to positive samples in
this learning environment, resulting in higher FAR, so the
F1-score is lower than single LVQ. It is worth noting that
the SVM after ensemble learning does not improve the clas-
sification effect of single SVM, and even slightly increases
FAR. This is because the final decision of SVM is determined
by a small number of support vectors, and the change of
negative samples has limited impact on the classification
results. Therefore, it is difficult to optimize the classification
variance of SVM model to improve the overall prediction
performance through ensemble learning based on bagging.
Therefore, the LVQ after ensemble learning is more suitable
for the prewarning discrimination environment in this article.

D. PREWARNING CORRECTNESS TEST AND ANALYSIS
For all failure cases with successful prewarning in the pre-
vious section, first infer the action sequence range of future
failures occurrence, and then calculate the ratio of action
sequence when the actual failure occurrence within the
inferred range as α. Obviously, when α is higher and ε is
smaller, the failure prewarning is more accurate, but the
fact is that α will rise with the increase of ε. therefore,
an equation (22) that can balance the value of α and ε is
defined here as the prewarning accuracy metricMac:

Mac =
1
2

(
α − logl ε + 1

)
(22)

Equation (22) limits Mac to [0,1]. The closer Mac is to 1,
the more accurate the prewarning is.

Next, calculate and analyze the change inMacwhen ε takes
different values according to equations (20) and (22), where
Ō is equal to 0.6. The test result is shown in FIGURE 9.

From FIGURE 9, when ε is 2, Mac reaches the high-
est 0.774. At this time, 85% of the cases have the action
sequence within the inferred range when the actual failures
occurrence, and the inference error of the remaining cases
is one action outside the range. In addition, combined with
the train headway at the time of each failure, the inferred
time range of the failure occurrence spans can be accurate to
within 10-24minutes.

FIGURE 9. Prewarning accuracy test result.

E. PREWARNING TIMELINESS TEST AND ANALYSIS
According to Chapter II, whether the prewarning is timely or
not is mainly determined by the single prewarning calculation
time T̄ and the prewarning lead time

⌢

T . The following pro-
vides a detailed analysis of T̄ and

⌢

T obtained from the actual
testing:

1) SINGLE PREWARNING CALCULATION TIME T̄
In the entire method, the predictor and classifier need to be
trained in advance, while in practical application, the time
of performing a single prewarning calculation is mainly con-
sumed in two aspects: load index calculation and prediction,
prewarning classification and discrimination. A large number
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of measured statistics show that the average time for load
index calculation and prediction is 3.83 seconds, the aver-
age time for prewarning classification and discrimination is
0.08 seconds, and the average total time is 3.91 seconds,
which clearly meets the requirements of real-time analysis.

2) PREWARNING LEAD TIME
⌢

T

Firstly, it can be determined that the lower limit
⌢

T min of
⌢

T is the time of one train headway (that is, the prewarning
will be given at the last turnout action before the failure at
least). Since train headways on different subway lines may
be inconsistent, the minimum design headway of 120 seconds
for train turnback in the CBTC (communication based train
control) signal system is taken as the theoretical value for
⌢

T min here. According to the prewarning discrimination test
for all failure cases, the prewarning lead time varies from
18 to 60 minutes. Then, calculate

⌢

T/T̄ as the metric value of
prewarning timeliness for each failure case. The test results
for partial cases are shown in FIGURE 10.

FIGURE 10. Prewarning timeliness test result.

It can be seen that the prewarning timeliness metric value
of each test case in FIGURE.10 ranges from 360 to 750, with
a median of 525. Therefore, it can meet the requirement that
the prewarning calculation time is far less than the prewarning
lead time.

In summary, the method proposed in this article has good
prewarning timeliness, and can infer the time range of turnout
jamming failure occurrence within a small span in advance,
facilitating timely and targeted emergency measures for fail-
ure prevention on site. For example, in the case of tight time
constraints, it is possible to directly replace the turnback
line to avoid failure, and when time is abundant,, temporary
measures such as oiling can be used to reduce the resistance
of turnout conversion.

V. CONCLUSION
This article focuses on the research of real-time prewarning
of subway turnout jamming during operation, which has

important practical significance. The research focuses on the
three core issues: the correctness, accuracy and timeliness
of prewarning, so that the method can issue prewarning
successfully within the appropriate time and effectively con-
trol false alarms. At the same time, it tries to infer the
time range of failure occurrence, breaking through the lim-
itations of existing methods in terms of the prewarning
accuracy. In order to achieve these purposes, the follow-
ing work has been done:1. established PSO-WGPM model
to realize the short-term accurate prediction of action load
index; 2. optimized the structure of load index series, com-
bined time-domain characteristics with overload statistical
features to obtain a multi-dimensional hybrid prewarning
feature set, providing a basis for effective prewarning anal-
ysis; 3. designed an ensemble LVQ learning model based
on hybrid voting strategy for final prewarning discrim-
ination; 4. employed the overload rate of the predicted
index series to infer the time range of failure occurrence.
Comprehensive experimental testing using real failure/non-
failure case data from subway systems has verified that
the method is simple and effective, with good practical
value.

However, due to the uncertainty of index prediction and
the lack of learning samples, the method still has a certain
proportion of false alarms, and the accuracy of prewarning
also needs to be improved. The potential solution for the
former is to directly use uncertainty prediction instead of
deterministic prediction to improve the fault tolerance of the
method. The potential solutions for the latter are mainly to
expand the data source set or use the cutting-edge small-scale
sample learning technology for prewarning discrimination.
How to apply the method migration to other types of failure
prewarning tasks is also the next research goal.
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