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ABSTRACT In recent years, the proliferation of online communication platforms and social media has
given rise to a new wave of challenges, including the rapid spread of malicious bots. These bots, often
programmed to impersonate human users, can infiltrate online communities, disseminate misinformation,
and engage in various activities detrimental to the integrity of digital discourse. It is becoming more and
more difficult to discern a text produced by deep neural networks from that created by humans. Transformer-
based Pre-trained Language Models (PLMs) have recently shown excellent results in challenges involving
natural language understanding (NLU). The suggested method is to employ an approach to detect bots at
the tweet level by utilizing content and fine-tuning PLMs, to reduce the current threat. Building on the
recent developments of the BERT (Bidirectional Encoder Representations from Transformers) and GPT-3,
the suggested model employs a text embedding approach. This method offers a high-quality representation
that can enhance the efficacy of detection. In addition, a Feedforward Neural Network (FNN) was used
on top of the PLMs for final classification. The model was experimentally evaluated using the Twitter
bot dataset. The strategy was tested using test data that came from the same distribution as their training
set. The methodology in this paper involves preprocessing Twitter data, generating contextual embeddings
using PLMs, and designing a classification model that learns to differentiate between human users and bots.
Experiments were carried out adopting advanced Language Models to construct an encoding of the tweet to
create a potential input vector on top of BERT and their variants. By employing Transformer-based models,
we achieve significant improvements in bot detection F1-score (93%) compared to traditional methods such
as Word2Vec and Global Vectors for Word Representation (Glove). Accuracy improvements ranging from
3% to 24% compared to baselines were achieved. The capability of GPT-4, an advanced Large Language
Model (LLM), in interpreting bot-generated content is examined in this research. Additionally, explainable
artificial intelligence (XAI) was utilized alongside transformer-based models for detecting bots on social
media, enhancing the transparency and reliability of these models.

INDEX TERMS BERT, online social networks, NLP, transfer learning, bot classification, transformers,
pre-trained language models, explainability, LLM-based prompting.
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I. INTRODUCTION
Since bots pose a greater threat to free will and opinion,
the problem of bot identification on Twitter has grown in
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interest as the social network becomes more widely used.
Due to the rising complexity of bots, which goes beyond
the traditional study of individual features, researchers have
concluded that it is necessary to classify them at a behavioral
level on the platform. Numerous individuals worldwide now
rely heavily on social media platforms as their primary
source of information. Twitter is widely recognized as the
most renowned microblogging platform. The usage of bots
(@HundredZeros or @TayTweets) is one example of social
media manipulation. User accounts that are managed by
software algorithms instead of human users are commonly
referred to as bot accounts. Bots are programmed to perform
specific tasks or actions on digital platforms, often to
automate processes or provide certain functionalities. These
accounts can interact with other users, generate content,
or perform actions based on predefined instructions. The
sophistication of current social media bots ranges widely;
some are relatively basic, primarily engaging in retweeting
content they find interesting, whilst others are more complex
and may communicate with actual users. Twitter is one of
these platforms that facilitates the rapid dissemination of
information throughout its user community. In the field of text
generation, the latest neural language models have reached
a state where their output is remarkably grammatically
accurate, fluent, and coherent. As a result, it has become
challenging to differentiate between text generated by these
models and text written by humans [1]. Consequently, there
is a growing need to explore the effectiveness of existing
detection methods proposed in the research literature to
distinguish human-generated text from text generated by
neural language models. This is especially crucial due to
emerging evidence suggesting that humans find this task
exceedingly difficult [2].
Twitter postings are character-restricted writings that are

limited to 280 characters. Because short messages authored
by bots are harder to discern from human-generated texts
than lengthier texts, this format is perfect for text-generating
algorithms [3]. There has been a significant increase in
academic curiosity and study given to identifying and
detecting social media bots in recent years. The growing
engagement and resultant effect of these automated accounts
on numerous social media platforms are driving this increased
emphasis [4]. According to statistics published in March
2023 [5], the most recent statistics from an internal study of
Twitter bot percentages revealed that fewer than 5% of its
users are fraudulent or spam bots. The objective is to create a
robust model capable of producing cutting-edge bot detection
findings. We investigated various standard word embedding
approaches in this context, including Word2Vec [6] and
Global Vectors for Word Representation (Glove) [7]. In this
study, we explore and empirically assess the performance of
pre-trained word embeddings and language models tailored
for text analysis from social media. Upon evaluating the
pre-trained language models, we proceeded with additional
experiments involving pre-trained embeddings sourced from
social media and Google news. For this classification task,

we selected one prevalent neural architecture in NLP: Long
Short Term Memory networks (LSTM) [8].

Advancements in natural language generation (NLG)
have led to the development of deep learning models like
Generative Pre-trained Transformer 3 (GPT-3) [9], which
are capable of generating synthetic text or deep fake text
with a high level of linguistic quality. GPT-3 belongs to
the Transformer family of language models (LMs), which
are known for their ability to capture complex patterns in
text data. Recently, transformer-based models have achieved
remarkable success in establishing new benchmarks for var-
ious natural language understanding (NLU) tasks, including
document classification [10], [11], text summarization [12],
[13], machine translation [14], [15], and question answer-
ing [16]. The achievements in utilizing pre-trained language
models (PLMs) have also been replicated in the clinical
and biomedical domains. This has been accomplished by
training PLMs on extensive clinical or biomedical datasets
and subsequently fine-tuning them for various downstream
tasks specific to the clinical or biomedical field [17]. The deep
learning methodology obviates the necessity for laborious
feature engineering, as the model possesses the capacity to
autonomously discern and establish the connection between
subjects and texts after being trained on an extensive corpus
of data. This characteristic aligns with the cognitive reasoning
capabilities exhibited by humans [18].
Deep contextualized language models trained via masked

language modeling, such as Bidirectional Encoder Repre-
sentations from Transformers (BERT) [19], have shown
advanced performance in NLU challenges. In 2018, the
BERT model emerged as a groundbreaking development in
text processing. Its unique transformer-based architecture,
which incorporates dual prediction objectives (Masked Lan-
guage Model and Next Sentence Prediction), along with its
utilization of a vast dataset, enabled it to outperform existing
methods across various benchmarks. Subsequent models
like XLNet [20], and Robustly Optimized BERT Approach
(RoBERTa) [21], sought to refine BERT’s efficiency. These
models introduced subtle enhancements to the original
framework and leveraged considerably larger datasets during
their training processes. BERT paved the way for the
emergence of other sorts of Transformers, such as the
renowned GPT [9] and its four generations that followed.
The fourth generation GPT-4 [22] is a multimodal large
language model created by OpenAI and was released in
2023 to provide human-like text. GPT-4 has the benefit
of having a large number of learning parameters and a
vast amount of data with which to train. We studied how
existing PLMs encode text information produced by a bot
or human into high-quality vector representations before
beginning the categorization process in this work. Then,
using a bot dataset, we fine-tuned these PLMs and evaluated
classification performance among PLMs while matching all
hyperparameters. The suggested models’ performance varies
based on several criteria, including the text representation
approach utilized.
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Over the past ten years, transformer-based models have
gained significant traction for their effectiveness across
various language-related tasks. However, understanding the
mechanisms behind these models often presents a challenge.
According to Bolukbasi et al., the obstacle to interpreting
transformer-based models primarily stems from their com-
plexity and the ‘‘black box’’ nature of their mechanisms.
Transformer models, such as those used in natural language
processing (NLP), rely on deep neural networks withmultiple
layers and a vast number of parameters. This complexity leads
to several specific challenges in interpretation [23]. We chose
to focus on bot detection because of its growing importance in
the era of expanding social media reach, where distinguishing
between genuine and automated interactions is critical.

A. RESEARCH QUESTIONS
The paper aims to address the challenges of bot detection by
leveraging the PLMs. The objectives include improving the
performance and efficiency of bot identification.

We ask the following research questions that we try to
address in this paper:

• RQ1:What are the key linguistic and behavioral features
that are most informative to distinguish between human
and bot-generated text?

• RQ2:How can transformer-based models, be effectively
adapted for bot detection in natural language text?

• RQ3: Does fine-tuning pre-trained language models
enhance their performance in bot detection tasks?

• RQ4: How can the predictions of transformer-based
models be interpreted to gain insights into the specific
linguistic or behavioral cues that led to a classification
decision?

B. PROPOSED SOLUTION
This paper proposes an approach to effectively identify tweets
on Twitter generated by bots. To encode the text information
in a dense numerical vector. A recent text embedding
approach based on Transformers was initially used, and the
Deep Neural Network (DNN) was trained to classify the
vector representations acquired from the preceding PLMs.

The proposed solution involves the following steps:
• Data preprocessing: In the initial stage of data prepara-
tion, the tweets are cleaned and tokenized.

• Fine-tuning: Six PLMs were fine-tuned using a bot
dataset.

• Text embedding: To produce a feature vector represen-
tation of the text, each tweet is processed through a
pre-trained LM model, which is encoded using GPT-3
and BERT-based models.

• Training and classification: The model is trained on a
labeled dataset containing both bot and human tweets,
allowing the patterns and characteristics specific to bot
writing to be learned.

• Evaluation and performance analysis: The efficacy
of the suggested solution is evaluated using relevant
metrics, including accuracy, precision, recall, and the

F1-score. We compare the results to demonstrate
the effectiveness and efficiency of the PLMs in bot
identification.

• Model interpretability: By leveraging SHapley Additive
exPlanations (SHAP), BERT Visualizer, and LLM-
generated prompting, the decision-making processes of
transformer-based languagemodels can be dissected and
interpreted. Insights are provided into which features
and tokens are most influential in a model’s predic-
tions and how attention is distributed across different
layers and heads.

C. RESEARCH CONTRIBUTIONS
The main contributions to the state-of-the-art in this field of
this study are as follows:

• PLMs are employed to encode an input tweet as a
continuous vector space in such a way that words with
similar meanings are positioned close to each other in
this space, and a DNN is used to identify the input
encoding vector as a bot account with a specific prob-
ability. The bot detection method focuses on analyzing
individual tweets. Then, these PLMs are compared
with the application of pre-trained and contextualized
embeddings, such as GloVe andWord2Vec, as inputs for
a BiLSTM in the classification task.

• The approach employs an advanced text embedding
technique based on a Pre-trained Language Model.
It effectively identifies similarities among words within
a tweet, subsequently translating these into a refined
numerical representation. The suggested architecture
allows us to achieve cutting-edge performance in bot
detection. (roughly 93% F1-score).

• We contribute to the field by demonstrating how SHAP
and PLM-based prompting can be used to interpret
the complex decision-making processes of pre-trained
language models.

D. ORGANISATION OF THIS PAPER
The remainder of this paper is organized as follows.
In Section II, we discuss previous work in the area of
detecting bots in Online Social Networks. In Section III, this
paper reviews the current research literature on techniques
for distinguishing between authentic and computer-generated
text. Following this, Section IV outlines the setup of our
methodology. It elaborates on our approach to bot detection,
encompassing the datasets employed for fine-tuning and
training the Pre-trained Language Models (PLMs), along
with the methods used for assessing their performance. The
study provides experimental findings in Section V. Finally,
Section VIII is dedicated to the conclusion with ideas for
future work.

II. RELATED WORK
The prevalence of social bots has raised significant concerns
regarding information integrity and social dynamics online.
This surge necessitates advanced detection methods, where
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transformer-based models have emerged as potent tools.
The ability of these models to understand and process
natural language nuances offers a promising avenue for
distinguishing between human and bot-generated content.
This literature review delves into how these fine-tuning
transformer models, particularly in the context of social
bot detection, can significantly enhance their efficacy and
accuracy.

Bots, including social bots and Sybil accounts, have
been implicated in contaminating social media discussions
across various contexts. Instances of online manipulation
facilitated by bots encompass political discourse and extend
to other domains as well [24], fake news [25], [26], Bot-
IoT [27], [28] and public health [29] are among the topics
covered. It is important to mention that in certain rare
cases, bots have been deployed to offer helpful interven-
tions, rather than for criminal goals [30]. Ellaky et al.’s
recent systematic review [31] introduced a classification
of three distinct methods for differentiating between bots
and humans. These methods encompass: (a) graph-based
techniques, (b) approaches relying on crowd-sourcing and
human computation, and (c) learned-based models designed
to distinguish bots from human users. The framework
employed in this study falls under the third category. A recent
survey proposed a categorization scheme that highlights the
wide range of variability and diversity exhibited by bots
regarding their conduct, abilities, and intentions. This scheme
emphasizes the different characteristics and classifications
observed among bots [3].
In contrast to static word embedding methods like

Skip-Gram and Continuous Bag of Words, as mentioned
in [32], language models can understand the context sur-
rounding words. Consequently, they can assign different
values to words based on the context in which they appear.
The bidirectional encoder representations from transformers
(BERT) language model is one of the most prominent, and it
has been shown to perform well in text classification tasks.
Most methods created in the NLP field now employ PLMs
as their basis. These models can encode broad language
information useful for downstream tasks by utilizing huge
corpora during a pretraining phase. These models’ modeling
capabilities have been further enhanced with the introduction
of PLMs based on the transformer architecture. As proven
in [33], bot detection methods are frequently insufficiently
strong to extend applicability to social bot scenarios beyond
those included within the training dataset.

Various research articles have addressed the subject of
bot detection and classification. These works have explored
a range of methodologies, including LSTM, deep learning
techniques [34], Hidden Markov models [35], and contem-
porary pre-trained language models [19], [36], and other
approaches were employed in these studies. The literature
review plays a vital role in the research process as it allows
researchers to explore the current research topics related to
bot detection techniques in online social networks (OSNs).

It helps researchers identify the strengths and weaknesses
of existing approaches, as well as uncover new trends and
directions for further investigation. By conducting a literature
review, researchers gain valuable insights into the current
state of research, identify areas that need improvement, and
propose innovative approaches to enhance bot detection in
OSNs. In this section, we attempt to summarize the important
works done in this study area.

Kudugunta et al. [37] provided research that deals with
bot tweet identification based on content and metadata.
To represent Twitter content, the authors combined an LSTM
layer with GloVe embeddings [7].

Research on automatic bot identification from individual
tweets posted by accounts not included in the training set was
presented by the authors in [38]. They tested their method
by dividing the dataset into training and test subsets with no
common users. They used RoBERTa to develop the bot tweet
identification technique and examined accuracy problems
arising while detecting GPT-2 based tweets. Their findings
indicated that the dataset used to train the model significantly
impacted the proposed classifier’s generalization capacity.

Harald and Johansso in [39] explored the potential risks
of malicious actors using modern neural language models
to produce fake content that appears to be written by real
people and evaluated various detection algorithms and their
effectiveness in identifying texts generated by language
model-based generators. They also compared the perfor-
mance of different models using data from in-distribution,
out-of-distribution, and in-the-wild neural language models
managed in various ways.

Pu et al. [40], primarily concentrated on two key areas of
research. Firstly, they aimed to enhance the understanding
and effectiveness of defenses in real-world scenarios. They
investigated the performance of existing defense mechanisms
and explored ways to improve their robustness against
attacks. Secondly, they focused on understanding and enhanc-
ing the performance of defenses against adaptive attackers.
Examining evasion strategies that were practical and cost-
effective, they specifically focused on those that did not
require any queries to the defender’s model.

MartÍn-Gutiérrez et al. [41] presented a multilingual
methodology, leveraging Deep Learning techniques, to assist
users in evaluating Twitter account credibility. To generate
text-based user account features, their approach integrated
state-of-the-art Multilingual Language Models, which are
subsequently fused with metadata to construct an input vector
for a Dense Network, referred to as Bot-DenseNet.

In the study conducted by Dukic et al. [42], the authors
employed BERT contextualized embeddings to build Logistic
Regression and Deep Neural Network models for bot and
gender prediction.

Kumar et al., in their study [43], presented an approach
for detecting bots on Twitter, using a set of neural networks.
This set incorporated a Text CNN and an LSTM model, both
augmented with BERT embeddings. Additionally, the study
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addressed the problem of data imbalance in Twitter datasets
through the use of the Language Model Oversampling
Technique. This technique involved creating a bot language
model that mimicked the patterns and characteristics of bot
tweets. Guo et al. [44] integrated the pre-trained language
model BERT with Graph Convolutional Networks (GCNs)
to identify social bots.

This research proposed by Liu et al. [45] aimed to identify
and classify social bots on Weibo, a popular Chinese
micro-blogging platform. The methodology involved topic
expansion, opinion sentence recognition, and transfer learn-
ing to identify and classify social bots into three categories:
polluters, commenters, and spreaders. They also addressed
the problem of data scarcity, which was caused by the wide
gap between the microblog text length and the topics, as well
as the restricted quantity of data available from social bots.

In their research, Heidari et al. [46] introduced a model
that employed BERT to classify sentiments in tweets. The
objective was to discern topic-agnostic attributes for use in
a model designed to detect bots on social media. By applying
BERT to analyze the sentiment of tweets, the model extracted
valuable insights that contributed to the detection of social
media bots.

Another study, Wu et al. [47] presented the RGA model,
which integrated ResNet, BiGRU, and an Attention mecha-
nism, to detect social bots on the Sina Weibo platform. This
approach was structured into four key components: gathering
and categorizing data, extracting features, employing active
learning, and carrying out bot detection. The research
employed a dataset containing 20,000 classified user profiles,
which they analyzed using advanced deep neural network
techniques. Additionally, they used the active learning aspect
to increase the size of the dataset to 300,000 users.

The work by Ilias and Roussaki [48] stood out for
its approach using deep learning techniques. Their study
presented two distinct methods to identify bots on Twitter.
The first method focused on a comprehensive feature
extraction process to differentiate between bot and human
accounts. The second method employed a sophisticated deep
learning architecture that combined an attention mechanism
with a BiLSTM layer, specifically designed for classifying
tweets.

In their study, Zeng et al. [49] developed a social media bot
detection framework called MRLBot. This system combined
two distinct models: the DDTCN, which used a Transformer
and CNN encoder-decoder to analyze user behavior, and
the IB2V, which focused on mapping relationship networks
through random walks in community contexts.

Shangbin Feng et al. [50] introduced a bot detection frame-
work for Twitter in their study. This architecture utilized the
topological configuration of heterogeneous graphs formed by
users and captured the varying degrees of influence among
them. A heterogeneous information network was established,
featuring users as nodes and diverse relationships as edges.
Subsequently, relational graph transformers were applied to
depict the heterogeneous influence among users and to derive

representations of nodes. Furthermore, semantic attention
networks facilitated the aggregation of messages across users
and relationships, enhancing the detection of Twitter bots
with heterogeneity-aware.

A Previous endeavor [51], employing Convolutional Neu-
ral Networks (CNN) and BiLSTM for pre-training purposes,
are comparatively traditional. This research distinguishes
itself by integrating avant-garde models such as BERT and
GPT, and then applying fine-tuning, thus representing a
considerable progression in the field. This study by the
Garcia-Silva et al.demonstrated that fine-tuning pre-trained
language models for bot detection on social media platforms,
especially Twitter, led to enhanced classification performance
compared to solely using pre-trained embeddings. The results
underscored the effectiveness of language models such as
Open AI GPT and BERT.

BOTTRINET, a unified embedding framework developed
by Jun Wu et al.for social bot detection, leveraged textual
content to profile accounts and detect bots. Through its
Embedding Network, Triplet Loss function, and Triplet
Selector module, BOTTRINET refined raw content embed-
dings using metric learning techniques. These techniques
aimed to maximize the distance between bot and genuine user
embeddings.

Various performance metrics have been employed to
evaluate the methods discussed in the literature review. The
specific metrics and their corresponding values can be found
in Table 1.
A critical gap identified in the existing literature is

the absence of bot-specific data in the pre-training phase
of models used for bot detection. Traditionally, PLMs
are developed using vast, general datasets that do not
specifically include or focus on bot-generated content.
This lack of bot-oriented data during pre-training could
limit the models’ ability to effectively discern the nuanced
differences between human and bot-generated text. In this
study, we address this gap by fine-tuning PLMs with a
specialized dataset that includes a substantial proportion of
bot-generated content. This approach aims to enhance the
model’s sensitivity to the subtleties of bot-like patterns and
behaviors, thereby improving its accuracy in detecting social
bots.

III. BACKGROUND
In this study, we delve into the foundational concepts and
technologies that form the basis of the bot detection. This
includes an exploration of Pretrained LanguageModeling and
Transfer Learning, where we discuss how PLMs serve as a
starting point for learning specific tasks. We then focus on
BERT-based Language Models, examining their architecture
and effectiveness in understanding the context of text. The
subsection on GPT (Generative Pre-trained Transformer)
covers its generative capabilities and applications in natu-
ral language understanding. Subsequently, we discuss the
Feedforward Neural Network (FNN), highlighting its role
in processing input data and its integration with advanced
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TABLE 1. A comparative analysis of the mentioned relevant works.

language models in bot detection tasks. Finally, we integrate
interpretability tools such as SHAP and BERT Visualizer
into the analysis of PLMs for bot detection significantly
enhancing our understanding of these models.

A. PRETRAINED LANGUAGE MODELING AND TRANSFER
LEARNING
Transfer learning is a deep learning technique that aims
to transfer learned knowledge from one domain to a
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new target domain. This strategy is primarily employed
to overcome the challenge of limited training datasets,
which often leads to overfitting and subsequently affects
the performance of the model [71]. Traditional machine
learning methods typically focus on single-task learning in
isolation. Conversely, transfer learning boosts performance
through the utilization of shared parameters from a model
that has been pre-trained on data relevant to analogous
tasks. This method allows the model to utilize knowledge
gained in previous training, thereby improving accuracy,
decreasing the need for large training datasets, and acceler-
ating learning compared to conventional machine learning
techniques.

Initially prominent in the field of image classification, the
principle of transfer learning has been effectively demon-
strated using pre-trained network models like VGG [72], and
ResNet [73]. In the Natural Language Processing (NLP),
the emergence of PLMs such as GPT [9], ELMo [74],
and BERT since 2018 has significantly enhanced the
efficacy of various NLP tasks. Notably, models like BERT
and ELMo have addressed a major shortcoming of ear-
lier language models such as GPT, which depended on
a unidirectional learning approach. This approach often
neglected the crucial element of ‘context’ in language,
which is essential for many NLP tasks. As a result,
the potency of pre-trained representations was somewhat
constrained. Addressing this, BERT and its variations have
introduced more effective, contextually rich bidirectional
learningmethodologies. By fine-tuning all previously learned
parameters, BERT can be used for downstream tasks. The
availability of open-source code, improvements in hardware
accelerators, and continuous research on fine-tuning existing
language models have made it easier for various actors
to train and fine-tune models specifically for their NLP
objectives.

The Transformer network [75] addresses these shortcom-
ings. The parallelization of a long-range relationship is
ensured by the encoder/decoder layers and self-attention
in the transformer network. As previously said, labeled
data, which is limited in quantity, serves as the foun-
dation of deep learning models. In deep learning appli-
cations, supervised learning is the predominant approach,
requiring human-annotated instances to facilitate model
learning. However, transformer networks offer an alter-
native avenue through self-supervised learning known
as pseudo-supervision, enabling training from unlabeled
datasets. Meanwhile, there is a lot of unlabeled data
available. A supervised learning application has the benefit
of producing models that perform exceptionally well on
certain datasets. Creating human-annotated labels is a
time-consuming procedure that necessitates using a domain
expert, who is in short supply. Supervised learning models
face difficulties in generalization and are prone to spurious
correlations. This is because they heavily rely on known
training patterns and struggle to handle unknown samples
effectively.

B. BERT-BASED LANGUAGE MODELS
BERT, a novel pre-trained language model, has significantly
advanced the performance in various NLP tasks. Unlike
traditional models, BERT generates contextual embeddings.
These are fixed-size vector representations that vary not
just based on the words themselves but also the surround-
ing context. For illustration, the word ‘bank’ would be
represented differently depending on its association with
‘economy’ or ‘river’, leading to distinct contextual vectors.
Consequently, these context-specific representations can be
combined to form a contextualized fixed-size vector for a
text. This could be achieved, for example, by averaging
the vectors of all words in a particular text. During the
pre-training phase, BERT learns contextual representations
of words by training on a massive unlabeled text corpus.
As training objectives, the proposed approach incorporates
Masked Language Modeling (MLM) and Next Sentence
Prediction (NSP). In MLM, a portion of the input words
are randomly masked, and the model must recognize them
based on their context. NSP relies heavily on predicting the
co-occurrence of two sentences. BERT can get contextual
information and deep word representations from these pre-
training operations. BERT may be customized for usage
in several NLP applications once it has been pre-trained.
BERT-base and BERT-large models differ primarily in
their architectural configurations. The BERT-base model is
composed of 12 transformer layers, features 768 hidden
layers, includes 12 attention heads, and encompasses roughly
136 million parameters. In contrast, the BERT-large vari-
ant is more complex, comprising 24 transformer layers,
1024 hidden layers, 16 attention heads, and an estimated
340 million parameters. The majority of the BERT model
versions were created by modifying the last layers to adapt
to a range of NLP situations. BERT’s architecture, which
includes a multilayer stack of transformer encoders and a
self-attention mechanism, has proven to be highly effective in
capturing intricate contextual representations of text. This has
resulted in significant advancements in various NLP tasks.
In this investigation, three BERT variants were employed,
DistilBERT [76], XLM-RoBERTa [77], and RoBERTa [21].

1) RoBERTa model implements various enhancements
to the BERT architecture, including the utilization
of an expanded dataset and increased batch size for
training, the elimination of the next-sentence prediction
task, the extension of sequence lengths during training,
and the dynamic adjustment of the masking pattern
used on the training data. Consequently, RoBERTa
has demonstrated superior performance over BERT
in natural language processing (NLP) benchmarks,
such as the General Language Understanding Evalu-
ation (GLUE) [78], the Stanford Question Answering
Dataset (SQuAD) [79], and the RACE dataset [80].
BERT and RoBERTa, commonly constrained by a
maximum input sequence length of 512 tokens (context
window), necessitate adaptations for the processing of
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extended texts within transformer-based models. One
approach to address this limitation involves truncating
the input sequence to the initial 512 tokens;

2) XLM-RoBERTa is a pre-trained language model
(PLM) transformer that is frequently employed in
multilingual tasks. It undergoes pretraining as amasked
language model on a vast corpus of data, consisting of
100 languages and approximately 2.5 TB of refined
common crawl data, XLM-RoBERTa is purpose-
fully crafted as a multilingual version of RoBERTa.
The acronym ‘‘XLM’’ denotes its capabilities in
cross-lingual language modeling;

3) DistilBERT is a compact and efficient Transformer
model that is trained by distilling the knowledge from
the larger BERT base model. It has approximately
40% fewer parameters compared to the bert-base-
uncased model. Despite its smaller size, DistilBERT
maintains over 95% of BERT’s efficacy on the GLUE
language understanding benchmark. In addition, Dis-
tilBERT offers a significant speed improvement,
running approximately 60% faster than BERT while
maintaining comparable performance;

C. GPT (GENERATIVE PRE-TRAINED TRANSFORMER)
GPT [9] is a cutting-edge class of natural language processing
models that combines pre-training on a large corpus of text
data with fine-tuning for specific language tasks. Developed
by OpenAI, GPT models are based on a Transformer
architecture. They have shown impressive ability in a variety
of natural language understanding and generating tasks,
including summarization, question-answering, text comple-
tion, translation, and chatbot applications. GPT models
employ unsupervised learning during pre-training, allowing
them to capture and learn intricate linguistic patterns,
contextual relationships, and semantic nuances from diverse
textual sources. This pre-trained knowledge is subsequently
fine-tuned on task-specific labeled data, enabling GPT
models to adapt to specific language tasks effectively.
GPT models have achieved state-of-the-art performance in
numerous natural language processing benchmarks and have
significantly advanced the field of artificial intelligence and
language understanding.

In their 2022 publication, OpenAI introduced an innovative
text embedding model, an extension of their GPT-3 technol-
ogy. This model’s primary goal is to generate superior vector
representations for textual data. Its embedding technique
is notable for its ability to grasp and reflect the semantic
similarities in segments of text. The detailed process of
this embedding is illustrated in Fig. 1. In terms of input
processing, the model begins by appending two distinct
tokens to the input text, namely [SOS] at the start and [EOS]
at the end. Subsequently, this modified input sequence is
transformed by a Transform Encoder E, resulting in a dense
vector representation denoted as Vx . The crucial step involves
extracting the hidden state from themodel’s final layer, which
correlates to the input text. Specifically, the embedding is

derived from the hidden state associated with the [EOS] token
in the last layer.

The effectiveness of GPT-3 and its embedding model
has motivated us to incorporate them into our approach for
representing input tweets. This inclusion aims to enhance
the accuracy of classification tasks. To obtain an embedding
for a text string, we send the text along with the desired
embedding model ID to the embeddings API endpoint.
For example, we specify the embedding model ID as
‘‘text-embedding-ada-002’’ to indicate the specific embedding
model.

FIGURE 1. Text representation using the embedding model.

D. FEEDFORWARD NEURAL NETWORK (FNN)
This study opted for the feedforward neural network
model [81], for the concluding stage of the newly developed
bot detection model. A two-layer feedforward neural network
makes up the head. We employ 0.1 as the dropout rate
on both the input and hidden layers, and ReLU as the
activation function. Binary Cross Entropy loss is minimized
during the training of the classification model. We train
the transformer model for 5 epochs using a learning rate
of 2e−5, while the classification head is trained with a
learning rate of 1e−3. We employ a mini-batch size of 16 and
Adam as the optimizer. To address the issue of overfitting
in neural networks, a commonly employed technique called
Dropout has been incorporated. Dropout, initially introduced
in [82], aims to mitigate overfitting by randomly deactivating
neurons during each epoch with a specified probability.
This technique helps prevent the network from relying too
heavily on specific neurons and encourages more robust
generalization to unseen samples.

E. EXPLAINABILITY OF PRETRAINED LANGUAGE MODELS
A frequently discussed ethical concern in today’s society is
the problem of transparency. It is crucial to have the capability
to elucidate an artificial intelligence’s prediction or decision
to a customer or an ordinary AI user [83]. Additionally,
explaining a sophisticated learning algorithm not only aids in
understanding the model’s decision-making process but also
facilitates the optimization of the model by pinpointing the
critical tokens necessary for identifying a bot tweet.

1) SHAPLEY ADDITIVE EXPLANATIONS (SHAP)
The SHAP technique, introduced by Lundberg and Lee [84],
offers post-hoc explanations across various model types
regarding the contribution of individual variables. Determin-
ing the Shapley values for features within a specific instance
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involves simulating assorted configurations of feature values,
including scenarios where a featuremight be entirelymissing.
For every configuration, the deviation between the model’s
predicted value and the average prediction across actual data
is computed. The formal definition of a feature’s Shapley
value, denoted as ϕi, is as follows (see Equation (1)).

ϕi =

∑
S⊆N\{i}

|S|!(M − |S| − 1)!
M !

(fx(S ∪ i) − fx(S)), (1)

M denotes the number of features, S represents the set of
features, and fx signifies the prediction function at a given
time x, with fx(S) = E[f (x)|xS ] illustrating the expected
value of f (x) conditioned on xS . Here, i corresponds to the
ith feature in the dataset.

The SHAP approach is additive, whereby a prediction is
articulated as the aggregate of the individual contributions of
the variables (denoted by the Shap value ϕi) in conjunction
with the base value ϕ0. The base value is established as the
average prediction for the entire dataset, as delineated in
Equation (2).

f (x) = ypred = ϕ0 +

M∑
i=1

ϕiz′i. (2)

with, ypred the predicted value of the model for this
example, z′ ∈ {0, 1}M when the variable is observed z′i = 1 or
unknown z′i = 0.

IV. PROPOSED MODEL
In this section, we will comprehensively describe the model
proposed in this work. The primary goal is to investigate
the possibility of automatically detecting bot activity from
individual tweets made by accounts that are not included in
the training set. This involves a binary classification task to
determine whether a human or a bot generates each tweet.
We remove the duplicate rows after the preprocessing. Then,
the dataset is divided into train and test subsets so that there
are no common users. The workflow for this research is
described in Fig. 2. First, this work was started by cleaning
the input text and converting it into a numeric format using an
embedding process based on the PLM. The embedding result
was then used to train a Deep Neural Network (DNN) for a
classification task. The output layer made its final decision
regarding the category of the input text.

A. DATASET AND FEATURES
The first dataset used in this research is called TweepFake
and contains 25, 572 tweets, half of which are generated
by humans and the other half by bots. The fake tweets are
generated by various generation techniques, i.e., Markov
Chains [85], RNN [86], RNN+Markov, LSTM [87], GPT-2
[88]. This dataset was gathered by Fagni et al. [53] and
has been made public to assist researchers in testing their
techniques for Twitter bot detection. The second dataset
utilized in this study comprises 1,140 bot accounts and
1,140 human accounts, forming a benchmark dataset referred

FIGURE 2. Architecture of the bot detection model.

to as the ‘‘fox8-23’’, which can be accessed publicly
at github.com/osome-iu/AIBot_fox8. In total, the dataset
contains 218,245 human accounts and 149,783 bot accounts.
The datasets are split into train and test sets, with no common
users between them. Fig. 3 gives an overview of the variability
of text sequence length in the TweepFake and fox8-23
datasets. As we can see in Fig 3a, the plot has a longer tail
on the left side, indicating that most tweets are very short.
Therefore, we have set the maximum sequence length to
60 for fine-tuning the pre-trained models. In contrast, the
fox8-23 dataset exhibits a more spread-out distribution, with
a noticeable peak around the 20-token mark. This dataset
also shows a substantial number of tweets with lengths up
to 30 tokens, followed by a steep decline for tweets longer
than 30 tokens. These differences highlight the variability in
tweet lengths across different datasets, which can impact the
performance and training of models for bot detection.

Table 2 provides a visual representation of selected
samples from the datasets used for bot detection, showcasing
instances of both bot-generated and human-generated tweets.

We applied Latent Dirichlet Allocation (LDA) to identify
key topics prevalent in the bot-generated content. Fig. 4
illustrates the top words for three identified topics. Topic
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FIGURE 3. Distribution of sequence lengths of tweets.

TABLE 2. Example subset of data.

1 highlights common words like ‘‘<user>’’, ‘‘<url>’’, and
‘‘to’’, indicating general patterns in bot communication.
Topic 2 shows the prominence of ‘‘rt’’ and ‘‘<hashtag>’’,
suggesting frequent use of retweets and hashtags in bot
activity. Topic 3 also emphasizes ‘‘rt’’ and ‘‘<user>’’, further
underscoring the repetitive nature of bot interactions. These
visualizations provide an understanding of the linguistic
characteristics and strategies employed by bots in social
media. Additionally, Fig. 5 illustrates the t-SNE inter-topic
distance map, which effectively visualizes the distribu-
tion and relationships between various topics within the
tweet dataset. The map demonstrates well-separated topics,
indicating that the LDA model has successfully identified
distinct thematic clusters. This visualization is instrumental
in analyzing the characteristics of bot-generated tweets.

B. TEXT CLEANING AND PREPROCESSING DATA
The tweets posted by OSN users are represented by the
content feature. These tweets are written unusually, including
text, hashtags, numbers, emojis, and so on. Text data

FIGURE 4. Topic Analysis of Bot-Generated Tweets Using Latent Dirichlet
Allocation (LDA) on the combined datasets.

must be cleaned and preprocessed using Natural Language
Processing (NLP) methods. Preprocessing text data assists in
training a model with relevant data to maintain the pattern
necessary to develop reliable DL models. Prior to initiating
data processing, it is imperative to undertake text cleaning.
This process involves the removal of superfluous elements
present in tweets. Specifically, this includes the elimination
of punctuation, non-essential symbols, excess spaces, and
line breaks. Such a step ensures that the data is primed
for subsequent analysis, free from irrelevant textual noise.
This process is effective for improving text comprehension
by deep learning models. Before applying word embedding,
we preprocess the tweets by tokenizing them using the
tokenization methods provided by the creators of PLMs. This
ensures that the tweets are appropriately prepared for further
analysis and embedding.
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FIGURE 5. t-SNE-based 2D visualization plot.

• Tokenization involves the process of decomposing a
sentence into its individual components, usually using
a tokenizer like WordPiece [89] or SentencePiece [90].
This process entails dividing the sentence into its
fundamental elements referred to as tokens.

• We replace any instances of numbers, user mentions,
hashtags, and URLs with specific tags. Hashtags are
replaced with the tag < hashtag >, URLs are replaced
with < url >, numbers are replaced with < number >,
and user mentions are replaced with < user >. This
preprocessing step helps standardize and anonymize
these elements in the text data.

• Similarly, all emojis are replaced with < smile >,
< heart >, < lolface >, < neutralface > or
< angryface >, depending on the specific emoji.

• All tokens are converted to lowercase.

C. FINE TUNING ON DOWNSTREAM TASK
For language processing tasks, top models like BERT,
RoBERTa, DistilBERT, and XLM-RoBERTa used pre-
training a language model from scratch. The data-driven
training process leverages self-supervised learning on a larger
unlabeled dataset, capitalizing on the computational capa-
bilities of high-processing devices like graphics processing
units (GPUs). Pretraining from scratch is computationally
challenging and costly, making the utilization of powerful
computing resources essential for managing the training
process effectively. In this methodology, we engagedmultiple
pre-trained language models, applying a fine-tuning process
on the specific dataset. This procedure entailed adapting an
already trained language model, integrating its established
architecture with an additional dense classification layer at
the end. We then trained the model on specific dataset,
typically with a small number of epochs. The process of
fine-tuning allowed for the tailored adjustment and modifica-
tion of the network weights inherent in the original language
model, specifically aligning them with the unique application

requirements. Consequently, this adaptation enhanced the
model’s encoding efficiency, optimizing its performance for
the targeted classification challenge.

Increasing domain knowledge in bot detection can be
accomplished by fine-tuning a particular dataset. For exam-
ple, if we wanted to increase the model’s capacity to
separate human tweets from bot tweets in social media,
we could include more information about social media
platforms. With the aid of this information, the PLMs will
be better able to comprehend the linguistic conventions and
terminologies used there. In the research literature, various
detection models have been proposed to distinguish between
texts generated by humans and those generated by bots.
These models are discussed in more detail in Section II
of the paper, the experiments in this study specifically
focused on Transformer-based detection models. This choice
was motivated by the promising results demonstrated by
Transformer-based models in previous research. In this study,
we fine-tune the PLMs on TweepFake and fox8-23 datasets.
We think that by using the knowledge from the original
model during training, the performance of the classifier might
be enhanced. The [CLS] token added at the beginning of
each sentence or document is used to derive the predicted
outcomes.

In this research, we evaluated various language models:
RoBERTa, DistilBERT, XLM-RoBERTa, and both the base
and large variants of BERT, along with GPT-3. Each of
these models employs the transformer architecture, renowned
for delivering top-tier results in numerous text processing
benchmarks. We employed the OpenAI GPT-3 model,
leveraging the OpenAI Python package for fine-tuning to
customize the model for bot detection. To achieve this,
we prepared a dataset in JSON format, which was uploaded
and used to create a fine-tuning job via the OpenAI API.
This process involved adjusting the model’s weights to better
align with the task-specific data, enhancing its performance
for accurate bot detection.

D. TEXT EMBEDDINGS
Text embedding refers to the process of converting textual
data into a meaningful vector representation. It involves
encoding the text into numerical values that capture the
semantic and contextual information of the text. This encoded
representation enables the text to be effectively processed
and analyzed by machine learning models. Various text
representation techniques have been explored in literature,
including TF-IDF [91], [92]. Word embedding models are
also prominent, with Word2Vec highlighted in Baek et al.’s
study [93], GloVe as detailed by Pennington et al. [7], and
fastText, as mentioned in Taher et al. citetaher2022automatic.
Additionally, recent advancements involve pre-trained Trans-
former models like BERT, as explored by Devlin et al. [19],
and GPT. Various strategies were researched and compared
since the Transformer-based text embedding method was
required. Moreover, the creators of GPT-3 showcased in their

118260 VOLUME 12, 2024



A. Sallah et al.: Fine-Tuned Understanding

latest research, published in January 2022, the effectiveness
of their text embedding methodology. This approach yielded
superior-quality vector representations of textual data and set
new benchmarks in linear-probe classification. Their findings
indicated a significant improvement over the performance
metrics of the previously leading text embeddingmodels. The
remarkable results and advancements demonstrated by the
GPT-3 text embedding approach prompted us to integrate this
model into the proposed approach. Pre-trained embeddings
are utilized to train the LSTM classifier instead of starting
from zero. These embeddings are derived from Twitter to
capture the platform’s specific linguistic traits, and Google
News to address the casual vocabulary frequently found on
the social network.

• glove.twitter200d: 200 dimension embeddings gener-
ated from Twitter (27B tokens, 1.2M vocabulary) using
GloVe [7].

• word2vec.GoogleNews-vectors-negative300: model,
which has a 300-dimensional vector space, is based on
theWord2Vec technique. This method was developed by
Tomas Mikolov and his team at Google [94].

E. CLASSIFICATION MODEL
After obtaining the text embedding, it is passed through two
ReLU-activated layers. The first layer has a size of 256,
followed by a second layer with a size of 32. The resulting
output offers the prediction of the class associated with the
input message: C0 (human) or C1 (bot).

V. MODEL PERFORMANCE
In this section, we present the results of the experiments con-
ducted to evaluate the model proposed in the current paper.
These experiments contained an FNN on top of the fine-tuned
PLMs tested with six types of text representation: BERT
(base and large), RoBERTa, DistilBERT, XLM-RoBERTa,
and GPT-3-based embedding.

A. PERFORMANCE EVALUATION
In evaluating the efficacy of each method, diverse metrics are
utilized. These include precision, recall, F1-score, accuracy,
and the Area Under the Receiver Operating Characteristic
Curve (AUC/ROC).

1) CONFUSION MATRIX
To accurately examine the effectiveness of a detection model,
the initial step involves constructing a confusion matrix that
quantifies two types of errors: false positives (incorrect alerts
triggered for human-generated content) and false negatives
(bot-generated tweets that go undetected). Table 3 describes
the components of a confusion matrix.

True real label = predicted label
False real label ̸= predicted label
Positive prediction is bot
Negative prediction is human.
The following evaluation measures are then discussed in

detail:

TABLE 3. Confusion matrix.

1) Accuracy
It measures the proportion of correctly classified
examples out of the total number of examples in the
dataset. Accuracy is a widely used performance metric
to assess the overall effectiveness of a classifier:

Accuracy =
TP+ TN

TP+ TN + FN + FP
2) Precision

Precision =
TP

TP+ FP
3) Recall

Recall =
TP

TP+ FN
4) F1-Score

The F1-Score is defined as the harmonic mean of recall
and precision and provides a balanced measure of both
metrics. It is calculated using the following formula:

F1 − Score = 2 ×
(precision × recall)
(precision + recall)

2) RECEIVER OPERATING CHARACTERISTIC (ROC CURVES)
Classification models that yield a probabilistic score within
the range of [0, 1] instead of discrete classes {0, 1} can
be optimized by selecting a threshold that differs from the
default value of 1/2. The Receiver Operating Characteristic
(ROC) curve is a graphical representation used to evaluate the
performance of binary classification models. It plots the true
positive rate (TPR) or sensitivity against the false positive rate
(FPR) at various threshold settings. The TPR is calculated
as the number of correct positive predictions divided by the
total actual positives, while the FPR is the number of incorrect
positive predictions divided by the total actual negatives. The
ROC curve illustrates the trade-off between sensitivity (the
ability of the model to correctly identify positive instances)
and specificity (the ability of the model to correctly identify
negative instances) across different thresholds. It helps in
assessing the diagnostic ability of the classifier.

The True positive rate (TPR) is equivalent to the recall
metric. It represents the proportion of correctly identified
positive instances out of all actual positive instances.
Mathematically, it is defined as follows:

TPR = Sensitivity =
TP

TP+ FN
False positive rate (FPR) is defined as follows:

FPR = 1 − Specificity =
FP

FP+ TN
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TABLE 4. Configuration of pre-trained language models used in the
experimentation.

A commonly used performance measure is the Area Under
the Curve (AUC) of the ROC curve. The AUC is a numerical
value that ranges from 0 to 1, where a value close to
1 indicates a nearly perfect model. The AUC provides a
concise summary of the model’s overall performance in
distinguishing between positive and negative instances.

B. MODELS CONFIGURATION
We use the library transformers to implement the models
from HuggingFace.1 At the last stage of training, we identify
the most effective model from the development set, assessing
its performance after each epoch. This model is then applied
to the test set for further evaluation and analysis. We have
also provided the configuration of each PLM detailed in (see
Table 4).

Following multiple heuristic tests, the hyper-parameters
were carefully chosen to construct a final model with the
highest performance in terms of the F1-score. The primary
measure of system performance is the F1-score metric,
which combines precision and recall metrics into a single
value. Contrary to the traditional metric of accuracy, the
F1-score offers a more comprehensive understanding of a
model’s proficiency in correctly classifying both Positive and
Negative classes. We conducted the experiments on Google
Colab Pro, utilizing a GPU accelerator (A100) and requiring
high RAM capacity. However, due to the limited number of
samples, each experiment had a runtime of approximately
20 minutes to 6 hours.

1The largest community for sharing open-source pre-trained transformer
models: https://huggingface.co/models

VI. RESULTS
To assess the solution’s performance, we carried out multiple
experiments using various forms of text representation and
a Feedforward Neural Network on top. Furthermore, the
FNN architecture was trained using supervised learning in a
binary classification, with the Positive class representing Bots
and the Negative class representing Human-created tweets.
During this experimental evaluation, six Pre-trained Lan-
guageModels (PLMs) based transformers were tested: BERT
(base and large), RoBERTa, DistilBERT, XLM-RoBERTa
and GPT-3-based embedding. The goal was to compare
each embedding method’s performance and decide which
one was the most efficient. The same data distribution was
utilized in all experiments: 80% for training and 20% for
testing. To evaluate the PLMs, five evaluation metrics were
used: Accuracy, AUC, Recall, Precision, and the F1-score.
Each metric offers a unique perspective on different facets
of the model’s behavior, and relying on a single metric
might not capture the full understanding, contributing to a
poor evaluation. Table 5 presents the results of experiments
conducted to train a deep neural network using diverse
tweet-level embeddings from various Pretrained Language
Models (PLMs) on two datasets: TweepFake and fox8-23.

The first batch of PLMs represents fine-tuned models,
that show very accurate performance. The second batch of
PLMs represents baseline approaches without fine-tuning.
Therefore, we can conclude that the results of the fine-tuned
models were statistically better than the baseline. The best
result obtained for each metric is shown in bold. For the
TweepFake dataset, BERT (large) and RoBERTa stand out
with the highest fine-tuned accuracy (0.9407 and 0.9053),
AUC (0.9234 and 0.9660), and F1-score (0.8887 and 0.9029).
Similarly, for the fox8-23 dataset, GPT-3 achieves the highest
fine-tuned accuracy (0.9307) and F1-score (0.93). The fine-
tuned models, refined through iterative training on the bot
datasets, exhibited a discernible enhancement in performance
metrics. Notably, their capacity to discern intricate pat-
terns and nuanced features surpassed that of the baseline
models. This divergence was particularly pronounced in
tasks demanding a nuanced understanding of contextual
information, where the fine-tuned models demonstrated a
marked superiority.

Conversely, the baseline models, while proficient, encoun-
tered challenges in extrapolating domain-specific intricacies.
As we traverse the intricacies of this comparative evaluation,
the fine-tuned models emerge as formidable contenders,
showcasing the potential for tailored training to yield models
adept at navigating the intricacies of our specific application
domain. In addition, baseline models are not pre-entrained in
social network jargon, so their performance is not good.

By analyzing these findings, it is evident that the embed-
ding methods utilizing transformers such as RoBERTa, and
particularly the fine-tuned GPT-3, significantly enhanced the
F1-score. As we can see, the improvement rate in F1-score
for RoBERTa on the TweepFake dataset is approximately
13.99%, demonstrating a significant enhancement in its
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ability to balance precision and recall after fine-tuning.
Similarly, GPT-3 on the fox8-23 dataset shows an even higher
improvement rate of 19.98% in F1-score.

Once fine-tuned on the TweepFake dataset, the RoBERTa
model demonstrates a notable enhancement in performance,
achieving a classification AUC of approximately 96.60%
for the most efficient PLM model, which also has a
reduced parameter count. It is worth noting that different
configurations of Pre-trained Language Models, specifically
varying the dimensionality of the word embedding space,
do not significantly impact performance. However, there is a
general trend indicating that higher dimensionalities tend to
result in slightly better performance. While the improvement
may be subtle, increasing the dimensionality of the word
embedding space appears to have a positive effect on overall
performance.

Unlike BERT-based models, the GPT-3 language model
has been partially pre-trained on social media data, making
it more suitable for generating text in that domain.

Meanwhile, XLM-RoBERTa, a cross-lingual pre-trained
model, attained a classification performance of 0.8821
(F1-score) on the TweepFake dataset. RoBERTa, which is
pre-trained using English text, achieved an F1-score of
0.9029 on the same dataset, outperforming XLM-RoBERTa
by approximately 2.36%. In the fox8-23 dataset, RoBERTa
generally outperforms XLM-RoBERTa across most metrics,
especially in accuracy, AUC, precision, and F1-score. Both
models perform similarly in recall when fine-tuned, but
RoBERTa’s higher precision and F1-score suggest it is more
reliable in correctly classifying both positive and negative
instances. This comparison highlights the effectiveness of
RoBERTa’s pre-training on English text compared to the
multilingual approach of XLM-RoBERTa.

To provide an overview of how the classification outcomes
are distributed, we showcase the confusion matrix (see
Table 6) of PLMs used as text embedding to classify
tweets. A confusion matrix, typically utilized in assessing the
efficacy of a classification model, is a tabular representation
that compares the model’s predictions against the actual
values in a test dataset. It provides a visual representation of
how well the algorithm performs. In the TweepFake dataset,
RoBERTa and XLM-RoBERTa show strong performance,
with RoBERTa achieving a high TP (2312) and low FP
(229), while XLM-RoBERTa has the highest TP (2338) but
also a high FN (400). For the fox8-23 dataset, GPT-3 and
DistilBERT outperform other models, with GPT-3 showing
the highest TP (5504) and TN (5665), and the lowest FP (426)
and FN (405), indicating superior classification capability.
Overall, the results indicate that fine-tuning significantly
enhances model performance, with GPT-3 and DistilBERT
emerging as top performers across both datasets.

To demonstrate the superiority of PLMs over traditional
word embeddings, initially, we trained the LSTM classifier
using the previous datasets, employing pre-trained embed-
dings and contrasting these with embeddings generated by
PLMs. Furthermore, we utilized the identical preprocessing

script for preparing the dataset. This preprocessing involves
substituting URLs, numbers, user mentions, hashtags, and
certain ASCII emoticons with their respective tags. The
outcomes of this evaluation are displayed in Table 7. Overall,
the findings suggest that fine-tuned pre-trained language
models demonstrate superior performance compared to
traditional pre-trained and contextualized embeddings when
integrated with BiLSTM for bot detection. This supports
the notion that language models effectively grasp the unique
characteristics of social media and bot language, or at the very
least, exhibit sufficient adaptability to generalize effectively
during fine-tuning within this context. The architecture of the
BiLSTM comprises an embedding layer, the BiLSTM layer
with 128 units, and a fully connected layer that uses sigmoid
as an activation function to predict the probability of each
tweet being written by a bot or a human.

Fig. 6 illustrates DistilBERT’s decision-making process
in classifying a specific tweet as human-generated. This
SHAP plot begins with a base value, representing the average
model output across the test dataset used for comparison. The
output value f (x) is the actual model output for this specific
instance. In this case, the output value is approximately 0.409,
and it will be compared to the base value to ascertain the
impact of each feature. The colors indicate the direction
of the feature’s effect. Typically, red will denote a positive
contribution, and the other color (e.g., blue) will denote a
negative contribution to the prediction. We observed that the
word ‘‘the’’ contributed positively to the bot classification.
In contrast, the inclusion of personal names like ‘justin’ and
cognitive verbs like ‘think’ positively influenced the model’s
prediction of human origin. These findings suggest that
DistilBERT, through its fine-tuning on TweepFake dataset,
has learned to discern nuanced linguistic cues that can
distinguish between human and bot-generated text.

Utilizing the XLM-RoBERTa architecture, renowned for
its cross-lingual capabilities, we visualized the attention
mechanism for the bot-generated tweet ‘‘nahhhhh all yee
white people that’’. The attention plot from layer 2,
head 2 (see Fig. 7), illustrates a pronounced focus on
the [CLS] token, which aggregates the sequence repre-
sentation. Remarkably, the token ’##e’ garners substantial
attention, hinting at its potential significance within the
tweet’s context. The visualization also highlights the model’s
ability to process subword elements, such as ’##hh’ and
’##e’ demonstrating how XLM-RoBERTa attends to both
complete and fragmented lexical units to infer meaning. This
pattern of attention underscores the token’s relevance in the
model’s interpretative process and could suggest linguistic
features that are characteristic of bot-like communication,
as learned during the model’s training phase. Interestingly,
a considerable amount of attention is directed towards special
tokens such as [SEP] and [CLS], with the initial layers
predominantly concentrating on the [CLS] token. Conversely,
in the later layers, there is a tendency for the [SEP]
token to receive more substantial attention. The insights
gained here contribute to understanding how advanced
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TABLE 5. The outcomes of conducted experiments for training the deep neural network using diverse tweet-level embeddings derived from PLMs. These
results are from the validation dataset. For each batch of models, we highlighted the best metrics.

TABLE 6. Confusion matrix results for different models across datasets.

FIGURE 6. Interpreting classification decision of DistilBERT model fine-tuned with Dataset TweepFake for
human-generated tweet.

TABLE 7. Evaluation of BiLSTM classifier using pre-trained embeddings.

transformer-based models, like XLM-RoBERTa, analyze and
attribute significance to different text components, which is
critical for enhancing bot detection algorithms.

LLM-based prompting provides human-readable explana-
tions by interpreting the model’s decision-making process
through tailored prompts. By generating natural language
explanations for each classification, we gained insights into
the model’s decision-making processes. The LLM-based
explanations highlighted specific linguistic patterns and
anomalies that contributed to the classification of content
as bot-generated or human-generated. Given a social media
post classified as bot-generated, automatically generate
textual feedback that explains the classification to the
user. Building on the strong abilities of LLMs in many
text-generation tasks, this work examines how well LLMs
can generate explanations for bot detection by using zero-shot

prompting strategy [95]. This involves asking the LLM
to perform the task without providing any examples. The
model relies solely on its pre-existing knowledge. Table 8
demonstrates the effectiveness of GPT-4 in providing a
zero-shot explanation for why a given tweet was classified as
bot-generated.

VII. DISCUSSION
The findings of this study indicate that various detectors,
including those based on deep learning methods and transfer
learning using transformer architectures, face greater chal-
lenges in accurately detecting deepFake tweets compared
to human-written ones. The capability of newer generative
models, especially those based on transformer architectures
like GPT. These advanced models demonstrate an enhanced
ability to create text that mirrors human writing, outperform-
ing traditional methods such as Recurrent Neural Networks
(RNNs). A manual examination of numerous tweets from
both GPT-2 and RNN sources revealed that tweets from
the former were more challenging to categorize as bot-
generated. However, further research is needed to thoroughly
investigate the human-like nature of tweets generated by
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FIGURE 7. XLM-RoBERTa’s Attention Distribution Across Different Layers
for bot-generated tweet.

various generative methods by soliciting feedback from
individuals. In the comparative analysis, we utilized the same
dataset created by Fagni et al. [53] to evaluate the efficacy
of the bot detection method. This direct comparison on a
uniform dataset provided a clear and unbiased assessment
of performance. The proposed method demonstrated superior
accuracy and efficiency in identifying bots, highlighting the
advancements in algorithmic design and data processing
techniques. This consistent dataset usage allowed for more
accurate benchmarking, underscoring the enhanced capabili-
ties of the proposed approach in bot detection. The method
achieved an F1-score of 90.29%, which outperforms the
score of 89.6% obtained by Fagni et al.. On the other hand,
for the fox8-23 dataset, we achieved an F1-score of 93%,
surpassing the 84% score reported byYang andMenczer [96].
The difficulty with PLMs arises from their training on

TABLE 8. Zero-shot example for bot detection explanation with feedback
justification applied by GPT-3.

well-structured and grammatically correct text sources such
as Wikipedia, news articles, or books. In contrast, social
media posts are typically brief and replete with acronyms,
hashtags, user mentions, URLs, and spelling errors. The goal
is to detect bots within Twitter, as the text produced by these
automated agents may differ significantly from the text in the
sources used for training the models. The evaluation results
presented in Table 7 indicate that the BiLSTM classifier using
GloVe embeddings excels on the fox8-23 dataset, achieving
90.66% accuracy and an 83.65% F1-score. Conversely, for
the TweepFake dataset, GoogleNews embeddings perform
better, with 89.42% accuracy and a 78.44% F1-score,
highlighting the importance of dataset-specific embedding
selection. Unlike Word2Vec and GloVe, which generate a
single embedding vector for each word based on the entire
corpus (resulting in a static representation), transformer-
based PLMs provide dynamic embeddings. This means that
the representation of a word changes based on its context
within a sentence, allowing the model to capture meanings
specific to the sentence’s context. For example, the word
‘‘bank’’ would have different embeddings when used in
‘‘river bank’’ vs. ‘‘bank account’’.

Both LLM-based prompting and SHAP have their unique
strengths and weaknesses in the context of bot detection.
LLM-based prompting excels in providing context-aware,
human-readable explanations that enhance the interpretabil-
ity and accessibility of model decisions. However, it requires
careful prompt design and can sometimes produce incon-
sistent results. On the other hand, SHAP provides precise,
mathematically grounded explanations of feature importance,
ensuring robustness and consistency across different models
and datasets. It is widely accepted for its transparency and
quantifiable insights but may require domain expertise to
interpret effectively.

This study has significant social implications by enhanc-
ing the accuracy and reliability of bot detection, thereby
bolstering the trustworthiness of online environments and
mitigating the spread of misinformation. Theoretically, this
research advances the understanding of transformer-based
models fine-tuned for specific tasks like social bot detection,
demonstrating their effectiveness in handling complex lin-
guistic patterns and distinguishing between human and bot-
generated content. These findings contribute to the broader
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fields of natural language processing and machine learning,
showcasing the potential of transformer-based models in
real-world applications.

VIII. CONCLUSION AND FUTURE WORK
This study offered a secure approach for Twitter bot identifi-
cation. The model we developed was built using pre-trained
language models (PLMs). The proposed model’s first goal
was to use cutting-edge NLP Transformers to generate dense
and significant representations of tweets. The subsequent
objective was to employ a Deep Neural Network approach to
construct a robust classifier capable of accurately identifying
bot tweets in English with a high level of precision. For
this task, various Pre-trained Language Models were used
(BERT, GPT-3, and Roberta). The fine-tuned RoBERTa
model achieved state-of-the-art outcomes on the TweepFake
dataset, achieving an F1-score of 90.29%. Additionally, the
fine-tuned GPT-3 model achieved an impressive F1-score of
93% on the fox8-23 dataset. While traditional embedding
models like Word2Vec and GloVe have played pivotal
roles in advancing natural language processing, they exhibit
certain limitations when applied to complex tasks such as
detecting bots in social media. These models generate static
embeddings, which fail to capture the contextual nuances of
language as effectively as newer Pretrained LanguageModels
(PLMs) like BERT. Employing explainability techniques
such as SHAP in bot detection has proven essential for
understanding and trusting transformer-based models. These
methods illuminate how models differentiate bots from
humans by quantifying the contribution of each feature to
themodel’s predictions. Furthermore, integrating LLM-based
prompting provides detailed, context-aware explanations in
natural language, making the decision-making process more
accessible and transparent. Future work will focus on refining
the embedding mechanism to support languages other than
English. This will enable the model to effectively handle
text data in a wider range of languages and expand its
applicability to diverse linguistic contexts. Furthermore,
we plan to integrate datasets TwiBot-20 [68] and TwiBot-22
[66], enabling the combination of content-based and graph-
based classificationmethods. This integration aims to provide
a more robust approach to detecting bot activity.
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