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ABSTRACT In today’s digital age, customer feedback, particularly gathered from various sources like
mobile application reviews, has emerged as a critical resource for service-providing organizations to gain
valuable insights into their customers’ experiences. As the key objective of service-providing organizations
is to facilitate their customers with better services, customer feedback or opinion is a vital resource for
such organizations to improve and enhance their services for the betterment of their customers. Explicitly
mentioned opinions have been widely studied in research, while a significant gap exists in addressing
implicitly described views. Furthermore, most existing research focuses on product-oriented corpora,
emphasizing specific product aspects and features. This article presents a novel study on performing end-
to-end aspect-based sentiment analysis (ABSA) by extracting implicit opinion terms, categorizing them,
and assigning polarity to each term from mobile app reviews in English. Through this study, we developed
a domain-specific, service-oriented, and aspect-based annotated dataset and introduced a novel two-step
hybrid approach. The first step involves extracting multiple opinion terms using a rule-based approach. The
second step employs machine learning and deep learning algorithms to classify the extracted opinion terms
into general aspect categories. This two-step approach effectively addresses the double-implicit problem
commonly encountered in the previous work on implicit aspects and opinionmining. In addition to traditional
machine learning and deep learning models, we fine-tuned BERT to carry out the ABSA task. This approach
utilized a pipelinemethod, where each task’s output serves as the subsequent task’s input, ensuring a seamless
flow of information and improved performance. This multi-step pipeline begins with the extracted opinion
terms classification into aspect categories and ends with the assignment of sentiment polarity. Experiments
with a hold-out test set for the first step (opinion term extraction using a rule-based approach) achieved
an accuracy and precision score of 81.4% and an F1 score of 0.99 %, outperforming several baselines.
Further experiments with a range of machine learning and deep learning algorithms for classifying extracted
opinion terms into general aspect categories yielded accuracy scores ranging from 0.68% to 0.74 % and
F1 scores ranging from 0.23% to 0.28%. Experiments on sentiment classification using various machine
learning algorithms showed accuracy ranges from 0.58% to 0.68% and F1 scores from 0.47% to 0.49%.
This two-step approach for implicit opinion term, aspect extraction, and classification outperforms many
baseline systems. By leveraging BERT’s contextual understanding and fine-tuning it for our specific domain,
we significantly improved the accuracy and robustness of our aspect-based sentiment analysis. This approach
effectively captured both explicit and implicit opinions from mobile app reviews. Specifically, our method
achieved an accuracy of 0.80% and an F1 score of 0.78% for aspect categorization, and an accuracy of
0.79% and an F1 score of 0.70% for sentiment classification, demonstrating substantial improvements over
traditional methods.

INDEX TERMS Implicit aspects, aspect categories, aspect sentiment classification, pattern creation,
lexicon and rules-based, machine learning, mobile app review, service industry, feedback, decision making,
consumer protection, aspect-based sentiment analysis (ABSA).
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I. INTRODUCTION
With the expansion of interactive mobile apps, people
exchange an enormous quantity of data daily, expressing
their thoughts about products, services, issues, etc. [1].
It can impact a customer’s outcomes in purchasing a product
or selecting a specific service and support organizations
to observe the experiences of their users [2]. In service-
providing companies, customer opinion and feedback about
their experiences are vital in offering valuable insights as
these companies keep customers’ needs at the forefront
and aim to deliver efficient and cost-effective yet quality
services. The key objective of service-providing companies
is to deal with customers’ or clients’ feedback, criticism,
or reviews [3]. Similarly, these opinions and feedback also
help other customers in decision-making, who often ask about
the feedback of the customers who have already experienced
the service. Also, they can use this feedback to protect their
consumer rights if the promised services are not provided.

Reference [4] defines the term opinion as ‘‘a concept
covering sentiment, evaluation, appraisal, or attitude held by
a person’’. Aspects and opinions are the more likely topics
in text classification. Text analysis at this level was coined
as feature-based or aspect-based analysis by [5]. Aspect-
based Sentiment Analysis (ABSA) is a fine-grained type of
sentiment analysis that entails customer feedback or opinion
about a specific characteristic of a product or service. Aspects
are different features relating to a review item (product or
service) [6]. Aspect-based analysis determines the target of
the opinion. It is categorized into three tasks: Aspect Term
Extraction, Aspect Categorization, and Aspect Sentiment
Classification [7]. Aspect Term Extraction is a dynamic
field of research as it is a crucial step in Aspect-Based
recognition [8]. The goal of Aspect Term Extraction is to
extract all the opinion targets and relevant aspects. Opinion
targets are the entities on which the opinion is expressed.
Extracted terms can be explicit or implicit [9]. Explicit terms
generally consist of opinion terms that indicate the general
aspect category. For example, the review ‘‘worst payment
experience’’ contains an explicit term ‘‘payment’’ with an
adjective worst that shows negative sentiment towards the
aspect category ‘‘payment’’. However, in the text there is
no direct aspect mentioned in the implicit aspect. Rather,
we need to identify those from the words or expressions
expressed in the customer reviews [10]. For example the
review ‘‘very good service’’ contains an opinion word
‘‘good service’’which implies the aspect category ‘‘Company
Service’’.

The next task of aspect-based sentiment analysis is Aspect
Sentiment Classification, where we determine sentiment
polarities (e.g. positive, negative, neutral) for specific aspects
in a review text [11]. This article defines around ten general
aspect categories of domain-specific service-oriented mobile
app datasets after carefully analyzing the domain data. Our
goal is to extract explicit opinion terms from a given sentence,
map them to predefined categories, and classify them accord-
ing to sentiment polarities. To achieve this, we developed

a model that aids service-oriented organizations in gaining
deeper insights into customers’ needs and likes and dislikes
through a two-step hybrid method.

In the first step, opinion terms are extracted from
sentences using NLP techniques, including part-of-speech
(POS) tagging and dependency parsing. POS tagging plays
a crucial role in detecting aspect and sentiment words by
identifying the grammatical structure of sentences [12],
while dependency parsing helps understand the relationships
between words. Extracted terms are then validated by
comparing them with an integrated lexicon consisting of
opinion terms.

In the second step, various machine learning and deep
learning models map the predicted opinion terms to prede-
fined categories. These predefined categories include service
quality, company service, service schedule, customer support,
service person attitude, app UI, app functionality, app utility,
cost, and payment.

The final part of the proposed approach involves Aspect
Sentiment Classification for each identified aspect. Here,
we employ sophisticated machine learning and deep learning
models to determine whether the sentiments expressed
towards each predicted aspect category are positive or
negative. In addition to traditional machine learning and
deep learning models, we fine-tuned BERT specifically for
the ABSA task. Our approach leveraged a pipeline method,
where the output of each task is seamlessly fed into the
next, ensuring a cohesive flow of information and enhancing
overall performance. This multi-step pipeline begins with
the classification of extracted opinion terms into aspect
categories, followed by the assignment of sentiment polarity.

To achieve our goal, we created a new dataset,1 which,
to the best of our knowledge, is the first to carry out all three
tasks of Aspect-Based Sentiment Analysis (ABSA) together
for a service-orientedmobile app. This is also the first attempt
to provide directions that help service-oriented companies
identify efficient areas and the areas that need improvement.
Companies can address the challenges identified through
our model and make data-driven decisions to enhance their
offerings, improve customer experiences, and drive business
growth. Our specific contributions are listed below.

1) Construction of a new domain-specific service-
oriented dataset.

2) Proposed a hybrid approach using Linguistic features,
machine learning, and deep learning models to resolve
the double implicit problem of ABSA.

3) Extraction of single and multiple Multiple Opinion
terms.

4) Fine-tuning BERT on the newly constructed dataset to
perform ABSA tasks using the pipeline method.

A. ORGANIZATION OF THE ARTICLE
The article is structured as follows. In Section II, the relevant
work in the domain is reviewed. Section III illustrates the

1https://data.mendeley.com/datasets/hr6j6yr3gd/3
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research methodology and related experiments to extract
aspects and classify the sentiments of the app reviews.
Section IV discusses the experiments and performance
results. Section V presents the conclusion.

II. BACKGROUND STUDY
A. ASPECT EXTRACTION
This section includes a brief review of current and
cutting-edge techniques that were used for the Aspect Term
Extraction phase. The conducted work can be broadly
grouped into three categories. Supervised methods appear
to have labeled data to decide the sense of a sentence [13].
All unsupervised models are trained on the unlabeled
dataset [14], while semi-supervised methods handle a small
portion of labeled corpora to label [15].

Reference [4] discussed four ways for Explicit Aspect
Extraction: (1) Frequent nouns and noun phrases extrac-
tion, (2) Exploiting opinion and target relations extraction,
(3) Supervised learning, and (4) Topic modeling.

The authors in [16] used an opinion lexicon along with
POS tagging and rules to discover aspects and opinion terms
from review, as well as, arrange them into groups based on
similarity. POS tagging is the method of parsing each part of
the sentence based on detecting linguistic tags. The authors
in [17] proposed a rule-based approach to extract aspect terms
from reviews using a sequence of patterns that are created
based on the dependency relations between opinion and its
nearby words on a Hindi dataset.

The authors in [10] suggested two methods for the aspect
category prediction work. First, a multivariate method of
selecting the features is proposed that demonstrates that if the
redundancy among selected features is minimized then the
same features boost the performance of classification. Then
they chose dependency relations-based features for Aspect
Category detection and demonstrated that the grammatical
rules used for feature selection give better results in classi-
fication. The authors in [18] also used Dependency Parsing,
and part-of-speech tagging of natural texts to obtain the
syntactic structure of sentences by employing a dependency
relation rule. They employed Stanford dependency relations
and Natural Language Processing as linguistic features and
presented an aspect-based opinion-mining extraction. They
evaluated their approach to the product review dataset of
Amazon.

The authors in [19] aimed a supervised Aspect Extraction
algorithm for the extraction of explicit aspects from reviews.
For this purpose, they used pattern extraction and dependency
rules. They also enhanced theWhale Optimization Algorithm
to address the rule selection issue with an improved algorithm
called improved WOA. Explicit Aspects Extraction has been
studied broadly and earned attention; however, there is still
room left for implicit aspects as it is more challenging to
identify them. Limited studies have been done on Implicit
Aspect Extraction and their mapping with Explicit Aspects.

In [20], the authors gave an explicit and implicit aspect
opinion mining structure and algorithm that first decoded
the explicit aspects with the help of frequent nouns and then
extracted the implicit aspects using the implicit aspect rec-
ognizer by supervised machine-learning technique i.e. CRF.
They have used the dataset from the TourismDomain for their
work.

The authors in [21] provided a detailed survey on suggested
methods for determining implicit aspects. They grouped
their studies according to the applied algorithms. They also
advocated for the issues of implicit aspects which can open
new directions for future work.

Reference [22] proposed a model that is a combination of
lexicon and rules for aspect extraction in smart government
apps and organizing all corresponding sentiments.

Authors in [23] suggested a way to use descriptive
logic to identify explicit aspects as well as their sentiment
polarities. They evaluated the results using a public dataset in
Arabic based on the SemEval-2014 workshop and baseline
experiments conducted by HAAD providers [24] proposed
a new approach to extract all aspect category-opinion-
sentiment quadruples. They also extended several datasets
of the Laptop and Restaurant domains for their task. The
new dataset consists of aspect categories, opinions, and
sentiments, along with Implicit Aspects and opinions. Also,
they focused the task on four new baselines; however,
the proposed systems are relatively simple, and further
improvements are needed.

Implicit aspect work was also explored by [25], where
the authors attempted to boost the information retrieval
techniques by mining both explicit and implicit aspects.
They extracted sentence dependency using heuristic patterns
with linguistic features and different implicit features were
detected using a cuckoo search optimization algorithm. The
suggested approach was evaluated in both English and Arabic
language.

The authors in [26] utilized dependency tree-based rules
for the extraction of the concepts and aspects and identifica-
tion of the attached sentiments.

Similarly, [27] tried to cater to the issue of extract-
ing aspects from product reviews. They proposed a new
rule-based model that utilizes a sentence dependency tree and
common-sense knowledge to find both explicit and implicit
aspects and performed experiments on two product review
datasets.

Authors in [28] performed a series of experiments in the
Aspect Extraction domain. They used micro-blog messages
from the stock investment domain. Predefined aspects were
identified via taxonomy. Distributional semantic models
and machine learning methods like Boost, Random Forest,
SVC, and CRF were used. Evaluation results show that it
performs well for Explicit identification with an accuracy of
0.82%, but Implicit Extraction with an accuracy of 0.35% is
still an issue to tackle with a larger dataset and improved
feature engineering. In their research efforts, [29] used a
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new two-way method that initially enhances pre-trained
embeddings for sequential with SGD conditional random
fields (CRF) and then usedmachine and ensemble methods to
categorize the implied aspects. They used a domain-specific
airline dataset to perform their experiments.

The authors in [30] aimed to extract Implicit opinions
with their corresponding Implicit Aspects. They used a
Chinese hotel dataset as a case study and clustered them as
Positive, Negative, or Neutral. They constructed an opinion-
based dictionary. If a word’s POS is NN, it occurs at least
100 times and is accompanied by an opinionated word, which
is considered an Aspect. They found it challenging to predict
the Implicit Aspects for short-length sentences.

The authors in [31] tried to enhance the feedback system of
the educational institution. They composed student responses
from Twitter API and analyzed them by calculating semantic
relatedness between aspect words and students’ views using
different clustering and classification techniques. Similarly,
[32] also performed ABSA on student survey corpus in
the Serbian language using an integrated approach of
dictionary-based and machine learning models. The authors
in [19] provided a different perspective to review Implicit
Aspects. They suggested that the first perspective can be,
to make an evaluation of available techniques for extraction
of implicit aspect. They have discussed a summary of each
technique from all three supervised, unsupervised, and semi-
supervised learning. The second way they suggested is to
categorize and measure the performance, datasets, language,
and flaws of the available techniques. In their findings,
they emphasized that most researchers followed unsupervised
methods for implicit extraction. Additionally, they found that
datasets utilized for Implicit Extraction were made by the
researchers themselves and are not accessible openly.

The authors in [33] discussed the sentiment analysis at the
aspect level for a guest house. They scrapped the reviews from
trip advisor and booking.com and conducted the experiments
on 5 aspects using twomachine learning classifiers; SVM and
Naive base.

To predict restaurant survival factors, [34] investigated
customer reviews of two U.S. restaurants using a machine
learning-based conditional survival forest model. This anal-
ysis highlighted various aspects of restaurant management
and identified the most impactful factors on overall survival
prediction.

B. ASPECT SENTIMENT CLASSIFICATION
In previous studies, two leading approaches discussed for
Aspect Sentiment Classification (ASC) are the lexicon-based
method and the supervised learning approach. In the Lexicon-
based approach, ASC was handled manually by using a
sentiment lexicon, opinions rules, and the sentence parsing
tree to find out the sentiment polarity of every aspect of a
sentence. But, by the headway of deep-learning mechanisms,
ASC methods have been anticipating automatic learning of
aspects and their opinions, giving the best answers to many
issues in ABSA [8].

Reference [35] presented an attention over-attention neural
network that jointly represents aspect and sentence, but their
model cannot handle complex sentiments.

C. BERT FOR ABSA
The authors in [36] analyzed the pre-training of BERT. They
investigated the pretext of the masked language model. They
explored that BERT uses limited self-attention to encode
opinion words from aspect. They used an Amazon review
dataset along with the Yelp dataset. Bidirectional Encoder
Representation from the Transformer used the Attention
mechanism to learn the context in the text.

The authors in [37] fine-tuned the BERT to extract the
implicit aspect from the Chinese clothing review dataset for
six different aspects. Reference [38] analyzed the modeling
capabilities of contextual embeddings from the BERT
model. By incorporating BERT embeddings with a simple
classification layer, they found improved results compared
to traditional methods. They tested this approach on three
Arabic datasets.

III. PROPOSED METHODOLOGY
The service-providing companies must determine if the qual-
ity of their service meets the needs of their customers [39].
In a service review, people generally give feedback on several
aspects and have different opinions on various aspects of that
service. Particularly, in a review, it might consist of three
issues:

1) Extraction of Implicit Opinion Terms: We came
across the fact that users of the service industry do
not always use explicit terms to express their thoughts
instead they use some implicit words or terms to convey
their opinions. For example, in ‘‘toomuch expensive’’,
the user is talking about cost but he used the implicit
term ‘‘expensive’’. All these implicit terms should be
under some general aspect category.

2) Extraction of Multi-word Opinion Terms: Opinion
terms do not need to be always a single term;
rather, user may use phrases to share their thoughts.
For example, in ‘‘worst OTP service’’ term, ‘‘OTP
service’’ conveys the actual meaning these phrases
need to be extracted.

3) In a given review, there can be multiple opinion terms,
like in example ‘‘excellent app. excellent service.’’,
the user expresses his feelings in two opinion terms.
Here, all the terms should be extracted.

A rule-based approach incorporating an integrated lexicon
addressed these issues comprehensively. The sentences were
split to ensure each section contained at least one aspect
term, ensuring the extraction of multiple terms from single
sentences. Explicit terms, including multi-word expressions,
were extracted using a proposed lexicon and pattern-based
technique. Following the aspect extraction phase, super-
vised machine learning and deep learning techniques were
employed to assign a general category to each extracted term.
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FIGURE 1. Research Methodology.

TABLE 1. Dataset statistics.

Subsequently, the terms were classified based on sentiment
using both machine learning and deep learning models.
Figure 1 illustrates the proposed methodology. The following
subsections illustrate the methodology in detail.

A. CORPUS DETAILS
To achieve the goal of this study, which is to perform end-
to-end aspect-based sentiment analysis (ABSA) and extract
implicit aspects, we constructed a novel dataset from mobile
app reviews of service-providing companies. To the best
of our knowledge, this is the first dataset2 created for this
specific domain. The dataset was manually annotated and
subsequently verified using a lexicon tailored for this domain.

After the curation process, we selected 4,165 random
sentences, with the maximum token length per sentence
being 10. Each review sentence was annotated with the
following labels: opinionterm1, aspectcategory1, aspectpo-
larity1, opinionterm2, aspectcategory2, and aspectpolarity2.
The annotation process adhered to the guidelines established
by SemEval.3 An inter-annotator agreement [40] analysis was
conducted over the same data of 200 reviews and Cohen
Kappa’s [41] coefficient was used to determine the quality
of the annotation. Table 1 summarizes detailed statistics
analysis, while Table 2 depicts the top ten distinct terms.

1) PRE-PROCESSING
In real-world customer reviews, the sentences are often very
filthy; grammar and punctuation rules are not followed;
however, the basic principles of the approach remain the
same [42]. The first and foremost step in the preprocessing

2https://data.mendeley.com/datasets/hr6j6yr3gd/3
3https://alt.qcri.org/semeval2016/task5/data/uploads/absa2016_

annotationguidelines.pdf

TABLE 2. Top 10 distinct terms.

was to split the sentence so that we could get the Opinion
Terms from each part of the sentence. Because users have the
leverage to write anything in the realistic dataset, we use three
handicrafts rules to split.

1) Split the sentences by punctuation: The first rule
states that ‘‘if there is a punctuation such as a comma
or period in a sentence, split the sentence at that point’’.

2) Split the sentences by Conjunction: The second rule
states that ‘‘if in a sentence there occurs a conjunction,
such as (and, for, etc.), split the sentence at that point’’.

3) Split the sentences by Noun Term: The third rule
states that ‘‘if there occurs a noun term, split the
sentence there’’.

We set priorities on these rules. Our proposed approach
is illustrated in Function 1. The function will first search
for punctuation. If it finds any, it will apply rule 1 and the
sentence will be split there. If no punctuation is found in the
review, the proposed algorithm will search for conjunction,
and rule 2 will be applied. If such a sentence occurs where
there is neither punctuation nor a conjunction then the
proposed algorithm will look for the occurrence of a noun
term and will split the sentence as soon as it gets the first noun
term. Frequent noun terms are commonly used for opinion
extraction, but here we use them for sentence splitting.

Examples of all three rules are discussed in Table 3, while
Table 4 depicts the split sentence statistics. 1998 sentences
were split using these rules while the rest have a token length
of less than four so they remain the same.
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TABLE 3. Sentence splitting examples.

Algorithm 1 Sentence Splitting Algorithm
function SplitSentence(sentence,tokens,conjunction_preposition)

if token_length > 4 then
if sentence contains any punctuation then

split_sentences←Split sentence using regex pattern
return split_sentences, ‘Rule #1’

end if
for each word in conjunction_preposition do

if word is in tokens then
split_sentences ← Split sentence using regex

pattern ’{}’ with max 1 split
if length of split_sentences is 2 then

return split_sentences, ‘Rule #2’
end if

end if
end for
POSTAG← get_pos_tags(tokens)
for i← 1 to length(POSTAG) - 1 do

(, pos)← POSTAG[i]
if pos starts with ’NN’ then

split_sentences ← [’ ’.join(tokens[:i+1]), ’
’.join(tokens[i+1:])]

return split_sentences, ‘Rule #3’
end if

end for
end if
return sentence

end function = 0

TABLE 4. Split sentence statistics.

The rest of the preprocessing phase includes lower casing,
removal of any special characters, tokenization, POS tagging,
and dependency parsing. For POS tagging, we used the
Natural Language Tool Kit (NLTK)4 tagger, while for
dependency parsing, a spaCy dependency parser was used.
Sample output is shown in Figure 3. The output of the
dependency parser is stored in a suitable data structure and is

4NLTK is a popular and widely used library of Python that offers a wide
range of resources, including lexical resources, and trained models for POS
tagging in several languages.

illustrated in Table 5. Here, sentence ID represents the place
of sentences, word ID represents the position of the word in
a sentence, Word denotes the original word in a sentence,
Root describes the root word for that original word, POS
tag represents the part of speech of the word, that could be
JJ(adjective), PROPN(proper Noun), CCONJ(coordinating
conjunction), etc. and Label is denoting dependency label of
each word.

B. OPINION TERM EXTRACTION
To carry out the Opinion Term / Aspect Term extraction task,
we used a lexicon5 and a Pattern-based approach to extract
single and multiple terms. The main reason to opt for this
kind of approach is the selected unstructured nature of the
dataset. Figure 2 gives a schematic overview of the proposed
system starting from preprocessing to POS tagging followed
by a Pattern.

1) PATTERN EXTRACTION AND RULES CREATION
The important task of Opinion Term Extraction is the
generation of patterns. Patterns are generated based on
relationships between POS tags and the dependency labels.
We deeply observed the association between nouns with
adjectives, nouns with verbs, nouns with nouns, etc. A total of
20 patterns are created along with the patterns of the sequence
under each POS tag. Table 6 describes the details of sequence
patterns, while Table7 shows the examples of extracted terms.
Class1: adjective association In the review sentence if

a noun/noun phrase, adverb, or verb is directly associated
with an adjective then the noun/noun phrase, verb, or adverb
followed by the adjective will be picked as an opinion term.
Class2: noun association In the review sentence if a

noun/noun phrase is followed by an adjective, adverb, verb,
or coordinating conjunction then both terms will be picked as
opinion terms.
Class3: proper noun association In the review sentence

if there is an association between a proper noun and other
words. Both the terms will be extracted as opinion terms.
Class 4: adverb association In the review sentence if

there is an association between an adverb and another word.

5In NLP, a lexicon is a component that contains a collection of words or
phrases along with its linguistic information.
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TABLE 5. Output detail of parser.

FIGURE 2. Schematic diagram of the proposed approach for Opinion term
extraction.

Both the terms will be extracted as opinion terms. the whole
process is summarized in Function 2.

The extracted terms are validated against a manually
constructed opinion lexicon using the same dataset. The
validation process ensures the relevance and correctness
of the terms. Subsequently, the method efficiency is
evaluated using a range of metrics, including accuracy,
precision, recall, and F1-score, to assess its performance,
comprehensively.

Table 8 presents the statistics for Opinion Term 1, while
Table 9 provides the statistics for Opinion Term 2.

C. ASPECT CATEGORIZATION
The second step of the proposed approach is aspect cat-
egorization. Aspect categorization is the process in which

terms with similar meanings are mapped to a single general
category [43]. Categories are crucial to handle the double
implicit problem. For a better understanding of the concept
of aspect categorization, consider the example ‘‘too much
expensive’’. In this sentence term expensive can be placed
in the general category Cost.
To fulfill the app review domain requirements, we have

defined about 10 general aspect categories. Some categories
are according to the written standards of Android, while
others are defined by deeply examining the domain of reviews
in the dataset.

The resulting categories wereApp UI, APP functionality,
APP utility, company’s service, service schedule, service
quality, service person attitude, customer support, and
cost payment.

We employed various machine learning and deep learn-
ing techniques to carry out aspect categorization process,
enabling more precise and efficient identification and clas-
sification of different aspects within textual data.

1) ASPECT CATEGORIZATION WITH MACHINE LEARNING
CLASSIFIERS
Figure 4 depicts the process of aspect categorization
using machine learning models. The process starts with a
concatenated input consisting of the original sentence and
the extracted opinion term, followed by additional prepro-
cessing steps like removing stop words and punctuation.
Subsequently, this input data is transformed into features,
which serve as the distinguishing characteristics utilized
in machine learning approaches for classification [44].
For feature engineering, we used TFIDF.6 TF-IDF iden-
tifies the most important and insignificant words from

6TFIDF is a widely used statistical method tomeasure how relevant a word
of the document is in a collection of words. It is obtained by multiplying two
matrices, the number of times words appear in a document and the inverse
document frequency that indicates the proportion of documents in the dataset
that contains the term.
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FIGURE 3. Output of POS Tagging and Dependency Parser.

Algorithm 2 Pattern Extraction Algorithm
function Extract Patterns(text)

patterns← list of tuples {List of pattern descriptions}
matches← SplitTextWithRegularExpression(text)

patterns&instances← []
{List to store patterns and instances}

for pattern, instances, priority in patterns do
instance← [] {List to store instances of the current

pattern}
for i← 1 to length(matches) - 1 do

match ← regex.Match(matches[i - 1] CON-
CATENATEDWITH matches[i])

if match then
instance.Add(matches[i - 1] CONCATE-

NATEDWITH matches[i])
else if instance then

{If an instance exists}
patterns_and_instances.Add((pattern,

instance, priority))
end if

end for
end for
return patterns_and_instances

{Return the list of patterns and instances}
end function

the dataset [45]. The dataset was split into two subsets:
training and testing. The training dataset comprises of
2914 (70%) of the reviews and the testing set comprises
of 1249 (30%). Supervised machine learning models like
SVM, KNN, and Naive Bayes were used to extract the aspect
categories.

FIGURE 4. Aspect Category of Extracted Terms.

TABLE 6. Details of sequence pattern.

2) ASPECT CATEGORIZATION USING LSTM
Deep learning models represent an advanced type of machine
learning, distinguished by their ability to autonomously
extract features from data—a capability not typically found
in traditional machine learning models. For the aspect
categorization task, we utilized Long Short-Term Memory
(LSTM) networks to capture contextual information from
both the input sentence and the extracted opinion terms.
By concatenating the LSTM inputs, the model effectively
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TABLE 7. Examples of sequence patterns and extracted terms.

TABLE 8. Stats of opinion term 1.

TABLE 9. Stats of opinion term 2.

integrates information from both sources to predict the aspect
category.

D. ASPECT SENTIMENT CLASSIFICATION
After extracting and categorizing all opinion terms from a
review sentence, our final step involves assigning sentiment
polarity. Sentences were classified as positive or negative
using various machine learning and deep learning models,
including SVM, KNN, Naive Bayes, XGBoost, and LSTM.
Our experiments demonstrated that SVM achieved the
highest accuracy of 0.91%.

E. ABSA WITH BERT
Bidirectional Encoder Representations from Transformers
outperform on a variety of NLP tasks [46], therefore we also
fine-tuned the BERT for the ABSA tasks and extracted the
aspect categories from the given sentence. A pipeline method
is employed to conduct ABSA tasks (Aspect Categorization
and Aspect Sentiment Classification), where the output of the
first task serves as the input to the next task.

1) FOUR PARTS OF FINE-TUNING BERT
Fine-tuning BERT consists of four parts that are, the input
layer, the embedding layer, the pooling layer, and the output
layer (softmax layer).

In the input layer, each sentence is padded to ensure
uniform length because BERT requires fixed-length inputs.
In our case, the maximum input length for BERT is
128 tokens.

The embedding layer stores contextual embedd-
ings derived from the input by the BERT model.
These embeddings capture the semantic meaning and

TABLE 10. Opinion term extraction Confusion Matrix.

TABLE 11. Aspect Category extraction Confusion Matrix.

contextual information of each token within the input
sequences.

In the pooling layer, the contextual information from the
BERT embeddings is condensed into a fixed-sized vector.
Finally, a dense layer with softmax activation is used as the
output layer to predict the aspect category.

2) FINE-TUNING PROCESS
There are two steps in the training process pretraining and
Fine Tuning. The first three stages of fine-tuning BERT
during the pre-training step involve training on a large
unlabelled dataset [37]. There are various pre-trained BERT.
We have utilized BERT-BASED7 for our work.

IV. EVALUATION MATRICES
A standard evaluation matrix is used to measure the
performance. Opinion terms were evaluated against the
manually-built lexicon of unique terms. For aspect cate-
gorization and classification, performance was measured
on 1249 reviews(30%) of the overall 4164 sentences.
This can assist in calculating advanced metrics, such as
precision-recall accuracy. Performance evaluation measures
are calculated according to the following formulas:

Accuracy =
(TN )+ (TP)

(FP)+ (TN )+ (TP)+ (FN )
(1)

Precision =
TP

TP+ FP
(2)

Recall =
TP

TP+ FN
(3)

F1− score = 2×
(Precsion)× (Recall)
(Precision)+ (Recall)

(4)

The confusion matrix for opinion term extraction, catego-
rization, and sentiment classification is defined as illustrated
in Table 10, Table 11, and Table 12. Patterns categorized
under 3 classes of section II have been analyzed by comparing
the predicted terms with term manually annotated lexicon
and standard evaluation matrices were used to measure the
performance.

7(Layers=12, Hiddensize=768, Attention Head =12, Total Parame-
ters=110M)
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TABLE 12. Aspect Sentiment Classification Confusion Matrix.

TABLE 13. Result Analysis for Opinion Term1 Extraction.

TABLE 14. Result Analysis for Opinion Term2 Extraction.

V. RESULTS AND DISCUSSIONS
A. RULE BASED APPROACH
The effectiveness of our proposed rule-based lexicon
integrated approach for opinion term extraction was rig-
orously evaluated by comparing it against the method
proposed by [26] as well as other state-of-the-art machine
learning algorithms. Detailed performance metrics, including
precision, recall, and F1-score, are presented in Table 13
and Table 14, providing a comprehensive overview of the
results. This comparative analysis highlights the superior
performance of our proposed method, demonstrating its
relative strengths and improved outcomes across various
evaluation benchmarks.

B. MACHINE LEARNING AND DEEP LEARNING MODELS
To evaluate aspect categorization and sentiment classifica-
tion, we employ a variety of supervised machine learning and
deep learning algorithms, including Support Vector Machine
(SVM), k-Nearest Neighbor (KNN), Naive Bayes, XGBoost,
and Long Short-Term Memory (LSTM) networks.

For aspect categorization, our machine learning models
achieved an accuracy of 0.75% using SVM, while our
deep learning models achieved an accuracy of 0.76%.
For sentiment classification, the machine learning models,
with SVM, again leading, attained an accuracy of 0.91%,
whereas the deep learning models reached an accuracy
of 0.92%. These results demonstrate the effectiveness of
both traditional machine learning and modern deep learning
approaches in handling these natural language processing
tasks. Table15 and Table 16 present a detailed analysis of the

TABLE 15. Result Analysis for Aspect Categorization.

TABLE 16. Result Analysis for Sentiment Classification.

TABLE 17. Result Analysis for BERT Model.

results for aspect categorization and sentiment classification,
respectively.

C. BERT MODEL RESULTS
In the BERT fine-tuning process, we configured the hyper-
parameters as a maximum sequence length of 150 tokens,
5 training epochs, a batch size of 32, and a learning rate of
1e-5. These settings were chosen to optimize the model’s
performance on our specific tasks. Detailed performancemet-
rics, including precision, recall, and F1-score, are presented
in Table 17, providing a comprehensive evaluation of the
model’s effectiveness.

VI. CONCLUSION AND FUTURE WORK
Aspect-based sentiment analysis (ABSA) is considered a
formidable challenge within sentiment analysis research. It is
crucial to ensure that all feedback is accurately extracted
and categorized so that service-oriented companies can
effectively respond to their customers’ needs.

To address this, we employed a lexicon and pattern-based
approach to extract implicit aspects. Patterns were designed
using Part-of-Speech (POS) tagging and dependency parsing,
and our proposed method significantly outperformed state-
of-the-art machine learning models. Once extracted, these
aspects were categorized and the corresponding sentiment
was assigned using both machine learning and deep learning
models.

In addition to traditional machine learning and deep
learning models, we fine-tuned BERT in a pipeline fashion
to carry out end-to-end ABSA tasks. Among the machine
learning models, Support Vector Machine (SVM) yielded
the best results. However, the performance was significantly
enhanced by fine-tuning BERT. We tested our proposed
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approach exclusively on mobile app reviews of service-
oriented organizations.

In the future, this approach can be applied to datasets from
various service-oriented domains to evaluate its generaliz-
ability and effectiveness across different contexts. Moreover,
we plan to increase the size of the dataset to achieve better
results by having more diverse and representative data for
training and evaluation.

Another limitation of our current study is that we focused
solely on English-language reviews. Future research could
extend this approach to reviews in different languages,
enabling a broader application and enhancing its utility in
a multilingual context. This expansion would help capture
insights and sentiments expressed in various languages, thus
making the analysis more inclusive and applicable across
global markets.
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