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ABSTRACT This paper explores the scenario that a jammer attacks an intelligent transmitter which can
sense and adapt to the jamming environment. Given the non-cooperative relationship between the transmitter
and the jammer, two main challenges are addressed in this paper: how to model their interactions and how
to devise a jamming strategy without prior knowledge of the transmitter. A non-zero-sum game is used
to model and analyze such non-cooperative interactions. An approximate mixed-strategy Nash equilibrium
(NE) under complete information is derived to serve as a benchmark for comparison. According to the non-
zero-sum game model, a Deep Q-Network (DQN) approach is proposed to determine jamming strategies
by exploiting the detection results of the legitimate signals, such as Acknowledgements (ACKs) feedback
and the modulation recognition results obtained by the jammer. Simulation results demonstrate that, without
requiring complete information about the transmitter, the proposed DQN approach can achieve a similar
utility as the benchmark strategy using complete information. Compared to other learning-based jamming
schemes and random jamming strategy, the proposed DQN approach achieves a higher packet error rate for

the communication transceiver with reduced jamming power consumption.

INDEX TERMS Intelligent jamming, game theory, deep Q-network, wireless communication.

I. INTRODUCTION
Due to broadcast nature, wireless communications are
susceptible to adversary jamming attacks. In electronic
warfare scenarios, the development of advanced wireless
technologies, such as cognitive radio [1], have increased the
difficulty of successful jamming attacks. Traditional jamming
techniques often relied on expert experience for strategy-
making or directly used high power to suppress victim
communication systems in order to block communication
transmissions [2], [3]. However, with the development of
anti-jamming technologies, these traditional techniques have
become less effective and even raise the risk of the jammer’s
position being detected by the opponent.

In previous studies, optimal power allocation strategies for
a jammer with an average power constrained operating on
additive noise channels have been investigated [4]. Based on
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this, the optimal jamming signal against digital modulation
has been studied without considering the transmitter’s anti-
jamming techniques. In [5] and [6], the authors explored
the jamming performance when the modulation scheme
and power of the communication signals were given.
An optimization problem was formulated to maximize the
average probability of error at the receiver. These studies
investigated the jamming optimization problem for some
given communication signals. Obviously, in the aforemen-
tioned studies, the transmitter does not possess intelligence.

If the transmitter can adaptively adjust its transmission
strategies to combat the jammer, Game theory is a powerful
and natural framework to represent such interactions between
them, where each of them seeks to maximize its own
utility. In the event that the sum of their utilities is not
equal to zero, the game is designated as a non-zero-sum
game. In this scenario, the transmitter seeks to maximize
transmission performance of its own while the jammer aims
to degrade transmission performance of communication [7],
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[8], [9]. Nash equilibria (NE) have been derived based
on the assumption of complete information, where players
know each other’s objectives and actions, including channel
characteristics, power levels, and system parameters [10],
[11]. In the cases of incomplete information, such as
uncertainties about player actions, Bayesian games provide
a framework for modeling player interactions to maximize
expected payoffs [12], [13]. However, Bayesian games face
challenges when players in the jamming game lack a prior
distribution over the parameters of interest.

Given the non-cooperative nature of the jammer and the
legitimate transceiver, prior information about the opponent
is usually not available. How to formulate the jamming utility
and how to solve the non-cooperative jamming game in such
situations are challenging problems. Therefore, this study
aims to explore the problem of jamming strategy-making for
non-cooperative games without prior information.

A. RELATED WORK

Many studies have been done about anti-jamming [14], [15],
[16], [17], where intelligent transmitters are considered and
complete or partial information about the jamming strategy
is assumed to be available. Compared to abundant research
on anti-jamming schemes, fewer studies have been done on
jamming strategies from the jammer’s perspective. We have
listed existing related work on jamming strategies in Table 1.

Specifically, with complete information or knowledge of
the prior distribution, the authors in [7] and [18] build a
jamming game with the goal of minimizing the utility of
the communication. Some authors consider the establishment
of jamming games under incomplete information, where
the utility function is constructed using the SNR at the
receiver [10], [19], [20]. Then, the strategy-making problem
of the jamming game is solved by optimizing the channel
selection and power allocation. Finally, the equilibrium
strategy of the jammer in the game can be derived using some
specific methodologies. However, these jamming strategies
are solved by requiring complete information or some prior
knowledge about the communication transceiver or signal
processing results at the receiver, such as channel state
information and SINR. These are difficult to obtain in a
non-cooperative scenario. Therefore, the existing game-based
methods are difficult to cope with unknown environments
with non-cooperative players.

Reinforcement learning (RL) theory, which requires no
prior knowledge, has been applied in electronic warfare
scenarios recently. As a branch of machine learning, RL uses
a trial-error mechanism to learn actions in unknown envi-
ronments and has been extensively studied in jamming
strategy-making [21], [22], [23], [24], [25], [26], [27],
[28], [29]. A considerable part of the existing research
focuses on the field of radar jamming strategy-making [21],
[22], [23]. In the field of communication jamming, a deep
competitive double-Q jamming strategy-making network
integrating action elimination and a jamming strategy-
making method based on Q-Learning (QL) have been
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proposed in [24] and [25] respectively. Authors in [26] used
a strategy-making algorithm based on clustering and RL
to learn the optimal jamming strategy through continuous
interaction with the environment. In [27], a learning-based
algorithm has been used to explore the frequency changes of
the communication transmitter and then implement precise
jamming. Based on [5] and [6], authors in [28] used a
multi-armed gambling machine to find the optimal jamming
parameters for digital communications when the transmitter
adopts a fixed transmission strategy. For a wireless network
with multiple legitimate nodes, the authors proposed a beam-
forming attack strategy based on RL to optimize the direction
and angle width of the jamming beam [29]. However, these
learning-based jamming strategy-making methods mainly
consider the intelligence and learning ability of the jammer.
In general, if the intelligence of the transmitter is
considered, existing jamming schemes typically rely on
certain prior information about the opponent, such as the SNR
feedback, channel characteristics, or transmitter’s strategies,
to formulate the game model. When no prior information
is available, RL is used in existing schemes to enable the
intelligent jammer to learn the unknown environment, but the
transmitter’s intelligence has not been not considered yet.

B. CONTRIBUTIONS

Different from the existing learning-based jamming schemes
in [5], [6], [24], [25], [26], [27], [28], and [29], the transmitter
is considered intelligent in this paper. When the intelligent
transmitter can adjust its transmission adaptively and no prior
information can be obtained, how to optimize the jamming
strategy? We try to find a solution to this problem in this
paper. Considering the non-cooperation of the jammer and
the transmitter, who both have the ability to adjust their
transmission strategies, we formulate their interactions as a
non-zero-sum game. By exploiting the sensing results of the
communication signals, the jammer’s utility is formulated
without prior information of the legitimate communications.
The contributions of the paper are as follows.

o The jamming game is modeled as a non-zero-sum
game. In the game, the transmitter can adaptively
adjust the signal modulation scheme and transmission
power to transmit more bits successfully per unit
of power. Simultaneously, the jammer endeavors to
adjust its jamming signal modulation, jamming power,
and jamming time ratio to hinder the receiver from
accurately receiving bits while minimizing the jamming
power.

o A DQN-based jamming strategy-making method is
proposed to solve the jamming game without prior
information about the opponent. Based on the game
model, a reward is designed for the DQN approach by
exploiting the detection of Acknowledgements (ACKs)
feedback.

o The proposed intelligent method can approach the jam-
ming utility provided by the approximate mixed-strategy

110065



IEEE Access

Y. Li et al.: Intelligent Jamming Strategy for Wireless Communications Based on Game Theory

TABLE 1. Existing related work on jamming strategies.

Ref. Methods Decision Domains | Require Priori Information of Communication? Is Transmitter Intelligent?
[2] Expert Experience Frequency No. Expert information is required Yes
[3] Expert Experience UAVs allocation No. Expert information is required Yes
[4] Optimization theory Power Yes. Probability density function of signal is required No
[5], [6] Optimization theory Power; Time No. But need power and modulation information No
(7] Game theory Power; Frequency ;(;:s.sl?li\lslt{ri:giz:l l;l)irrtzl()iability of the transmitter’s type Yes
[10] Game theory Frequency Yes. Channel information and SINR are required Yes
[18] Game theory Frequency Yes. Channel information are required Yes
[19] Game theory Power Yes. Channel information and SINR are required Yes
[20] Game theory Power Yes. Channel information and SINR are required Yes
[24] Reinforcement Learning | Frequency No. But need feedback: ACKs No
[25] Reinforcement Learning | Frequency No. But need feedback: ACKs No
[26] Reinforcement Learning Spatial Yes. Locations of communication nodes are required No
[27] Reinforcement Learning | Frequency No. But need feedback: ACKs No
[28] Reinforcement Learning Power; Time No. But need feedback: ACKs No
[29] Reinforcement Learning | Spatial y;’elsgtr]fgllg:e change in the observed channel busy No

This Work g)ilcgintekrliolfi]a?r?iigRGm_ El(:l ‘:]if;; Time, Mod- |\ But need the feedback: ACKs Yes

NE under complete information. Compared to existing
schemes, the proposed method achieves a higher packet
error rate with lower jamming power consumption.

C. ORGANIZATION

The rest of this paper is organized as follows. Section II
introduces the system model and game model. The approxi-
mate mixed-strategy NE of the non-zero-sum game is solved
under the assumption of complete information using the
Particle Swarm Optimization (PSO) algorithm in Section III.
In Section IV, the DQN-based jamming strategy-making
scheme is proposed. Section V shows the simulation
parameters, comparison schemes, simulation results, and
discussions. Finally, Section VI concludes this paper. The
abbreviations used in this paper are listed in Table 2.

Il. SYSTEM MODEL AND GAME FORMULATION

A. SYSTEM MODEL

Considering a communication transceiver that is faced with
an intentional jammer, as shown in Figure 1, where the
transmissions from the transmitter (S) to the receiver (D) are
jammed by the jammer (J). In [28], the optimal jamming
signal has been designed when the transmitter is unaware of
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FIGURE 1. System model with an intentional jammer.

the jammer, but the jammer knows the modulation scheme of
the transmitted signals. In this paper, we consider the case
where both S and J are aware of each other’s existence.
When J is able to adaptively adjust the jamming power,
the modulation scheme, and the jamming time ratio, S can
also use different digital modulation schemes and adjust the
transmit power to combat the jamming.

The set of modulation schemes used at S is represented
by C = {Ci,C,,---,Cy} and M is the total number of
modulation schemes. The available transmit power set of S
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TABLE 2. List of abbreviations.

Abbreviations Description

DQN Deep Q-Network

ACK/NACK Acknowledgement/Negative Acknowledgement
PER Packet Error Rate

SER Symbol Error Rate

SINR Signal-to-Interference plus Noise Ratio
SNR Signal-to-Noise Ratio

JNR Jamming-to-Noise Ratio

NE Nash Equilibrium

PSO Particle Swarm Optimization

BPSK Binary Phase Shift Keying

QPSK Quadrature Phase Shift Keying

M-QAN M-ary Quadrature Amplitude Modulation
DRL Deep Reinforcement Learning

MDP Markov Decision Process

QL Q Learning

CSI Channel State Information

LTE Long Term Evolution

PSS Primary Synchronization Signal

SSS Secondary Synchronization Signal

FCN Fully Connected Neural Network

PERT Prioritized Experience Replay Technique
RERT Random Experience Replay Technique
QIiERT Quantum-inspired Experience Replay Technique

is Ps = {Pl,Pg, e ,Pés} and Lg is the maximum level
of transmit power. For J, the set of modulation schemes
is J = {Ji1,J2,---,Jn} and N is the total number of
jamming modulation schemes. The available jamming power
setis Py = {P},P%, - ,Pf’} and L; is the maximum
level of jamming power. The set of jamming time ratios is
denoted as A = {Ay, A2, - -+, AR}, where R is the maximum
level of the jamming time ratio and A, € (0,1],r =
1,2, ---, R. The discretization of transmit power, jamming
power, and jamming time ratio is intended to accommodate
practical strategy-making methods for rapid implementation
of effective strategies [5], [6], [24], [25], [28]. During the
process of electronic countermeasures, S and J adjust their
strategies independently.

B. JAMMING SIGNAL

Referring to the signal model proposed in [5], the low pass
equivalent of the transmission signal s(¢) can be represent as
s(t) = 2% /Pssig(t —kT), where Ps € Pg is the average
signal power, g(?) is the real valued pulse shape, and T is the
symbol interval. s; denotes the symbol coming from one of
the possible constellations in C.
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FIGURE 2. Signal model of the jamming process.

The jamming signal process is clearly shown in Figure 2.
It is assumed that s(¢) passes through the wireless channel
while being attacked by a jamming signal represented as
v(t) = 22 /Prvig(t — kT), where P; is the jamming
signal power and v; denotes the jamming symbol coming
from one of the possible constellations in 7. If there is a
coherent receiver and perfect synchronization, the received
signal after matched filtering and sampling at the symbol
intervals is given by i = «/Pshssi + /Pyhyvi + ni, where
hs and hjy denote the wireless channels from D to § and
J, respectively. ni is the zero-mean additive white Gaussian
noise with variance o2. Let A € A denote the jamming time
ratio utilized by J. It has been proved in [5] that, J will
concentrate its energy to jam the communication signal for
a portion of the time to achieve better jamming effects when
J has limited jamming energy, i.e., given a jamming time ratio
A and power P, J transmits the jamming signal with power
Pjy/A.

C. GAME FORMULATION

When both S and J are intelligent, meaning that they can
sense the environment and adaptively adjust their strategies
to maximize their own utility, it is crucial to model the
confrontation between them. Game theory, with its powerful
concept of equilibrium, is a natural tool to explore such a
problem. The equilibrium, if it exists, represents a strategic
point where both S and J would like to stick to, as deviating
from this equilibrium strategy would result in diminished
utility for either party [30], [31].

The confrontation between S and J can be modeled
as a non-cooperative game. In the game, S focuses on
successfully transmitting more bits per unit of power by
choosing an appropriate modulation scheme and power level.
On the contrary, J aims to reduce the number of correct
bits received by D while reducing its own energy con-
sumption. Specifically, J selects the appropriate modulation
scheme, power level, and jamming time ratio to achieve its
intent.

When J knows the modulation scheme and signal power
of S, the existing literature [5] provides the corresponding
formula to calculate the error probability at the receiver.
Assuming that the victim communication signal is an
M-QAM signal, the error probability of the M-QAM victim
signal affected by the jamming signal v along any signal
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dimension is given by Eq. (1), as shown at the bottom of
the page. din is the minimum distance of the underlying
modulation scheme [32], M is the order of the constellation.
SNR is the received signal-to-noise ratio at D, which can
be calculated as G';SZPS, where G, = |hs|®. INR is the
received jamming-to-noise ratio at D, which can be calculated

Gp y Py _ 2
as —% , where G, = |hy|°.

Considering the influence of jamming time ratio A,
according to [5] and [6], the overall symbol error rate ser is

given as follows.

: JNR )
ser = Ap.(j, SNR, T) + (1 —A)p.(j,SNR,0) (2)

After calculating the SER of the jammed communication
signal, the packet error rate per can be further obtained
according to the relationship between per and ser which is
shown in Eq. (3), where Ny, is the number of symbols in
one packet.

per =1 — (1 — ser)Nom )

In actual communication systems, certain error correction
coding schemes have been used to enhance the reliability of
the system. Considering the error correction capability of the
communication system, the tolerable SER threshold « is set.
It means that a packet is considered to be received correctly if
at most aNsy,, symbols in a packet are received in error at D.
Thus, Eq. (3) is rewritten as follows.

N N
er =1 — Sym ka — Neym—k 4
p Z( r ser” ( ser) 4)
k=1
where Ny = Ny, indicates the number of incorrect

symbols. The summation term in the expression of per
represents the probability that the packet is received correctly.

Then, the number of accurately decoded symbols in the
correctly transmitted packets is N(1 — per)(1 — ser)Nyyp.
If the number of bits contained in a symbol is denoted by
npir, the number of corrected decoded bits of the N packets
is N(1 — per)(1 — ser)Ngypnp;;. Taking the power cost into
consideration, the utility of S can be defined as
_ N(1 — per)(1 — Ser)Nsymnbil

Py

s )
where Pg is the signal power used by S and i € {1, --- , Lg}.
The power consumption of S is normalized by the minimum
transmit power Pg. Besides, the number of successfully
transmitted bits is normalized by the total number of symbols
inside the N packets, which is NNjy,,. Therefore, the utility
of S defined in Eq.(5) can be expressed as

(I —per)(1 — ser)npi
C f@PPY

(6)

i Pi .
where f (P, Pé) = P—f. Once the transmission strategy of

S is selected, the valués of per and ser are affected by the
jamming strategy of J.

Given the modulation scheme set C and the transmit power
set Ps, S will choose an action pair (Cy,, Pg), where m €

{1,--- ,M}andie {l,---,Lg}, to maximize its utility us.
max g @)
CneC,PicPs

On the contrary, J tries to minimize the number of
successfully transmitted bits with less jamming power, thus
the utility of J can l_)e defined as —P’jN(l — per)(1 —
ser)Ngymnpir, where P/J € P is the jamming signal power
and j € {1, L;}. Similarly, the utility is normalized by the
total number of symbols NNy, and the maximum jamming
power Pf’ . So, the utility of J can be written as

_ —(1 = per)(1 — ser)npi
fPy P

®)

. Ly
where f (Pf’ , P’J) = % represents the normalized jamming

power. Given the stratejgy of S, J can influence per and ser
by choosing jamming strategies to increase its utility.

Given the modulation scheme set 7, the jamming power
set Pz, and the jamming time ratio set A, J can choose

an action triple (Jn,P'J,)\r), where n € {l,---,N},j €
{1,---,Ly},and r € {1, --- , R}, to maximize its utility ;.
max Wy 9

Jnej,PiePJ,)»reA

The confrontation between S and J is modeled as a non-
Zero-sum game in a non-cooperative situation. The utilities
ns and wy depend on the actions of J and S, i.e., power,
modulation scheme, and jamming time ratio. They can
proactively adjust their strategies to increase their utilities.
If S and J can obtain perfect information about each other,
a mixed-strategy NE can be achieved. Although S and J can
hardly obtain complete information about the opponent in an
electronic warfare scenario, we will solve the mixed-strategy
NE under the assumption of complete information so that it
can work as a benchmark.

IIl. MIXED STRATEGY NASH EQUILIBRIUM UNDER
COMPLETE INFORMATION

In the complete information game, the strategic information
of both players is public knowledge. In this case, S and
J need to know each other’s perfect information, such as
signal power and CSI [33]. When opponents’ information is
available, in a game with a finite number of players and a
finite-size set of strategies, there exists at least one mixed-
strategy NE [30], [31]. The specific mixed strategy can be

1 1
pe(v, SNR, INR) ~ 3 (1 — —) |:erfc (v SNR

M

110068

d, i d il
’;” + «/JNRV) + erfc (x/SNR ’;" - \/JNRV)] 1)

VOLUME 12, 2024



Y. Li et al.: Intelligent Jamming Strategy for Wireless Communications Based on Game Theory

IEEE Access

obtained through linear programming, numerical iteration,
or optimization algorithms. According to the adjustable
action sets of J and S in Section II, the mixed strategy of J is
p which is expressed as

P=P1,P2," " ,Dj» " s PNxL;xR) (1n)

where p; represents the probability that J chooses the j-th
action from the action space J x Pz x A with x representing
the Cartesian product. Similarly, the mixed strategy g of S can
be given as

q=(1,92, " . qi» ", QM xLs) (12)

where ¢; represents the probability that S chooses the i-th
action selected from the action space C x Pgs.

Among all mixed strategies, there is a pair of mixed
strategies (p*, g*) forming a NE, then the mathematical
expression of the NE can be written as

/J/J(p*’ q*) = ,U«J(P7 q*) (13)
us@*. q*) > usp*. q) (14)

According to the above description, both J and S have
the perfect CSI and strategy information of each other.
By referring to the payoff matrix of the confrontation, the
mixed strategy NE of the game can be found. To address
the game problem, we utilize the PSO method to find the
NE [34]. To attain the NE in the optimization outcome, it is
essential to appropriately design the fitness function of the
PSO algorithm. In the case of complete information, the
payoff matrices of J and S can be represented as A and
B, respectively. The fitness function can be set as Eq. (10),
shown at the bottom of the page, based on [34]. Similar
designs can also be found in [35] and [36]. Theoretically
speaking, if the fitness function achieves a minimum value
of 0, the PSO algorithm can provide the mixed strategy NE
solution. The steps of the PSO algorithm are briefly outlined
below.

1) INITIALIZE PARTICLE SWARM

The size of the particle swarm is N, and the maximum number
of iterations is g,... Then, the position and velocity of the
particle swarm are randomly initialized. The position vector
(p, q) of each particle satisfies the condition in Eq. (15) and
each component of the velocity is located in [—1, 1]. Then,
we make the current number of iterations t = 1.

ZPJ pj (15)
Zq,:l, 9= 0

2) FITNESS FUNCTION CALCULATION
The fitness function value of the particle can be calculated
according to Eq. (10). The individual extreme value Ppeg (7)

and global extreme value Gy Of the particle can be found
based on the fitness function value of the particle.

3) UPDATE AND NORMALIZATION
Firstly, the inertia weight w is calculated according to Eq. (16)
for subsequent needs.

= Opgr — Wmax — Wmin (16)
gmax
Then, we can update the particle velocity and position
vector according to Eq. (17) and (18). The position vector
of each particle is normalized in turn, so that the position
of each particle can be always in the feasible mixed strategy
combination space.

Vjt+l = a)vit + Clrl(Pbest(l.) - le) + C2”2(Gbest - Zit)
(17)
ZH =zt vl (18)

Among them, V! is the speed of the i-th particle at the
t-th iteration, Zi’ is the position of the i-th particle at the ¢-th
iteration. Pp.s (i) is the optimal solution currently found by
the i-th particle. Gpes; is the optimal solution currently found
by the entire population. w is the inertia weight, ry, rp are
random numbers between 0 and 1 and ¢, ¢ are learning
factors.

After updating the particle speed and position, the position
vector of each particle needs to be normalized in turn so that
the position of each particle belongs to the feasible mixed
strategy space.

4) TERMINATION AND OUTPUT

The particle’s individual extreme value Ppes (7)) and global
extreme value Gpess are updated. If the number of iterations
reaches gnar Or Gpesr reaches the accuracy requirement that
the fitness value function value f(Gpes) is less than the
specified threshold, the algorithm will stop and the optimal
particle Gp,y; is output, which is the approximate NE solution.
Otherwise, return to Step 2 and calculate the value of fitness
function.

IV. INTELLIGENT JAMMING STRATEGY-MAKING
SCHEME WITHOUT PRIOR INFORMATION

A. PROCESS ANALYSIS

Due to the non-cooperative nature of J and S, it is challenging
for § and J to obtain each other’s information. Many
existing anti-jamming schemes formulate the utility based
on the worst-case assumption that the received SNR/JNR
at the legitimate receiver is accessible to J. However, it is
problematic for J to acquire SNR/JNR at D when attempting
to optimize its jamming strategy. The utilities designed in
Eq. (6) and (8) cannot work directly in this case.

f(p. q) = max(max(A(; opT —qApT), 0) + max(max(gB(:.) - gBp”), 0) (10)

VOLUME 12, 2024
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In the considered system of Section II, the reliability of
the communication between S and D is ensured by the ACKs
feedback mechanism. The ACKs feedback can be received
by both S and J. Although per and ser in the utilities cannot
be derived from p, in Eq. (1) without prior information about
S, J can monitor the ACKs feedback sent by D and make
an approximate estimation of per. Furthermore, J can derive
ser by using Eq. (4). In this way, it is possible for J to
derive the correctly transmitted bits in Eq. (8). Similarly, S
can also estimate per and ser through the ACKs feedback
from D. A decrease in the number of ACKs indicates a
higher error rate at D. In response, S needs to increase the
transmit power or reduce the modulation order to ensure
reliable communication. Otherwise, J needs to increase the
jamming power and adjust the modulation or jamming time
ratio to enhance jamming effectiveness.

Both J and S use the ACKs feedback to estimate their
utilities and then adjust their strategies. It means that they
do not need to know each other’s perfect information,
such as signal power and CSI. During the process, they
engage in continuous interaction to get better strategies.
RL happens to be a method that learns by interacting with the
environment and adjusts strategy according to the feedback
signals or rewards from the environment. QL and DQN
are classical algorithms in RL. However, QL converges
slowly when learning in high-dimensional complex space.
Compared with QL, DQN uses neural networks to estimate
the Q-value function, which has more advantages in dealing
with strategy-making problems of high-dimensional complex
spaces. So far, the DQN algorithm has been used to solve the
anti-jamming problem [37], [38], [39].

Jammer Start

Take Action

Deep Q-Network

Yes
Experience Pool
ull?

No

Electromagnetic
[Environment Change

Feedback; Rewards;
To Experience Pool

Intelligent
strategy

Convergence?

FIGURE 3. Jamming strategy-making process.

On this basis, an intelligent jamming strategy-making
method is proposed, its specific execution process is shown in
Figure 3. Both the transmitter and the jammer use the DQN to
learn better strategies when the experience pool is full. This
solution is based on the non-zero-sum game in Section II and
the rewards of the strategy-making network originates from
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the utilities designed in Eq. (6) and (8). The details of the
proposed method are given as follows.

B. THE MDP FORMULATION AND RL ELEMENT SETTINGS
According to the system model described in the previous
sections, the strategy-making in the non-cooperative con-
frontation between S and J is analogous to the state transition
process. To move to the next state, both S and J choose an
action in the current state. Next state is only associated with
the current state and action. Therefore, the DQN method is
designed on an MDP, which is defined by a tuple (S, A, R),
where S, A, and R are the state space, the action space,
and the immediate reward of the network, respectively. In the
specific process, the system time is divided into K time slots
and each slot is indexed by k € {1,--- ,k,---,K}. A time
slot is the smallest unit for the transmitter and the jammer to
take an action.

o State S: The states encompass the historical actions
and environmental observations of J and S. We define
the states of them in the k-th time slot as sﬁ, s'§, which
mainly describe the current environment of J and S.
Specifically, the state s§ of J can be recorded as

k __ k—w k—w _k—w k—1 k—1 k-1
SJ_(NACKS’C ,dy "“’NACKS’C »dy )
(19)

where N /licm and C* are the number of ACKs and the
modulation scheme of the communication signal, which
can be detected and identified by J. a§ denotes the action
of J at time slot k.

Similarly, the state s’§ of S can be written as

k _ k—w gk—w _k—w k—1 k—1 k-1
sg = (Nycgye " g s Nyegen I v ag )
(20)

where J k, a1§ represents the modulation scheme of the
jamming signal and the action of S at time slot k. There
is a parameter w in Eq. (19) and (20), which denotes
the length of previous observations or actions. Different
values of w have a certain impact on the results, which
will be discussed in the subsequent content.

e Action A: As mentioned in Section II-A, J tries to
select the jamming modulation scheme, jamming power
and jamming time ratio to degrade the communication
between S and D. In the k-th time slot, the action of J
is denoted as a§ = (Jy, P’J, ), which belongs to the
action space J x P x A. The dimension of a§ is 3 and
the size of the action space of J is RNLy, it means that
there are RNL; choices. In the same way, S adjusts the
modulation scheme and the transmit power to maintain
its quality of communication. In the k-th time slot, the
action of S is denoted as a’§ = (Cp, Pg), which belongs
to the action space C x Pg. The dimension of alg is 2 and
the size of the action space of S is MLg, namely, S has
MLg choices to send the signal.

« Reward R: In an electronic warfare scenario, in order
to solve the jamming game in Section II-C, the utility
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FIGURE 4. The DQN-based jamming strategy-making process in k-th time slot.

of J is used as the reward. The DQN algorithm is used
to find the optimal jamming strategy to maximize long-
term average utility of J. Therefore, the reward in the
k-th time slot of J is defined as

—(1 — per)(1 — sérink..
fPY . P

where per and ser are calculated based on ACKs from
D in the k-th time slot. fzﬁ” is the estimated number of
bits in a symbol, which can be calculated based on the
jammer’s sensing result about the modulation scheme
used by S. The denominator term represents the power
cost of J. The reward defined here only includes the
information of J and its detected information.

Similarly, the reward r§ of S can be written as

k= 1)

(1 — pery)(1 — sérink..
f(Ps, Py)

where n’,jit is the number of bits in one symbol. The
rewards for J and S are designed based on the utility
functions of the game. At the conclusion of each time
slot, the rewards for the actions can be calculated based
on the received ACKs immediately.

rk = (22)

C. DQN-BASED INTELLIGENT JAMMING

In the considered case, both S and J are aware of each other’s
existence, but they do not share any information. However,
they can calculate their rewards based on the feedback ACKs
using Eq. (21) and (22).

In the proposed DQN-based strategy-making method, J
and S individually train their own strategy-making networks
and adjust strategies to maximize their cumulative rewards
through learning from current states and historical data.
This real-time learning and strategy adaptation process
occurs autonomously. A synchronous time-slotted system
is considered, i.e., the time slots of the jammer and the
intelligent transmitter are aligned [40]. The structure and
parameter configuration of both DQNs are identical. Hence,
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only the structure and parameters of the jammer’s DQN will
be described in detail thereafter.

In the specific process, at each time slot, S and J perform
actions to transmit communication signals and jamming
signals, respectively. The state of the agent of J in the
k-th time slot is s’}, which mainly describes the current
environment state of the agent of J. The agent of J adopts a
greedy strategy, and a specific action a§ will be performed
by learning current and partial historical information. The
greedy strategy implies a trade-off between exploration and
exploitation, aiming to strike a balance between exploring
new actions and exploiting the best action known at the
moment. The actions of J and S are made simultaneously.
In order to calculate the reward, J estimates the SER and PER
as ser and per through the received ACKs sent by D. Then,
the jamming reward r}‘ can be obtained. After one time slot,
the agent of J moves to the next state sﬁ“, and it can get an
experience of ¢; = (s’}, a’j, rf, sﬁ“).

Next, the agent of J will store its experiences in the
experience pool M of its own. When the experience pool is
full, it will take a mini-batch from M} to update the network.
This technique is defined as experience replay and the data
correlation can be reduced using this technique [41].

The DQN-based jamming strategy-making process in k-th
time slot is shown in Figure 4. The Q-function Q(s, a, ) is
the estimated long-term reward of J after executing the action
a§ under the state sﬁ, and 6 is the weight vector of the DQN.
Refer to [41], the DQN-based strategy-making scheme adopts
a dual neural network structure. The purpose is to obtain
better and more stable performance during the process of
training.

In this scheme, both the agent of J and the agent of S
have the train DQN and the target DQN with the weights
vector 9}‘, Gb]f and GA}‘ é_é‘, respectively. In the k-th time slot,
the agent of J selects a mini-batch /\/llj with K experiences
randomly sampled from the experience pool M; and uses
the stochastic gradient descent algorithm to minimize the
estimation error between the training DQN and the target
DQN. The expression of the prediction error as the loss

110071



IEEE Access

Y. Li et al.: Intelligent Jamming Strategy for Wireless Communications Based on Game Theory

function is shown in Eq. (23), as shown at the bottom of the
page, where § is the discount factor for future expectations.
The gradient to the weight vector of the updated train-DQN
is shown in Eq. (24), as shown at the bottom of the page.
Repeat the above process until the long-term average benefit
becomes stable.

The whole process is also carried out simultaneously at the
agent of S. On the whole, in the k-th time slot, the transmitter
and the jammer perform actions to transmit communication
signals and jamming signals, respectively. Upon successful
packet reception, the receiver sends an ACK signal to the
transmitter, which can also be received by the jammer. Based
on ACKs, the transmitter and the jammer can calculate their
rewards rg‘, r}‘ respectively. They are rewarded differently
for changes in their actions. In this manner, the DQNs of
the transmitter and the jammer learn through continuous
interactions to develop transmission strategies that result in
greater rewards for § and J. The specific execution process
can be found in Algorithm 1.

Algorithm 1 The Proposed DQN-Based Scheme

1:Construct DQNs at J and S, set their experience pools M,
and Mg, respectively
2:Initialize target-DQNs and train-DQNs for both S and
J randomly with DQNs’ weights é}‘ = 0}‘, é§ = 0§,
respectively
3:J and S choose actions randomly, store their experience ey,
es into M, M, respectively
4:Repeat
4.1:J, S observe their own states sﬁ, slg, respectively
4.2:J, S choose their own actions aﬁ, aé, respectively
4.3:J, S calculate their own rewards rf, r§ , respectively
4.4:J, S get their next states s§+l, s§+l, respectively
4.5:.J, § store their experience ey, es into My, Mg,
respectively
4.6:J, S randomly sample experience from M, Mg
to update the weights 9}‘ , 0§ of train-DQN, respectively
4.7:J, S respectively update the weights ok, é§ of target-
DQN using the weights 6%, 9§ per slot
Until convergence

D. DQN ARCHITECTURE AND COMPLEXITY ANALYSIS

The design of the DQN is critical because an excessive
number of neurons can cause problems such as high
computational complexity, slow convergence, and overfitting,
while too few neurons will degrade the learning performance.

For the DQN structure in this work, it contains a FCN.
The input and output layers of the network contain N,
N, neurons, respectively. They represent the number of
elements contained in the state of the DQN and the size
of the action space. There are two hidden layers in the
network, which contain 256 and 128 neurons, respectively.
The numbers of the hidden layers are designed to avoid
overfitting and optimize the performance as well as the
convergence speed. For each time slot, one forward prop-
agation and one backward propagation are required. The
complexity of the proposed scheme is analyzed by calculating
the computational complexity of forward propagation and
backward propagation. The computational complexity of the
forward propagation is mainly related to the number and
the size of the hidden layers, and the complexity of the
backward propagation is the same as that of the forward
propagation. Therefore, the complexity of the DQN scheme
is about O(28N, + 27N, 4 215).

V. SIMULATION RESULTS AND DISCUSSIONS

A. SIMULATION SETUP

In the following simulation, the widely used path loss model
is used to model the channel gain. According to [42], the
specific channel gain Gy, can be written as

c 2 dy p
Gh=\—— —
4 Fody d

where d represents the distance between J and D or the
distance between S and D, c is the speed of light, Fy is the
center frequency of the wireless signal, dy is the far-field
reference distance of the antenna, and B is the path loss
exponent.

It is proven in [5] and [6] that the jamming signal using
BPSK or QPSK has the optimal jamming effect for various
digital communication signals. Therefore, in the following
simulations, the modulation sets for S and J are set as
{BPSK, QPSK, 16QAM} and {BPSK, QPSK}, respectively.
To accommodate the DQN method, we discretize the signal
power and jamming time ratio. Additionally, considering
the interleaving technique in wireless communications,
ajamming time ratio that is too small cannot achieve effective
jamming. Therefore, the jamming time ratio is set to different
discrete values, with a minimum value of 0.25. More specific
and detailed parameter settings are given in Table 3.

The details of the simulations: The modeling of S,
D, and J is constructed by Matlab R2020b. Based on
Matlab, the digital communication link is programmed and

(25)

1 "
LO) = 5 2 g +8max Qi ™ 6) — 0} af, 7))
ay
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TABLE 3. Simulation parameters and numerical settings.

Parameter Value or Configuration
the distance between S and D 500m
the distance between J and D 700m
the power set of S, Ps {5W,10W,15W,20W,25W,30W }
the power set of J, P 7 {10W,20W,30W }

the modulation set of S, C {BPSK, QPSK,16QAM}

the modulation set of J, [J {BPSK, QPSK}

the jamming time ratios, A {0.25,0.5,0.75,1}

central frequency, Fo 900MHz
noise power, o2 —114dBw
far-field reference distance, dg 20m
path-loss exponent, 3 3
tolerable SER threshold, « 0.1

implemented, as well as the generation of the jamming signal,
as illustrated in the left part of Figure 4. This component is
responsible for generating the communication results (i.e.,
N /]‘(CKS, modulation schemes) under different transmission
strategies of S and J. The proposed intelligent jamming
strategy-making scheme is implemented by Python (Version
3.9) and TensorFlow (Version 2.2.0). This component is
responsible for receiving communication results, calculating
rewards, learning, and generating output actions accordingly.
These are illustrated in the right part of Figure 4. The ReLU
activation function is applied to each hidden layer and the
RMSprop optimizer is used. The simulation programs are
executed with a personal computer with a single CPU (AMD
R7-4800H) inside.

Hyperparameters have a significant influence on the
performance of the intelligent strategy-making scheme. The
primary hyperparameters are the learning rate Ir, the update
interval Ty.p, and the exploration probability ¢ of &-greedy
algorithm. The learning rate determines how much the neural
network adjusts the weights as the gradient is updated.
An inappropriate choice of learning rate can make the training
process difficult or too slow to converge. The target network
is used to stabilize the training process, and a suitable update
interval between the train network and the target network can
make the training process stable and have good convergence.
€ is an important parameter used to balance the exploration
and exploitation in the learning process, and its inappropriate
value will lead to a local optimum or failure to learn
an effective strategy. Accordingly, after continuous trials,
we empirically set the learning rate, update frequency and &
to 0.01, 100, and 0.6, respectively. The learning rate and the
parameter ¢ for balancing exploration and exploiting decrease
by a coefficient of mﬁ during the training process of the
network. The sizes of experience pool and mini-batch are
500 and 32. The simulation is conducted for 4 x 10* time
slots.

VOLUME 12, 2024

B. COMPARISON SCHEMES

In order to verify the performance of the proposed jamming
strategy-making scheme based on DQN algorithm, the
following learning-based or basic strategy-making schemes
are set up for comparison.

e QL scheme: QL is a common method that has been
widely used earlier. It estimates the value of each action
and makes decisions by recording the Q-values of all
actions in a locally stored table.

o JB scheme: JB-based jamming strategy scheme was
proposed in [28]. By constantly evaluating and updating
the benefits of each choice, it tends to select the action
which leads to relatively high benefits based on the
evaluation of the action benefits in the previous step.

o Random strategy: This scheme means that J randomly
selects action from the whole action space with the same
probability. This is a classic jamming method.

In the following, the mixed-strategy NE solved by PSO
algorithm under the assumption of complete information will
be introduced, which can be regarded as a benchmark for
subsequent simulations. Then, the value of w and experience
replay techniques are discussed for the proposed DQN
scheme. Finally, the average utilities of J and the jamming
effects are compared for various jamming schemes.

C. APPROXIMATE MIXED STRATEGIES WITH COMPLETE
INFORMATION

When both parties have each other’s information, the non-
zero-sum game in Section II can be solved by the PSO
algorithm.

Considering the larger dimensions of action space, the
population size N, is set to 500. According to the relevant
literature [34], [35], [36], the fitness function accuracy
threshold is set as 10~%. The values of Wmax and w,,;, are set
to 0.9 and 0.4, respectively. After several simulations, it has
been found that the threshold accuracy requirement of the
fitness function can be satisfied when the number of iterations
exceeds 800. Therefore, we empirically set the maximum
number of iterations to 1000 to ensure that the accuracy meets
the requirements.

Under such a parameterization, the simulation is conducted
in Python and repeated 10 times so that an average value
of the results can be obtained as a benchmark for the
following simulations. During the process of solving the
game equilibrium, the values of the fitness function in ten
simulations have similar trends and all converge to 0. For
convenience of observation, Figure 5 displays the fitness
function curves. The lines with different colors are the fitness
function curves of PSO algorithm for 10 simulations.

After ten executions of PSO algorithm, we can find that
the value fitness always meets the accuracy threshold after
800 iterations. With the value of fitness function reaching
the threshold requirement, the simulation results of PSO
algorithm can be considered as an approximate NE. In this
case, the average value of utilities obtained by 10 simulations
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FIGURE 5. Values of fitness function of the PSO algorithm.

is taken as the benchmark for the utility of the jammer.
After calculating, the benchmark of the jammer’s utility is
—0.1736.

D. EFFECTIVENESS OF THE DQN SCHEME

When § and J are aware of each other’s existence but do
not share any information, they can independently adjust
strategies using the proposed DQN scheme. In the design of
the rewards, the number of previous actions or observations
that is determined by w in Eq. (21) and (22), has a certain
impact on the performance. Better learning effect can be
obtained for the DQN scheme by using larger values of w.
However, the increase of w will increase the computational
complexity, so it is necessary to select an appropriate w to
strike a balance between the complexity and the performance
gain.
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FIGURE 6. Influence of w and experience replay techniques.

Subgraph (a) of Figure 6 shows the influence of different
values of w on the convergence of the jamming utility. The
number of time slots for the simulation is long enough so that
curves with different values of w are converged. We can see
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that the values of w do not influence the converged value of
the utility. However, the jammer’s utility grows faster at w =
4 or 5 compared to w = 3. Additionally, we have recorded
the running time during the simulation of 4 x 10* time
slots for different values of w. The average running time
of the program for w = 3, 4, and 5 is 5612s, 6457s, and
7340s, respectively. It can be found that larger value of w
brings faster convergence of the utility, but also results in
higher computation complexity. To balance the convergence
speed and the computation complexity, we set w = 4 in the
following simulations.

Another way to speed up the convergence of the DQN
based scheme is to use advanced experience replay methods,
such as QiERT, PERT [43], [44]. These advanced replay
techniques can improve the convergence at the cost of
computational complexity for problems with large action
space, unstable environments, or high data acquisition costs.
In subgraph (b) of Figure 6, the utility curve using PERT is
shown to compare with RERT used in this paper [44]. We can
see that using PERT does speed up the learning process.
Compared to RERT, the jamming utility can converge about
1500 time slots earlier. However, PERT requires ranking and
selection of the experiences, which increases the complexity
of the algorithm. The running time during the simulation
of 4 x 10* time slots using PERT and RERT is 7924s and
6457s, respectively. Specifically, time costs of PERT have
increased by 22.72%. To balance the learning speed and the
computational cost, the basic RERT is used in the following
simulations.

To show the effectiveness of the proposed DQN scheme,
various jamming schemes are compared in Figure 7. The
dashed line represents the jamming utility with complete
information. After convergence, the DQN scheme can
achieve similar utility values as the complete information
case. Specifically, the converged utility of the DQN scheme
is only 0.12% less than the jamming utility achieved by the
approximate mixed-strategy NE, which is the ideal utility
under complete information. The jamming utility values of
QL scheme and JB scheme are respectively 6.28% and
28.00% less than the jamming utility of the approximate
mixed-strategy NE.

Compared to the learning-based schemes, the proposed
DQN scheme not only achieves better jamming utility but
also has a faster convergence speed. In terms of convergence
speed, the DQN scheme converges after 16000 time slots
and remains near the NE utility. The QL scheme does not
reach convergence until 20000 time slots. The reason is
that the size of the Q-value table of the QL scheme is
related to the number of possible actions and the state space,
resulting in a larger size of the Q-value table and slower
convergence speed. Compared to random strategy and JB
scheme, the proposed DQN scheme shows a significant
performance advantage in terms of jamming utility after
convergence. It’s important to note that DQN uses neural
networks to estimate Q-value, which increases the amount of
computation per time slot. However, it is worthwhile to pay
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the corresponding computational costs in order to improve
the jamming performance.

In order to verify the jamming effects of various jamming
schemes, the average utility of J, the power consumption of
J, and PER at D after the 20000-th time slot are calculated.
The results are shown in Table 4.

TABLE 4. Utility, PER and power consumption of various schemes.

Jamming Schemes Utility PER P;(W)
DQN -0.1738 0.7493 16.6915
Q-Learning -0.1845 0.7071 17.5498
Jamming-Bandits -0.2222 0.6571 17.5885
Random -0.3257 0.5967 20.0000

It is evident that, compared to the random jamming
strategy, all three intelligent strategy-making schemes all
achieve better jamming effects using lower power consump-
tion. Compared with the other two learning-based methods,
the DQN scheme has a higher PER with lower jamming
power. It achieves the best jamming effect with the lowest
power consumption among all the jamming strategy-making
schemes.

E. ANALYSIS OF ASYNCHRONOUS JAMMING

The aforementioned simulations and results are based on
the precondition that J and S are synchronized [28]. This is
possible in practical wireless systems such as LTE because
they use signals like PSS and SSS for synchronization
between the victim receiver and the transmitter. When the
jammer encounters these signals, it can also synchronize with
the victim [28]. In Section III of complete information which
works as a benchmark, SER is used in the utilities of S
and J, so the jammer is assumed to be symbol-synchronous
with §. This assumption is strong. However, these results are
only shown as a benchmark to verify the effectiveness of
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the proposed DQN scheme. In Section IV of the proposed
DQN scheme, PER is used to calculate the rewards in
Eq. (21) and (22), where SER is estimated based on PER
which is evaluated using ACKs. In this case, J only needs
to be synchronous with S on a per-packet basis. Similar
assumptions have been made in [5], [25], [28], [38], [40],
[45], and [46]. However, if the jammer is not synchronized,
then the jamming performance could be degraded.

Here, we consider the jamming performance when J and
S are not synchronized with each other. In general, phase
offset and symbol timing offset can occur together in practical
wireless communication systems, here we do not consider
both these non-idealises together due to the complexity
involved in simulations. However, the framework developed
thus far is still applicable and can be extended to such
complex scenarios. Below, we focus on the effects of phase
offset on the jamming performance.

If there is a random phase offset between the jamming
signal and the communication signal, so that the signal at the
receiver can be equivalently represented as

. =/ Pshssi + \/PJhJVk€i¢ + ng (26)

where ¢ represents the phase offset at D and is regarded as a
uniform random variable between 0 and 27, and i = «/—_1 .

The parameter settings remain consistent with those in
Section V-A. Only a random phase offset is added between
the jamming signal and the communication signal. The utility
of the jammer is shown in subgraph (b) of Figure 8.
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FIGURE 8. Utilities of S and J without/with phase offset.

It can be observed that, considering the phase offset, the
average utility of J after convergence is slightly lower than
the synchronized case. Particularly, let (0.1034, —0.1771)
represent the utilities of S and J in the presence of phase
offset. Compared to the utilities (0.1009, —0.1736) without
phase offset, the utility of J decreases by 2.02% while the
utility of S increases by 2.51%. The numerical change in
utility is subtle in the case of considering phase offset. The
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corresponding research issues also exist in [6], showing that
the effects of the asynchronous problem are relatively minor.

VI. CONCLUSION

In this paper, we model the interaction between the jammer
and the transmitter in an electronic warfare scenario as
a non-zero-sum game, where both the jammer and the
transmitter can proactively adjust their strategies. Due to the
non-cooperative nature of the jammer and the transmitter,
a DQN-based jamming strategy-making method is proposed
to learn the intelligent jamming strategies without complete
or partial information about the transmitter. The rewards
are designed to utilize the ACKs feedback mechanism of
the communication system. Compared to the benchmark of
approximate mixed strategies NE under the complete infor-
mation, the proposed DQN method can quickly converge and
stabilize near the jamming utility provided by the benchmark.
Compared with other classical learning-based methods, the
proposed DQN method can provide intelligent jamming
strategies that result in a higher PER for the communication
party with reduced jamming power consumption.
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