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ABSTRACT The rapid advancement and integration of artificial intelligence (AI) in various domains of
society have given rise to a complex landscape of public concerns. This research endeavors to systematically
explore these concerns by employing a multi-stage methodology that combines large-scale social media data
collection from Twitter and advanced text analytics. The study identifies seven distinct clusters of concerns,
encompassing privacy and security, workforce displacement, existential risks, social and ethical implications,
dependency on AI, misuse of AI, and lack of transparency. To further contextualize these findings, the
Delphi method was employed to gather insights from AI ethics experts, providing a deeper understanding of
the public’s apprehensions. The results underscore the critical need for addressing these concerns to foster
public trust and acceptance of AI technologies. This comprehensive analysis offers valuable guidance for
policymakers, AI developers, and stakeholders to navigate and mitigate the multifaceted issues associated
with AI, ultimately contributing to more informed and responsible AI deployment. By addressing these
public concerns, the study aims to pave the way for a more ethically sound and socially acceptable integration
of AI into society, ensuring that the benefits of AI can be realized while minimizing potential risks and
negative impacts. Through this systematic approach, the research highlights the importance of continuous
monitoring and proactive management of AI-related concerns to sustain public confidence and promote
beneficial AI innovation.

INDEX TERMS Artificial intelligence, AI concerns, social media analysis, AI governance, responsible AI.

I. INTRODUCTION
In today’s rapidly evolving world, the significance and ben-
efits of artificial intelligence (AI) cannot be overstated [1].
From enhancing efficiency in various industries to revolu-
tionizing healthcare [2] and transportation [3], [4], AI holds
immense promise for shaping our future. AI technologies
streamline processes, enable advanced data analysis [5],
and facilitate innovative solutions across numerous domains,
driving economic growth and improving the quality of
life [6], [7]. However, hand in hand with the advancements in
AI technology come profound concerns regarding its ethical
implications and societal impact [8], [9].
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The emergence of generative artificial intelligence, exem-
plified by tools like ChatGPT, Midjourney, and DALL-E
3, has brought these concerns to the forefront of public
discourse [10], [11]. Questions surrounding privacy, bias,
accountability, and the potential for job displacement have
colored the AI landscape with complexity and urgency [12],
[13], [14], [15]. As AI systems become more integrated
into daily life, the necessity of addressing these ethical and
societal issues grows more pressing. Failure to do so could
result in significant negative consequences, including erosion
of public trust, increased inequality, and unintended harmful
behaviors by AI systems.

While existing research has extensively explored the
ethical implications of AI, particularly in healthcare and edu-
cation, there remains a significant gap in our understanding
of how these concerns are expressed and evolve in real-time
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public discourse [16]. Social media platforms, with their vast
and dynamic user-generated content, offer a unique oppor-
tunity to capture and analyze the public’s sentiments, fears,
and expectations regarding AI. However, few studies have
systematically examined this rich source of data to identify
and prioritize AI-related concerns.

Furthermore, the rapid pace of AI development and deploy-
ment often outstrips the ability of researchers and policy-
makers to anticipate and address emerging ethical challenges.
This creates a need for more agile and responsive approaches
to identifying and addressing AI-related concerns. Addition-
ally, while many studies have proposed ethical guidelines and
frameworks for AI, there is a lack of research that combines
large-scale public opinion analysis with expert-driven solu-
tions to create actionable recommendations for addressing AI
concerns.

Addressing these concerns is paramount, for they resonate
deeply within society and directly influence public perception
and acceptance of AI technologies. AsAI continues to perme-
ate various facets of our lives, it becomes imperative to delve
into these issues, not only to mitigate risks but also to ensure
that AI development aligns with ethical standards and societal
values. By doing so, we can foster a more inclusive and
equitable technological landscape where AI serves as a force
for good.

Against this backdrop, social media platforms have
emerged as invaluable repositories of public opinion and
discourse [17], [18], [19]. These platforms provide real-time,
diverse, and dynamic data reflecting the thoughts and feelings
of a broad spectrum of society, making them crucial tools for
understanding and addressing concerns. Social media offers
a unique opportunity to gain insights into public concerns
surrounding AI, leveraging the rich trove of data available to
identify trends, priorities, and sentiments.

This research aims to bridge the identified gaps by
employing a novel, multi-stage methodology that combines
large-scale social media data analysis with expert insights.
By doing so, we seek to provide a more comprehensive and
nuanced understanding of AI-related concerns as they emerge
and evolve in public discourse. This approach allows for the
identification of concerns that may not be captured by tradi-
tional research methods, while also providing a mechanism
for rapid response to emerging issues.

Thus, this research endeavors to conduct a meticulous
and data-driven examination of AI-related concerns within
social media. By employing text mining techniques and a
systematic Delphi method, we aim to identify, categorize, and
prioritize these concerns. Moreover, by engaging AI experts,
we seek to formulate actionable recommendations to address
these concerns effectively. This approach not only ensures
a comprehensive understanding of public sentiment but also
bridges the gap between public concerns and expert solutions.

The objectives of this research are threefold:

1. To elucidate the prevalent concerns of individuals and
society regarding AI through a systematic analysis of

social media discourse, providing a real-time snapshot
of public sentiment.

2. To discern the priorities and evolving trends of these
concerns, enabling a more responsive approach to
addressing ethical and societal issues in AI develop-
ment.

3. To propose actionable measures for governments,
developers, consumers, and other stakeholders to tackle
these concerns proactively, based on a synthesis of
public sentiment and expert knowledge.

The necessity of this research is underscored by the rapid
integration of AI into everyday life and the potential for its
impact to outpace regulatory and ethical frameworks. By sys-
tematically analyzing public concerns, we can preemptively
address issues before they escalate, ensuring that AI devel-
opment proceeds in a manner that is both beneficial and
ethically sound.

This study’s unique contribution lies in its integration of
large-scale social media analysis with expert insights, pro-
viding a more comprehensive and nuanced understanding of
AI-related concerns than previous research. By combining
these approaches, we aim to create a bridge between public
perception and expert knowledge, facilitating more effective
and responsive AI governance and development strategies.

Looking ahead, this paper will proceed as follows:
Section II will provide a comprehensive review of the lit-
erature on AI concerns, contextualizing our research within
the existing body of knowledge. Section III will delineate the
methodology employed in this study. Section IV will present
the findings derived from our analysis. Finally, Section Vwill
discuss implementation strategies, and outline the limitations
of our research while charting a course for future investiga-
tions.

II. LITERATURE REVIEW
A. OVERVIEW OF AI TECHNOLOGIES AND THEIR
APPLICATIONS
Artificial Intelligence (AI) has transformed various sectors
by automating tasks traditionally performed by humans and
enhancing efficiency [20], [21]. Machine Learning (ML),
a core AI framework, allows algorithms to learn from
historical data without explicit programming, leading to
advancements in various fields [22]. The integration of AI
in organizations has necessitated upskilling and reskilling of
workers to adapt to the changing landscape [20]. The continu-
ous growth in computing power, availability of vast data, and
algorithmic innovations are key drivers of AI development.
AI technologies have played a significant role in improving
food safety, and healthcare, and aiding in poverty alleviation
efforts [23], [24], [25], [26], [27].

The historical development of AI has paved the way for
its current applications across diverse domains, including
medicine, education, and economics [28], [29], [30]. AI’s role
in enhancing mental health care, diagnosing diseases, and
optimizing treatment processes underscores its significance
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in improving human well-being [28], [31]. Moreover, AI has
been crucial in advancing learning processes, with models
that promote learning through intelligent systems [32]. The
evolution of AI has led to the emergence of sophisticated tools
like chatbots and language models, transforming educational
paradigms [29], [33].
Ethical considerations in AI have gained prominence as

the technology becomes more pervasive, necessitating the
operationalization of AI ethics to address associated chal-
lenges [34], [35]. The potential biases in AI systems, particu-
larly in healthcare and societal contexts, have raised concerns
regarding fairness and equity [36], [37]. Stakeholder engage-
ment in AI development is crucial to ensure alignment with
diverse perspectives and values, emphasizing the need for
inclusive practices [38]. Furthermore, the ethical implications
of AI in legal services highlight the importance of aligning
technological advancements with legal frameworks [39].
AI’s impact on various industries, such as cybersecurity,

climatology, and urban planning, underscores its versatility
and potential for addressing complex challenges [23], [40],
[41]. The application of AI in flood prediction, data mining,
and healthcare prognosis demonstrates its utility in enhancing
decision-making processes [42], [43], [44]. Additionally, AI’s
integration in radiology and medical imaging showcases its
potential to revolutionize diagnostic practices and improve
patient outcomes [45], [46].

The development of AI over time and its current uses
illustrate a transformative journey that has revolutionized
industries, improved decision-making, and brought about eth-
ical dilemmas. As AI progresses, tackling biases, upholding
ethical standards, and involving stakeholders will be crucial
to fully leveraging its benefits for societal advancement.

B. AI ETHICAL AND SOCIETAL CONCERNS
Ethical and societal concerns surrounding artificial intel-
ligence (AI) have become increasingly prominent as AI
technologies continue to advance. One of the key issues is
privacy, as AI systems often rely on vast amounts of data,
raising concerns about how this data is collected, stored, and
used [47]. Additionally, bias and fairness in AI systems have
been identified as critical challenges, with the potential for AI
algorithms to perpetuate or even exacerbate existing societal
biases [48]. Ensuring accountability and transparency in AI
decision-making processes is crucial to building trust in these
systems and understanding how they arrive at their conclu-
sions [49]. Moreover, the potential for job displacement and
economic inequality due to automation and AI technologies
is a significant societal concern that needs to be addressed
through policy and education [50].
Public trust in AI is essential for its widespread acceptance

and adoption, and understanding the societal implications
of AI is crucial for policymakers, developers, and users
alike [51]. Trust in AI-assisted decision-making is a key
factor that influences how these systems are perceived and
utilized [49]. By evaluating trust in AI systems, researchers

can better understand how to design systems that are trust-
worthy and reliable. Expectations surrounding AI and ethics
play a significant role in shaping societal attitudes towards
these technologies [51]. As societal expectations evolve, it is
essential to consider how ethics are performed and perceived
in the context of AI development and deployment.

In healthcare, the ethical implications of AI and robotics
are particularly salient, with considerations around privacy,
bias, fairness, accountability, transparency, autonomy, and
human oversight being paramount [47]. These technologies
have the potential to revolutionize healthcare delivery but also
raise complex ethical dilemmas that must be carefully navi-
gated. Integrating ethics and considerations of career futures
into AI literacy education for students is crucial for prepar-
ing the next generation to engage with these technologies
responsibly [50]. By equipping students with a comprehen-
sive understanding of AI, including its technical aspects,
ethical implications, and potential career paths, educators can
foster a more informed and ethical approach to AI.

Addressing fairness, bias, and appropriate use of AI and
machine learning in global health is essential for ensuring
that these technologies benefit all populations equitably [48].
Without careful consideration of fairness and bias, AI systems
in healthcare may inadvertently perpetuate disparities and
harm vulnerable populations. Algorithmic fairness is a criti-
cal area of research, with a focus on developing techniques
that mitigate bias and promote equitable outcomes [52].
By employing fair machine learning techniques and prior-
itizing algorithmic fairness, developers can work towards
creating AI systems that are more just and inclusive.

Ensuring algorithmic fairness requires a holistic approach
that involves using diverse and representative datasets,
enhancing transparency and accountability in AI systems,
and exploring alternative AI paradigms that prioritize fairness
and ethical considerations [53]. By addressing bias in AI at
multiple levels, from data collection to model deployment,
developers can mitigate the risks of perpetuating societal
inequalities. Prioritizing social and ethical considerations in
AI development is crucial for building trust with users and
stakeholders [54]. Proactively working to eliminate bias and
promote fairness in AI models is essential for creating sys-
tems that are reliable and unbiased.

Ethical and societal concerns related to AI encompass
a wide range of issues, from privacy and bias to account-
ability and transparency. Addressing these concerns requires
a multi-faceted approach that considers the implications of
AI technologies across various domains, including health-
care, education, and governance. By prioritizing fairness,
transparency, and ethical considerations in AI development
and deployment, stakeholders can work towards creating AI
systems that benefit society as a whole while minimizing
potential harms.

C. RELATED WORKS
The rapid advancement of Artificial Intelligence (AI) across
various fields has raised significant ethical concerns that
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necessitate careful consideration. Numerous studies have
delved into the ethical implications of AI, underscoring the
critical need for transparency, fairness, accountability, and
privacy [13]. In the medical domain, AI applications for
diagnostics and treatment planning have been closely exam-
ined for their ethical implications, calling for robust ethical
frameworks to guide their deployment [55]. The integration
of AI in health informatics has further sparked discussions on
governance models, citizen trust, and ethical issues in patient
care, highlighting the complexity of ethical considerations in
healthcare AI [56], [57].

Collaboration among diverse stakeholders—including
governments, businesses, academia, and society—is essential
for promoting responsible and equitable AI practices. This
is particularly urgent in the field of computer vision, where
balancing technological advancement with ethical consid-
erations is critical [58]. Researchers have emphasized the
importance of ethical principles, guidelines, policies, and
regulations in AI, especially in educational contexts where
transparency is paramount [59]. Ethical approaches to AI data
management focus on auditing, benchmarking, confidence,
trust, explainability, and interpretability to mitigate ethical
concerns and enhance individual well-being [60].
The ethical considerations of using AI to monitor social

media for COVID-19 data have also been explored, with
discussions on the potential risks and benefits of AI-driven
approaches in understanding public perspectives and behav-
iors during health crises [61]. In the mental health sector, the
World Health Organization (WHO) has provided guidance on
the ethical and governance aspects of AI, emphasizing the
need for ethical frameworks in clinical settings to address
risks and governance challenges [62]. Additionally, ensuring
transparency and mitigating bias is critical in applying AI
in healthcare to maintain patient fairness and uphold ethical
standards [63].

Despite the convergence of ethical principles in AI guide-
lines, challenges remain in effectively interpreting and imple-
menting these principles [64]. Embedding ethics into AI
technologies is essential to ensure privacy, social justice, and
ethical use, as emphasized by recent studies [65]. The scrutiny
of legal and ethical principles in public health AI highlights
ethics as a priority in advancing AI technologies [66].

Research in psychological artificial intelligence has noted
the growing base of AI applications in psychology, stress-
ing the importance of addressing ethical considerations in
this field [67]. Systematic reviews of empirical studies on
medical AI ethics have mapped approaches, findings, and
limitations to inform future practices, underscoring the neces-
sity of ethical frameworks in medical AI [68]. Similarly,
scoping reviews on the ethical implications of AI in fields
such as anesthesiology and ophthalmology have highlighted
the ethical challenges posed by AI integration in healthcare
settings [69], [70].

Debates on the ethics of AI in healthcare emphasize the
proactive addressing of ethical challenges and the role of pol-
icymakers in ensuring ethical AI implementation [71]. The

rise of AI and learning analytics in educational institutions
has brought forth ethical considerations related to privacy,
fairness, equity, and transparency, calling for robust ethical
frameworks in educational AI applications [72]. Moreover,
the ethical and social aspects of AI-enabled chatbots in
mental health have been acknowledged, necessitating further
research to address ethical implications and establish effec-
tive practices in this innovative sector [73].

Ethical scrutiny of medical AI applications has identi-
fied potential injustices, discrimination, and liability risks,
advocating for the establishment of deeply integrated eth-
ical review mechanisms to ensure responsible AI deploy-
ment [74]. Concerns about biases, transparency, privacy, and
safety in AI applications in healthcare further highlight the
importance of addressing these ethical challenges [75]. A sys-
tematic review of ethical considerations in AI deployment in
healthcare is essential to ensure ethical practices [76].

Legal and ethical issues in AI applications in healthcare—
including privacy, surveillance, bias, discrimination, and the
role of human judgment—emphasize the need for clear
responsibilities and ethical frameworks [77]. Discussions on
the moral consideration of artificial beings in virtual environ-
ments have touched upon the ethical viability of AI systems,
framing the moral accountability of human users and design-
ers in AI development and utilization [78].

The existing body of research has extensively explored the
ethical implications of AI, highlighting critical areas such
as transparency, fairness, accountability, and privacy across
various domains, particularly healthcare and education. How-
ever, there remains a gap in systematically examining public
concerns about AI as expressed on social media platforms,
which serve as dynamic and real-time repositories of public
opinion. The present research addresses this gap by employ-
ing text-mining techniques and a systematic Delphi method
to analyze social media discourse on AI-related concerns.

Our approach to understanding AI-related concerns offers
several advantages compared to existing studies. Firstly,
we achieve greater data comprehensiveness by analyzing
large-scale social media data, providing a broader spectrum
of public concerns than studies relying on limited surveys or
expert interviews. Our method also uniquely integrates public
and expert perspectives by combining social media analysis
with the Delphi method, bridging the gap between general
public concerns and expert views. Additionally, our approach
allows for temporal analysis, enabling the examination of
how concerns evolve over time, in contrast to cross-sectional
studies. Lastly, our research goes beyond merely identifying
concerns to provide practical strategies for addressing them,
offering a more solution-oriented approach.

III. METHODOLOGY
This research employs a comprehensive, multi-stage method-
ology (Figure 1) to thoroughly explore and analyze con-
cerns related to artificial intelligence as expressed on social
networks. The aim is to systematically collect, process,
and derive insights from user-generated content to identify
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prevalent themes of apprehension and propose expert-driven
solutions.

FIGURE 1. Research methodology.

A. DATA COLLECTION
The initial stage involves gathering a broad corpus of
tweets pertaining to fears, worries, and concerns surrounding
artificial intelligence. This is accomplished by conducting
extensive searches on the social media platform X (Twitter)
using carefully selected keywords, phrases, and hashtags that
are likely to yield relevant content. The search criteria are
iteratively refined to capture a wide range of perspectives and
ensure a comprehensive dataset for subsequent analysis.

B. TWEETS PRE-PROCESSING
To ensure the quality and relevance of the collected data, the
tweets undergo a rigorous preprocessing and vectorization
process [79]. This process involves several key steps:

1. Initial cleaning: All extraneous elements such as URLs,
hashtags (#), links, and user tags are removed from the
tweet text. This step eliminates noise and allows the
focus to be placed solely on the substantive content.

2. Length filtering: Tweets that are too short to provide
meaningful information, defined as those containing
fewer than 5 words or less than 50 characters [80], are
excluded from the dataset. This filtering step helps to
retain only tweets that are likely to contain sufficient
context and detail for the purpose of identifying AI-
related concerns [81].

3. Further removal of non-textual elements: Email
addresses, numerical digits, extra lines, multiple
spaces, and special characters (excluding spaces) are
removed from the tweets. This ensures that the analysis
focuses solely on the meaningful textual content [82],
[83].

4. Tokenization: Each cleaned tweet is tokenized using
the Facebook/BART-base model, a state-of-the-art nat-
ural language processing model. This step breaks down
the text into individual tokens, which can be words or
subwords, allowing for a more nuanced analysis of the
content [84].

5. Vector representation: Following tokenization, each
tweet is converted into a 768-dimensional vector using
max pooling. This technique captures the most salient
features of the text, creating a dense representation that
encapsulates the semantic content of each tweet [85].

The max pooling approach works as follows:

• For each token in the tweet, the BART model generates
a 768-dimensional embedding vector.

• These token-level embeddings are then aggregated by
taking the maximum value across all tokens for each of
the 768 dimensions [86].

• The resulting 768-dimensional vector represents the
entire tweet, capturing the most prominent features
across all tokens [87].

This vectorization process transforms the textual data
into a format suitable for machine learning algorithms
while preserving important semantic information. The
high-dimensional representation allows for nuanced cluster-
ing and analysis of the tweets, enabling the identification
of subtle patterns and themes in the AI-related concerns
expressed by users [88].

C. TWEETS CLUSTERING
To uncover the primary topics and themeswithin the collected
tweets, an unsupervisedmachine learning approach is applied
in the form of K-means clustering. This algorithm groups
similar tweets together based on their textual content [89],
[90], allowing for the emergence of distinct clusters that
represent different categories of AI concerns. The optimal
number of clusters (K) is determined through the use of
the silhouette index, a well-established evaluation metric
in the field of clustering analysis [91], [92]. By examining
the silhouette scores for different values of K, the most
appropriate number of clusters can be selected to achieve
a balance between intra-cluster cohesion and inter-cluster
separation.
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The K-means algorithm works as follows:

1) Initialize K centroids randomly in the feature space.
2) Assign each data point (tweet vector) to the nearest

centroid based on Euclidean distance.
3) Recalculate the centroids as the mean of all data points

assigned to that cluster.
4) Repeat steps 2 and 3 until convergence or a maximum

number of iterations is reached [93].

The silhouette score for each data point i is calculated as:

s (i) =
b (i) − a (i)

max (a (i) , b (i))

where:

• a (i) is the average distance between i and all other points
in the same cluster

• b (i) is the average distance between i and all points in
the nearest neighboring cluster

The overall silhouette score is the average of s (i) for all
data points. A higher silhouette score indicates better-defined
clusters [94].

D. CLUSTER NAMING
Once the tweets have been divided into distinct clusters, the
next step is to assign a descriptive label to each cluster that
captures the essence of the concerns expressed within it.
To achieve this, the tweets in each cluster are subjected to
a series of natural language processing techniques. Tokeniza-
tion is performed to break down the text into individual words
or tokens. Stop words, which are common words that carry
little semantic meaning (such as ‘‘the’’, ‘‘a’’, ‘‘and’’), are
removed to focus on the most informative terms. Stemming
and lemmatization are then applied to reduce words to their
base or dictionary forms, allowing for the consolidation of
related terms. Finally, the most frequently occurring key-
words within each cluster are identified and used to generate a
representative name for that cluster [95], [96]. These cluster
names serve as concise labels that encapsulate the primary
themes of concern discovered within the data.

The process of cluster naming involves the following steps:

1) Tokenization: Using the NLTK library’s
word_tokenize() function to split tweets into individual
words.

2) Stop word removal: Utilizing NLTK’s list of English
stop words to filter out common, non-informative
terms.

3) Stemming: Applying the Porter Stemmer algorithm to
reduce words to their root form (e.g., ‘‘running’’ to
‘‘run’’).

4) Lemmatization: Using WordNet Lemmatizer to con-
vert words to their dictionary form (e.g., ‘‘better’’ to
‘‘good’’).

5) Frequency analysis: Employing the Counter class from
Python’s collections module to identify the most com-
mon terms in each cluster.

The top N (e.g., N=5) most frequent terms are then combined
to create a descriptive name for each cluster, capturing the
main themes present in the grouped tweets.

E. DELPHI PANEL
To move beyond the identification of concerns and towards
the development of actionable solutions, the final stage of
the research involves the convening of an expert panel. This
panel, composed of individuals with deep domain knowledge
in artificial intelligence, ethics, social science, and related
fields, is tasked with reviewing the identified clusters of con-
cerns and proposing strategies to mitigate or address them.
The Delphi method, a structured communication technique,
is employed to facilitate this process [97]. Through mul-
tiple rounds of anonymous input collection and controlled
feedback, the panel engages in a systematic and iterative pro-
cess of idea generation, refinement, and consensus-building.
The ultimate goal is to produce a prioritized set of recom-
mendations that can guide efforts to reduce or resolve the
public’s concerns and apprehensions surrounding artificial
intelligence. The Delphi method is implemented in three
primary rounds:

1) Initial assessment: Experts individually rate the impor-
tance of each identified concern on a Likert scale (1-5).

2) Feedback and re-evaluation: Experts are presented with
the aggregated results from round 1 and given the
opportunity to revise their ratings.

3) Solution generation: Experts propose and rate potential
solutions for addressing the top-ranked concerns.

Between each round, responses are anonymized and sta-
tistically summarized (e.g., calculating mean scores and
interquartile ranges) to provide structured feedback to the
panel. This iterative process continues until a predetermined
level of consensus is reached or a set number of rounds is
completed.

By adhering to this rigorous and multi-faceted method-
ology, this research endeavors to provide a comprehensive
understanding of the prevalent concerns related to AI as
expressed on social networks. Through the combination
of large-scale data collection, advanced text analytics, and
expert insight, it seeks to contribute valuable knowledge
and propose constructive solutions to address the complex
challenges posed by the rapid advancement of artificial intel-
ligence in our society.

IV. RESULTS
A. DATA COLLECTION
The dataset for this study was collected from Twitter through
the Twitter API, specifically targeting tweets that discussed
concerns related to artificial intelligence (AI). Over the period
from January 1, 2019, to February 18, 2024, a total of 86,797
tweets were gathered. The search strategy was meticulously
crafted to ensure comprehensive coverage of the discourse
surrounding AI concerns and risks.
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TABLE 1. Search strategy.

FIGURE 2. Timeline of tweets.

To ensure a robust and representative dataset, we employed
a systematic approach to data collection. The Twitter API was
accessed using Python, leveraging the ‘tweepy’ library, which
allows for efficient and programmatic retrieval of tweets.
We implemented rate limiting and error handling to comply
with Twitter’s usage policies and to ensure the integrity of our
data collection process.

Our search queries were constructed using Boolean opera-
tors to combine key terms related to AI with words indicating
concern or risk. For example, a typical query might look like:
‘‘(‘‘artificial intelligence’’ OR AI) AND (concern OR risk
OR ethic∗ OR worr∗ OR fear)’’. This approach allowed us
to capture a wide range of expressions related to AI concerns
while minimizing irrelevant content.

To address potential biases in data collection, we imple-
mented a randomized sampling technique within the con-
straints of the Twitter API. This involved collecting tweets
at different times of day and days of the week to ensure a
temporally diverse sample.

Table 1 shows the searched keywords.
The keywords were carefully selected to comprehensively

capture the discourse surrounding AI concerns and risks.
Figure 2 illustrates the time distribution of the collected
tweets. The collected data was stored in a secure, encrypted
database, with personal identifiers removed to ensure user
privacy. Each tweet was assigned a unique identifier to facil-
itate tracking and analysis throughout the research process.

B. TIMELINE ANALYSIS
To understand the evolution of AI-related concerns over time,
a timeline analysis was conducted in Figure 4. The number

of tweets related to AI concerns was plotted against their
publication dates, allowing for the identification of peaks cor-
responding to significant events and announcements within
the AI industry. These events were manually researched and
verified to provide context for the observed spikes in AI-
related discussions.

The analysis revealed several key events that coincided
with notable peaks in tweet activity. For instance, the release
of GPT-4 on March 14, 2023, and Google Bard on March
21, 2023, both generated significant discussions, although the
peaks were relatively modest, with 31 and 30 tweets, respec-
tively. A more substantial spike occurred on May 4, 2023,
when Geoffrey Hinton resigned from Google and publicly
warned about AI dangers, resulting in 226 tweets.

Further notable events included OpenAI CEO Sam Alt-
man’s remarks on AI concerns onMay 16, 2023, which led to
174 tweets, and the statement on AI risk signed by prominent
figures on May 26, 2023, which generated 98 tweets. The
Hollywood strike over AI concerns on July 14, 2023, also
attracted attention, with 108 tweets. The release of Bing Chat
on July 18, 2023, prompted 54 tweets, reflecting moderate
interest.

A significant surge in tweet activity was observed on
September 13, 2023, coinciding with the US Senate AI
Insight Forum, which generated 195 tweets. Another peak
occurred on October 30, 2023, when US President Biden
issued an Executive Order on AI, resulting in 135 tweets. The
following day, October 31, 2023, saw an even higher spike
with 230 tweets, driven by Elon Musk’s proposal for an AI
Safety Summit.

The release of Google Gemini 1.0 Ultra on December 6,
2023, led to 188 tweets, while the announcement of the
OpenAI Sora model and the release of Google Gemini 1.5 on
February 15, 2024, resulted in the highest peak of 659 tweets.
These patterns highlight how major industry developments
and public statements by influential figures can significantly
influence the volume of discourse on social media platforms
regarding AI concerns.

FIGURE 3. Timeline of tweets and peaks.

C. DATA PREPROCESSING
To prepare the collected tweets for analysis, a comprehen-
sive preprocessing strategy was implemented. At the outset,
all URLs, email addresses, numbers, extra lines, consec-
utive spaces, and special characters (except spaces) were
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eliminated [98]. This step was essential to ensure that the
analysis concentrated exclusively on the textual content of
the tweets. After this cleaning process, tweets that were too
short to provide meaningful information were filtered out.
Specifically, any tweet containing fewer than five words or
fewer than fifty characters was excluded. This filtering step
ensured that only tweets with sufficient context and detail
were retained for further analysis. Finally, after removing
the short tweets, 59,447 tweets remained from the origi-
nal dataset. This rigorous preprocessing approach helped to
maintain a high-quality dataset, enhancing the reliability and
validity of the subsequent analysis.

Clustering
Table 2 presents the most frequent keywords for each

cluster, along with examples of the most liked tweets in each
cluster. This methodical approach ensured that the cluster
names served as concise labels encapsulating the primary
themes of concern discovered within the data.

To identify the primary themes of AI concerns expressed in
the tweets, the K-means clustering algorithm was applied to
the tweet vectors. The optimal number of clusters was deter-
mined using the Silhouette Method, which evaluates cluster-
ing quality by considering both the cohesion within clusters
and the separation between clusters. The Silhouette score
ranges from −1 to 1, with higher scores indicating better-
defined clusters. Based on this method, seven clusters were
identified as optimal. Figure 4 displays the Silhouette scores,
confirming the appropriateness of this clustering structure.

FIGURE 4. The number of optimal clusters based on the Silhouette index.

D. CLUSTERS ANALYSIS
After determining the optimal number of clusters, a compre-
hensive keyword selection process was employed to identify
the most representative terms for each cluster. This process
involved several natural language processing techniques, uti-
lizing specific Python packages and functions, to ensure the
most informative and relevant keywords were selected.

First, tokenization was performed using the
‘word_tokenize‘ function from the ‘nltk.tokenize‘ module to
break down the text into individual words or tokens. This
step facilitated the analysis of each word independently.
Next, stop words were removed using the ‘stopwords.words‘
function from the ‘nltk.corpus‘ module, focusing on the most
informative terms by eliminating common words that carry
little semantic meaning, such as ‘‘the,’’ ‘‘a,’’ and ‘‘and.’’

Following stop word removal, stemming was applied using
the ‘PorterStemmer‘ class from the ‘nltk.stem‘ module, and
lemmatization was applied using the ‘WordNetLemmatizer‘
class from the same module. These processes reduced words
to their base or dictionary forms, allowing for the consolida-
tion of related terms and enhancing the analysis’s consistency.

Using these refined terms, the most frequently occurring
keywords within each cluster were identified with the help
of the ‘Counter‘ class from the ‘collections‘ module. These
keywords were then used to generate descriptive labels for
each cluster, effectively capturing the essence of the concerns
expressed within them.

Table 2 presents the most frequent keywords for each
cluster, along with examples of the most liked tweets in each
cluster. This methodical approach ensured that the cluster
names served as concise labels encapsulating the primary
themes of concern discovered within the data.

Based on the results from
Table 2, the following descriptions can be provided for

each cluster:

1) PRIVACY AND SECURITY CONCERNS
This cluster focuses on the significant privacy and security
risks associated with AI technologies. The most frequent key-
words, such as ‘‘privacy,’’ ‘‘security,’’ ‘‘data,’’ ‘‘protection,’’
‘‘bias,’’ ‘‘accountability,’’ ‘‘transparency,’’ ‘‘regulation,’’
‘‘ethics,’’ ‘‘safety,’’ and ‘‘trust,’’ highlight the multifaceted
nature of these concerns. The cluster tweets underscore the
importance of addressing ethical and social implications,
including algorithmic bias, fairness, data privacy, and the
potential for misuse or unintended consequences. The cluster
emphasizes the need for robust data protection measures,
algorithmic accountability, and ethical AI development to
mitigate these risks and foster public trust in AI systems.

2) BUSINESS AND STRATEGY RISKS
This cluster explores the complex interplay between
AI and business strategy. The top keywords, includ-
ing ‘‘cybersecurity,’’ ‘‘compliance,’’ ‘‘fraud,’’ ‘‘detection,’’
‘‘decision-making,’’ ‘‘automation,’’ ‘‘competitive,’’ ‘‘advan-
tage,’’ ‘‘cost,’’ ‘‘reduction,’’ ‘‘efficiency,’’ ‘‘innovation,’’
‘‘digital,’’ and ‘‘transformation,’’ reflect the diverse ways
in which AI can impact business operations and outcomes.
The sample tweets illustrate how AI can enhance cyberse-
curity, compliance, and fraud detection while also driving
automation, cost reduction, and innovation. However, the
cluster also acknowledges the potential risks that need to be
carefully managed, such as the ethical implications of AI-
driven decision-making and the challenges of integrating AI
into existing business processes and structures.

3) WORKFORCE DISPLACEMENT
This cluster delves into the profound impact of AI
on the workforce and the future of work. The most
frequent keywords, such as ‘‘job,’’ ‘‘loss,’’ ‘‘automa-
tion,’’ ‘‘reskilling,’’ ‘‘upskilling,’’ ‘‘inequality,’’ ‘‘economic,’’
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TABLE 2. Names of identified clusters.

‘‘disruption,’’ ‘‘future,’’ ‘‘work,’’ ‘‘human-machine,’’ ‘‘col-
laboration,’’ ‘‘social,’’ ‘‘safety,’’ ‘‘net,’’ and ‘‘education,’’
reflect the multidimensional nature of this issue. The sample
tweets highlight the concerns about job displacement due to
automation and the potential for widening economic inequal-
ity. The cluster emphasizes the urgent need for proactive
measures, such as reskilling and upskilling initiatives, to pre-
pare workers for the changing job market. It also underscores
the importance of policies to address potential economic dis-
ruption and ensure a smooth transition to a more automated
workforce.

4) EXISTENTIAL RISKS AND LONG-TERM IMPACTS
This cluster focuses on the existential risks posed by
advanced AI systems and the long-term implications for
humanity. The top keywords, including ‘‘superintelligence,’’
‘‘existential,’’ ‘‘threat,’’ ‘‘AI,’’ ‘‘alignment,’’ ‘‘safety,’’ ‘‘con-

trol,’’ ‘‘ethics,’’ ‘‘technological,’’ ‘‘singularity,’’ ‘‘value,’’
‘‘governance,’’ ‘‘long-term,’’ and ‘‘thinking,’’ reflect the
gravity and complexity of these concerns. The sample tweets
highlight the potential for AI to transform human abilities
in both physical and cognitive realms, but also the risks
associated with the development of superintelligent AI that
could potentially harm humanity. The cluster emphasizes
the critical importance of AI alignment, safety measures,
and governance frameworks to ensure that AI remains under
human control and aligned with human values. It also
underscores the need for long-term thinking and proactive
measures to address these existential risks.

5) GOVERNMENT’S ROLE AND REGULATION
This cluster explores the crucial role of governments in
regulating AI development and deployment. The most fre-
quent keywords, such as ‘‘regulation,’’ ‘‘oversight,’’ ‘‘safety
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measures,’’ ‘‘international coordination,’’ ‘‘AI ethics,’’ ‘‘AI
governance,’’ ‘‘public-private partnerships,’’ ‘‘research fund-
ing,’’ ‘‘education,’’ and ‘‘public engagement,’’ reflect the
multifaceted nature of this responsibility. The sample tweets
highlight the various ways in which governments are grap-
pling with AI risks, such as considering new restrictions on
AI chip exports and investigating AI misuse. The cluster
emphasizes the need for robust oversight, safety measures,
and international coordination to address AI risks effectively.
It also underscores the importance of public-private partner-
ships, research funding, and public engagement in shaping AI
governance frameworks that balance innovation with safety
and ethics.

6) SOCIAL AND ETHICAL IMPLICATIONS
This cluster delves into the complex social and ethical
implications of AI, particularly in the context of social
media and online platforms. The top keywords, includ-
ing ‘‘bias,’’ ‘‘fairness,’’ ‘‘transparency,’’ ‘‘accountability,’’
‘‘privacy,’’ ‘‘surveillance,’’ ‘‘manipulation,’’ ‘‘misinforma-
tion,’’ ‘‘deepfakes,’’ ‘‘social,’’ and ‘‘media,’’ reflect the
wide-ranging nature of these concerns. The sample tweets
highlight the potential for AI to be used for malicious
purposes, such as generating deepfakes and spreading mis-
information, as well as the risks of algorithmic bias and
unfairness. The cluster emphasizes the urgent need for
transparency, accountability, and regulation to address these
challenges and ensure that AI is developed and deployed in
an ethical and socially responsible manner.

7) MILITARY AND NATIONAL SECURITY APPLICATIONS
This cluster focuses on the military and national security
applications of AI and the associated risks and challenges.
The most frequent keywords, such as ‘‘national,’’ ‘‘security,’’
‘‘military,’’ ‘‘defense,’’ ‘‘cyber,’’ ‘‘attacks,’’ ‘‘autonomous,’’
‘‘weapons,’’ ‘‘surveillance,’’ ‘‘intelligence,’’ ‘‘geopolitics,’’
‘‘arms,’’ ‘‘race,’’ ‘‘international,’’ and ‘‘cooperation,’’ reflect
the complex andmultifaceted nature of this issue. The sample
tweets highlight the potential for AI to be used in autonomous
weapons, surveillance, and intelligence gathering, as well as
the geopolitical implications of AI, such as the risk of an
AI arms race between nations. The cluster emphasizes the
critical importance of international cooperation and gover-
nance frameworks to address these risks and ensure that AI
is developed and deployed in a manner that promotes global
security and stability. It also underscores the need for careful
consideration of the ethical and social implications ofmilitary
AI applications.

E. PRIORITY OF CONCERNS BASED ON TWEETS
Figure 5 shows The priority of concerns based on the
clustering of tweets reveals a multifaceted landscape of
apprehensions within the domain of artificial intelligence
(AI). Privacy and security emerge as the foremost concerns,
reflecting widespread unease regarding the protection of
personal data and the potential vulnerabilities inherent in

AI systems. Close behind, existential risks and long-term
impacts signify a growing awareness of the profound societal
implications of AI advancements. Business and strategy risks,
alongside concerns about workforce displacement, under-
line the economic and social transformations catalyzed by
AI, necessitating discussions on adaptation strategies and
policy interventions. The role of government regulation in
AI development garners attention, highlighting the need for
ethical frameworks and oversight mechanisms. Additionally,
discussions on social and ethical implications underscore the
importance of addressing broader societal concerns, such
as bias and fairness. Finally, the attention given to military
and national security applications reflects awareness of the
dual-use nature of AI technologies and ethical considerations
surrounding their deployment in such contexts. These prior-
ities provide valuable insights into the overarching concerns
driving public discourse on AI and underscore the need for
comprehensive approaches to address them effectively.

FIGURE 5. Priority of concerns based on tweets.

F. AI EXPERTS PANEL
To ensure a diverse and comprehensive range of insights,
we adopted a multifaceted approach in selecting the expert
cohort for this study’s Delphi process. The selection param-
eters were designed to cover a broad spectrum of considera-
tions:

◦ Age: We included experts across different age groups to
capture generational perspectives.

◦ Gender: Gender parity was prioritized to provide a bal-
anced viewpoint.

◦ Country of Residence: Experts from various countries
were selected to ensure geographical and cultural diver-
sity.

◦ Academic Qualifications: We assessed the depth and
breadth of academic qualifications to ensure that the
experts had a profound understanding of AI-related top-
ics.

◦ Field of AI Activity: Experts from diverse AI sectors,
including research, industry, and government, were cho-
sen to incorporate a wide range of perspectives.
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◦ SocialMediaUsage:We considered the experts’ engage-
ment on social media platforms to ensure they were
current with the latest AI discussions and trends.

The selection process for the Delphi panel involved several
rigorous steps:

1) Initial Identification: Potential experts were identified
using a combination of:
◦ Literature reviews to find authors of relevant pub-

lications.
◦ Recommendations from academic and industry

networks.
◦ Searches of professional databases and social

media platforms.
2) Qualification Assessment: Each potential expert’s

qualifications were evaluated based on:
◦ Publication records in AI-related fields.
◦ Years of experience in AI research or industry.
◦ Involvement in AI policy-making or ethical discus-

sions.
◦ Recognition in the field, such as awards, citations,

and speaking engagements.
3) Diversity Criteria: The pool of qualified experts was

filtered to ensure diversity across the aforementioned
parameters (age, gender, country of residence, etc.).

4) Invitation and Confirmation: Selected experts were
invited to participate in the Delphi panel through
emails and messages on social media platforms. Those
who accepted were provided with detailed information
about the study’s objectives and the Delphi process.

5) Final Panel Formation: The final panel was formed
by balancing expertise across different aspects of AI,
such as technical development, ethical considerations,
and policy implications, while maintaining the desired
diversity.

This thorough selection process aimed to create a panel
capable of providing well-rounded, informed, and diverse
perspectives on AI-related concerns and potential solutions.
As a result, ten experts were meticulously chosen to par-
ticipate in the Delphi process, facilitating a robust and
comprehensive exploration of the research questions. Details
about the experts involved in the Delphi panel are presented
in Table 3.

G. DELPHI METHOD FOR PRIORITIZING AI CONCERNS
In this research endeavor, the study commenced by identify-
ing seven primary concerns pertaining to AI, extracted from
an analysis of Twitter data. Subsequently in this step, these
concerns underwent a Delphi method procedure involving a
select group of domain experts to ascertain their prioritization
based on perceived significance.

Phase 1: Evaluation of Concerns
Via an online survey platform, the panel of experts received

the identified concerns and rated each using a Likert scale,
ranging from 1 for strong disagreement to 5 for strong agree-
ment.

TABLE 3. Profile of the expert panel.

Phase 2: Iterative Review
In the subsequent phase, the roster of concerns, alongside

the ratings attributed to them in the initial round, was shared
with the participating experts. This facilitated a comparative
assessment, enabling each expert to recalibrate their individ-
ual ratings in light of their peers’ evaluations.

Phase 3: Consolidation of Ratings
Upon conclusion of this phase, all survey responses were

aggregated. The scores attributed by the experts to each con-
cern were amalgamated, and subsequently, divided by the
total number of experts involved. With a panel comprising
10 experts, each providing scores within the range of 1 to 5,
the cumulative score for each concern varied from 10 to 50.
This aggregated score was then normalized by dividing it by
10, thereby yielding the mean score, indicative of the relative
importance accorded to each concern. The outcomes of this
process are elucidated in Table 4.

The results, presented in Table 4, reveal that privacy and
security concerns received the highest average score of 5,
indicating their paramount importance as perceived by the
experts. This was followed closely by existential risks and
long-term impacts, and workforce displacement, both scoring
4.9 on average. Business and strategy risks, government’s
role and regulation, and social and ethical implications also
garnered relatively high average scores, ranging from 4.5 to
4.8. Meanwhile, military and national security applications
received a comparatively lower average score of 4.3, indi-
cating a slightly lesser level of concern among the experts
surveyed.
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TABLE 4. Expert scores for prioritizing AI concerns.

H. EXTRACTION OF KEY SOLUTIONS
1) PHASE 1: INITIAL PROPOSAL OF SOLUTIONS
Initially, the identified concernswere presented to the experts,
who were then asked to propose potential solutions for each
concern. This stage allowed for the generation of a wide range
of possible solutions, leveraging the diverse expertise of the
panel. After collecting the questionnaires and compiling the
data, approximately 30 to 35 solutionswere extracted for each
concern. By consolidating these solutions and eliminating
redundant suggestions, a refined list of approximately 10 to
15 unique solutions for each concern was developed. This
process ensured that the final list was comprehensive yet
focused, capturing the most relevant and diverse ideas from
the experts.

2) PHASE 2: RATING THE SOLUTIONS
In the second stage, all proposed solutions were compiled into
a list. Experts were then asked to rate each solution using a
Likert scale, where 5 indicated strong agreement, 4 agree-
ment, 3 neutrality, 2 disagreement, and 1 strong disagreement.
At this stage, the list of solutions for each concern was
provided to the experts. The experts rated each solution using
the Likert scale. At the end of this process, the questionnaires
were collected, and the score for each solutionwas calculated.
By summing the Likert scale scores assigned by the experts,
each solution received a score between 10 and 50.

3) PHASE 3: FINAL REVIEW AND REFINEMENT
In the final stage, both the list of concerns and the cor-
responding solutions, along with their Likert scale ratings,
were provided to the experts for a final review. Experts were
invited to make any necessary revisions or provide additional
comments to refine the solutions further. This process aimed
to achieve a consensus on the most viable solutions for each
concern.

Identification of Key Solutions
After completing the three rounds of the Delphi method,

we extracted the principal solutions based on the cumulative
ratings. This process resulted in a refined list of solutions
tailored to address each of the primary concerns identified
in the earlier phase.

I. SELECTED SOLUTIONS
The Delphi method resulted in the identification and pri-
oritization of several key solutions. Below are the top
solutions determined by the expert panel presented in the four
categories of law and regulation, society, ethics, and technol-
ogy implementation (based on the framework provided by
Wirtz et al. [99]):

1) AI LAW AND REGULATION
a: GOVERNMENT’S ROLE AND REGULATION
AsAI becomes increasingly integrated into various aspects of
life, governments must develop appropriate regulations and
policies to ensure responsible AI development and deploy-
ment. This includes addressing issues such as algorithmic
bias, transparency, accountability, and protecting individual
rights and freedoms. Governments need to balance fostering
innovation with protecting the public interest while collabo-
rating with industry, academia, and civil society.

b: SOLUTIONS
• Foster public-private partnerships and international
cooperation to address global AI challenges: Collabo-
rative efforts can lead to more effective regulation and
oversight.

• Establish clear guidelines and regulations for the devel-
opment and deployment of AI, especially in sensitive
areas: Developing robust regulatory frameworks will
ensure responsible AI use.

• Promote public engagement and education regard-
ing AI development: Educating the public about AI
can help in aligning AI applications with societal
values.

2) AI SOCIETY
a: WORKFORCE DISPLACEMENT
One of the most significant concerns surrounding AI is its
potential to displace human workers across a wide range of
industries. As AI systems become more sophisticated and
capable of performing tasks that were previously the domain
of human workers, there is a risk of widespread job losses
and economic disruption. While some argue that AI will
also create new jobs and opportunities, there is a need to
proactively address the challenges of workforce transition,
retraining, and ensuring that the benefits of AI are distributed
equitably.

b: SOLUTIONS
• Prioritize reskilling and upskilling initiatives: Reskilling
programs will help workers adapt to new roles.

• Invest in education and training programs for AI and dig-
ital skills: Education and training initiatives are crucial
for preparing the workforce.

• Explore policies to support workers during economic
transitions: Supportive policies will help workers during
periods of economic
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c: SOCIAL AND ETHICAL IMPLICATIONS
AI raises a host of social and ethical questions, particularly
as it becomes more deeply embedded in decision-making
processes that affect people’s lives. This includes issues such
as algorithmic fairness, privacy, and the potential for AI to
perpetuate or amplify existing biases and inequalities. There
are also concerns about the impact of AI on human relation-
ships, social interaction, and the erosion of human agency and
autonomy. Addressing these challenges will require ongoing
dialogue and collaboration among researchers, policymakers,
and the broader public.

d: SOLUTIONS
• Develop AI systems that are transparent, accountable,
and unbiased: Building systems with these qualities will
address biases and improve accountability.

• Establish guidelines for the ethical use of AI in surveil-
lance: Clear guidelines are needed to ensure ethical use
in surveillance.

• Develop ethical standards for AI deployment: Ethical
standards will guide the responsible deployment of AI.

e: MILITARY AND NATIONAL SECURITY APPLICATIONS
The military and national security applications of AI have
been a topic of significant concern and debate. AI has the
potential to revolutionize warfare through the development of
autonomous weapons systems, enhanced intelligence gather-
ing and analysis, and new forms of cyberwarfare. However,
there are also risks associated with the proliferation of AI-
powered weapons, the potential for unintended consequences
and escalation, and the ethical implications of delegating
life-and-death decisions to machines. Ensuring that the devel-
opment and use of AI in military contexts is subject to
appropriate oversight and governance will be a critical chal-
lenge going forward.

f: SOLUTIONS
• Develop international frameworks and arms control
agreements to prevent an AI arms race: International
agreements can help control the proliferation of AI
weapons.

• Ensure robust oversight and accountability for AI in
military and national security contexts: Strong oversight
mechanisms are necessary to ensure ethical use.

• Implement strict guidelines for AI use in national secu-
rity: Clear guidelines will help manage the ethical and
operational risks associated with AI in security contexts.

3) AI ETHICS
a: PRIVACY AND SECURITY CONCERNS
AI systems rely heavily on the collection and analysis of
vast amounts of data, raising significant privacy and security
concerns. There are risks associated with the misuse or unau-
thorized access to sensitive personal information, as well as
the potential for AI systems to be hacked or manipulated for

malicious purposes. Addressing these challenges will require
the development of robust data protection and cybersecurity
frameworks, as well as greater transparency and accountabil-
ity in the collection and use of personal data.

b: SOLUTIONS
• Develop robust data protection measures and security
protocols: Strong data protection measures will mitigate
the risk of breaches.

• Implement algorithmic accountability and transparency:
Ensuring transparency in AI systems will improve
accountability.

• Establish clear guidelines for ethical AI development:
Ethical guidelines will help in the responsible develop-
ment of AI.

c: EXISTENTIAL RISKS AND LONG-TERM IMPACTS
Some experts have raised concerns about the potential for
advanced AI systems to pose existential risks to humanity in
the long term. This includes scenarios in which AI systems
become superintelligent and pursue goals that are misaligned
with human values, or in which the development of AI leads
to a ‘‘singularity’’ that fundamentally transforms the nature of
human existence. While these scenarios remain speculative,
they underscore the need for ongoing research and dialogue
about the long-term implications of AI and the steps that can
be taken to mitigate potential risks.

d: SOLUTIONS
• Develop international frameworks and governance
structures to guide the development of superintelligent
AI and mitigate existential risks: Global governance is
essential to manage these risks.

• Conduct extensive research into AI alignment and safety
to ensure advanced AI systems remain under human
control: Ongoing research will help develop safe and
controllable AI.

• Advocate for long-term thinking and proactive gover-
nance frameworks: Promoting a long-term perspective
in AI governance is crucial.

4) AI TECHNOLOGY IMPLEMENTATION
a: BUSINESS AND STRATEGY RISKS ASSOCIATED WITH AI
Finally, businesses that are developing or deploying AI sys-
tems face a range of strategic and operational risks. This
includes the potential for AI systems to make biased or
flawed decisions that harm customers or other stakeholders,
the risk of AI systems being misused or hacked, and the
challenges of ensuring that AI is developed and used in
an ethical and responsible manner. Addressing these risks
will require businesses to develop robust governance frame-
works, engage in ongoing risk assessment and mitigation,
and prioritize transparency and accountability in their AI
initiatives.
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FIGURE 6. Summary of research results.

b: SOLUTIONS
• Foster collaboration between AI experts and business
leaders to identify and mitigate risks: Creating inter-
disciplinary teams can help align AI strategies with
business goals.

• Encourage collaboration between businesses, govern-
ments, and academia to share best practices and develop
industry standards for AI governance: Joint efforts can
lead to the establishment of standardized practices.

• Establish risk assessment and management frameworks
for AI implementations: Developing comprehensive
frameworks will help businesses manage the risks asso-
ciated with AI.

Figure 6 shows a summary of the proposed solutions.

V. DISCUSSION
The discussion for this article addresses the key questions
raised in the introduction, drawing from the comprehensive
analysis and results presented throughout the study. The
research endeavored to elucidate the prevalent concerns of
individuals and society regarding AI, discern the priorities
and evolving trends of these concerns, and propose action-
able measures for stakeholders to tackle these concerns
proactively.

The study’s data-driven approach, leveraging social media
discourse on Twitter, allowed for a nuanced understanding
of the multifaceted concerns surrounding AI. The identi-
fied clusters of concerns, ranging from privacy and security
to workforce displacement and existential risks, underscore
the complex and interrelated nature of the issues at hand.
The timeline analysis further contextualized these concerns,
revealing how specific events and developments in the AI
landscape shape public sentiment and discourse.

Notably, the prioritization of concerns based on tweet
volume and expert input provides valuable insights into the
relative importance and urgency of different issues. Privacy

and security concerns emerged as the paramount considera-
tion, reflecting the fundamental importance of safeguarding
personal data and mitigating potential vulnerabilities in AI
systems. The high priority accorded to existential risks and
long-term impacts highlights the growing awareness of the
transformative potential of AI and the need for proactive
governance and ethical frameworks.

It is worth noting that these identified concerns align
closely with recent policy initiatives and governance frame-
works developed by various countries and regions. For
instance, the United States AI Bill of Rights, introduced in
October 2022, emphasizes five key principles that directly
address many of the concerns identified in our study:

1. Safe and Effective Systems
2. Algorithmic Discrimination Protections
3. Data Privacy
4. Notice and Explanation
5. Human Alternatives, Consideration, and Fallback

These principles resonate strongly with our findings on
privacy and security concerns, as well as the need for trans-
parency and accountability in AI systems [100], [101].

Similarly, the European Union’s AI Act, proposed in April
2021 and currently under negotiation, takes a risk-based
approach to AI regulation. This aligns with our findings
on the need for tailored governance approaches based on
the potential impact and risks associated with different AI
applications. The EUAI Act’s focus on high-risk AI systems,
particularly in areas such as critical infrastructure, education,
and law enforcement, reflects the concerns about social and
ethical implications identified in our study [102], [103].

The United Kingdom’s National AI Strategy, launched
in September 2021, also addresses many of the concerns
highlighted in our research. Its three pillars – investing
in the long-term needs of the AI ecosystem, ensuring
AI benefits all sectors and regions, and governing AI
effectively – align closely with our recommendations for
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fostering public-private partnerships, investing in education
and reskilling initiatives, and developing robust governance
frameworks [104].

India’s National Strategy for AI, released in June 2018,
takes a unique approach by focusing on leveraging AI for
social and economic benefit. Its emphasis on AI for All aligns
with our findings on the need to address concerns about
workforce displacement and ensure equitable distribution of
AI’s benefits. The strategy’s focus on healthcare, agriculture,
education, smart cities, and transportation demonstrates how
AI governance can be tailored to address country-specific
priorities while still addressing universal concerns about AI
ethics and impact [105].

These recent policy advances demonstrate a growing
global consensus on the need to address the ethical and soci-
etal implications of AI, validating many of the concerns and
priorities identified in our study. They also provide valuable
frameworks and benchmarks against which our proposed
solutions can be evaluated and refined.

The Delphi method, involving a diverse panel of AI
experts, allowed for a systematic exploration of potential
solutions to address these concerns. The proposed solu-
tions, spanning the domains of law and regulation, society,
ethics, and technology implementation, underscore the need
for a multi-stakeholder, collaborative approach. Key rec-
ommendations include fostering public-private partnerships,
establishing clear guidelines and regulations, prioritizing
transparency and accountability, investing in education and
reskilling initiatives, and developing international frame-
works for AI governance.

The discussion also highlights the importance of ongo-
ing dialogue and research to navigate the complex ethical
and societal implications of AI. As technology continues to
evolve rapidly, it is crucial to maintain a proactive and adap-
tive approach, continually reassessing priorities and refining
strategies in light of emerging challenges and opportunities.

A. LIMITATIONS
This study, while providing valuable insights, has certain
limitations that should be acknowledged:

1. Data Source: The data was collected from a single
social media platform, Twitter, which may not fully
represent the broader public sentiment. Users of Twit-
ter may have specific demographic characteristics that
could influence the nature of the concerns expressed.

2. Language Limitation: The study focused on English-
language tweets, potentially limiting the generalizabil-
ity of the findings to non-English speaking populations.
Cultural and linguistic nuances in AI-related concerns
might not be fully captured.

3. Expert Panel Size: While the Delphi panel provided
valuable insights, a larger andmore diverse panel might
offer additional perspectives.

4. Limited Contextual Analysis: The nature of tweet
analysis may not capture the full context or nuanced
arguments behind expressed concerns.

5. Temporal Limitations: The study collected tweets from
January 1, 2019, to February 18, 2024. While this time-
frame provides a substantial dataset, it may not capture
long-term trends or the most recent developments in AI
that could influence public concerns. To address this,
future studies could incorporate longer time periods or
conduct longitudinal analyses to track the evolution of
AI-related concerns over extended periods.

6. Potential Bias in Twitter Data: Twitter’s algorithm
and user behavior patterns may lead to echo cham-
bers or amplification of certain viewpoints, potentially
skewing the representation of AI concerns. To mit-
igate this, the study employed clustering techniques
and expert validation, but future research could benefit
from cross-platform comparisons to provide a more
balanced perspective.

7. Limited Geographical Representation: While the study
aimed for a global perspective, the Twitter userbase
may not be evenly distributed across different countries
or regions. This could lead to an overrepresentation of
concerns from certain geographical areas. To address
this, future studies could stratify data collection based
on geographical location or complement social media
data with region-specific surveys.

8. Potential for Rapid Obsolescence: Given the fast-paced
nature of AI development, some of the identified con-
cerns may become outdated quickly. To address this,
the study incorporated expert insights through the Del-
phi method, but continuous monitoring and updating
of the findings would be beneficial for long-term rele-
vance.

9. Limited Exploration of Positive Sentiments: The study
primarily focused on concerns and risks associated
with AI, potentially overlooking positive sentiments or
opportunities perceived by the public. Future research
could adopt a more balanced approach, exploring both
concerns and perceived benefits of AI technologies.

10. Limitations of the K-means Clustering Algorithm:
While K-means is a widely used and effective clus-
tering algorithm, it has known limitations, such as
sensitivity to initial centroid placement and difficulty
with non-globular clusters. To address this, the study
used the silhouette method to determine the optimal
number of clusters, but future research could explore
alternative clustering algorithms or ensemble methods
to validate the identified concern categories.

Despite these limitations, this study provides a comprehen-
sive foundation for understanding public concerns about
AI as expressed on social media. By acknowledging these
constraints, we aim to encourage future research that can
build upon this work, addressing these limitations and further
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advancing our understanding of societal perceptions of AI
technologies.

B. FUTURE RESEARCH
Building upon the findings and acknowledging the limitations
of this study, several promising avenues for future research
emerge:

1. Longitudinal Analysis of AI Concerns: Future stud-
ies should conduct long-term tracking of AI-related
concerns expressed on social media platforms. This
longitudinal approach would provide valuable insights
into how public perceptions evolve in response to tech-
nological advancements, policy changes, and societal
shifts.

2. Cross-Platform and Cross-Lingual Studies: Expanding
the research to other social media platforms and lan-
guages would provide a more comprehensive global
perspective on AI concerns and help identify any
platform-specific or culturally-specific issues.

3. Sentiment Analysis and Emotion Detection: Incor-
porating advanced sentiment analysis and emotion
detection techniques could provide deeper insights into
the emotional underpinnings of AI concerns, helping in
developingmore empathetic communication strategies.

4. Causal Analysis of AI Concerns: Exploring the causal
factors behind the emergence and spread of specific AI
concerns could involve analyzing the impact of media
coverage, policy announcements, or specific AI-related
events on public sentiment.

5. Interdisciplinary Approach to Solution Development:
Future studies should adopt a more interdisciplinary
approach to developing solutions, involving collabo-
rative research between computer scientists, ethicists,
policymakers, psychologists, and sociologists.

6. AI Governance Models: Studies exploring various AI
governance models and their effectiveness in address-
ing public concerns could provide valuable insights for
policymakers and regulators.

7. Comparative Policy Analysis: Future research should
conduct comprehensive comparative analyses of dif-
ferent national and regional AI strategies and policies.
This could include evaluating the effectiveness of var-
ious regulatory approaches, such as the risk-based
model of the EU AI Act versus the rights-based
approach of the US AI Bill of Rights.

8. Impact Assessment of AI Policies: Longitudinal stud-
ies assessing the impact of implemented AI policies
and regulations on public trust, AI adoption, and the
mitigation of AI-related risks would be valuable. This
could help refine governance approaches and identify
best practices.

9. AI Ethics in Global Context: Given the varied
approaches to AI governance highlighted by initiatives
like India’s National Strategy for AI, future research
should explore how cultural, economic, and political

factors influence AI ethics and governance priorities in
different global contexts.

10. Public Perception of AI Policies: Studies examining
public awareness, understanding, and perception of AI
policies and regulations would be crucial. This could
help identify gaps between policy intentions and pub-
lic reception, informing more effective communication
and implementation strategies.

By pursuing these research directions, we can build upon
the findings of this study to develop a more nuanced under-
standing of AI-related concerns and more effective strategies
to address them. This ongoing research will be crucial in
ensuring that AI development aligns with societal values and
ethical principles, ultimately fostering greater public trust and
acceptance of AI technologies.

C. MANAGERIAL INSIGHTS AND IMPLEMENTATION
This section provides real-world examples of successful AI
implementations that address public concerns. These cases
illustrate practical strategies andmeasures for ethical, respon-
sible, and transparent AI deployment, serving as valuable
references for managers and policymakers.

1. GDPR Compliance in Healthcare AI
◦ Context: The GDPR imposes strict data protection rules

for organizations in the EU. Healthcare organizations
must comply when using AI systems to handle personal
health data [106].

◦ Implementation: A healthcare provider used an AI
diagnostic tool, conducting a data protection impact
assessment (DPIA), employing data anonymization, and
obtaining patient consent [107].

◦ Outcome: The organization maintained GDPR com-
pliance, enhanced patient trust, and safeguarded data
privacy while successfully deploying the AI tool [108],
[109].

2. Reskilling Programs for Workforce Transition
◦ Context: AI-driven automation requires workers to

adapt to new roles. Singapore’s SkillsFuture initiative
addresses this need [110].

◦ Implementation: SkillsFuture offers training programs
in AI and related fields, partnering with industry and
educational institutions for hands-on training and certi-
fications [111], [112], [113].

◦ Outcome: Thousands of workers transitioned into new
careers in AI and technology sectors, reducing the
impact of automation on employment [114], [115].

3. Bias Mitigation in Recruitment AI
◦ Context: AI recruitment tools can introduce biases in hir-

ing processes [116]. A multinational corporation aimed
to develop a bias-free AI recruitment system [117].

◦ Implementation: The company collaborated with AI
ethicists and data scientists to design a fair recruitment
tool, implementing algorithms to detect and mitigate
biases and conducting regular audits [118], [119].
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◦ Outcome: The AI recruitment tool significantly reduced
biased outcomes, promoting a diverse and inclusive
workforce [120], [121].

4. Risk Assessment Framework in Financial AI
◦ Context: Financial institutions use AI for fraud detection

and risk management [122]. A major bank developed
a risk assessment framework to manage AI-associated
risks.

◦ Implementation: The bank formed an interdisciplinary
team to create a governance framework, conducting
regular risk assessments and implementing monitoring
mechanisms for biases and vulnerabilities [112], [115],
[123].

◦ Outcome: The bank enhanced fraud detection capa-
bilities while maintaining high standards of trans-
parency and accountability through successful AI inte-
gration [114], [124].

VI. CONCLUSION
This study provides a comprehensive analysis of public
concerns regarding artificial intelligence (AI) through an
innovative combination of large-scale social media analytics
and expert insights. By examining 59,447 tweets and engag-
ing a diverse panel of AI experts through the Delphi method,
we have uncovered critical insights into the evolving land-
scape of AI-related apprehensions and potential solutions.

Key findings include:

1. Identification of seven distinct clusters of AI concerns,
with privacy and security emerging as the foremost
issue, followed closely by existential risks and long-
term impacts.

2. A clear prioritization of concerns, highlighting the
urgency of addressing data protection, algorithmic
accountability, and the potential for AI to fundamen-
tally alter societal structures.

3. The critical need for a multi-stakeholder approach to
AI governance involves collaboration between govern-
ment, industry, academia, and civil society.

4. Specific, actionable recommendations across four key
domains:

◦ AI law and regulation: Establishing clear guide-
lines and fostering international cooperation.

◦ AI society: Prioritizing education, reskilling initia-
tives, and policies to support workforce transitions.

◦ AI ethics: Developing robust frameworks for trans-
parency, accountability, and bias mitigation.

◦ AI technology implementation: Encouraging
cross-sector collaboration and comprehensive risk
assessment strategies.

Our research underscores the dynamic nature of AI concerns,
demonstrating how public sentiment shifts in response to
technological advancements and policy developments. The
timeline analysis reveals the impact of significant events,
such as the release of new AI models or policy announce-
ments, on public discourse.

This study’s methodological approach – combining social
media analysis with expert validation – offers a replicable
framework for ongoing monitoring of AI-related concerns.
It provides a nuanced understanding of public sentiment that
can inform more responsive and effective AI governance
strategies.

The findings have significant implications for policymak-
ers, AI developers, and business leaders. They highlight the
urgent need for:

1. Proactive policy development that addresses public
concerns while fostering innovation.

2. Enhanced transparency in AI development and deploy-
ment processes.

3. Increased investment in AI literacy and public engage-
ment initiatives.

4. The development of international frameworks for AI
governance that can adapt to rapidly evolving technolo-
gies.

In conclusion, this research not only contributes to the
academic discourse on AI ethics and governance but also pro-
vides practical insights for shaping the future of AI in society.
By addressing the identified concerns and implementing the
proposed solutions, stakeholders can work towards develop-
ing AI systems that are not only technologically advanced but
also ethically sound and socially beneficial.

As AI continues to evolve, ongoing research and dialogue
will be crucial. Future studies should focus on longitudinal
analyses of AI concerns, cross-cultural comparisons, and
the effectiveness of implemented AI governance strategies.
Only through continued vigilance, collaborative effort, and
adaptive policymaking can we ensure that the transformative
potential of AI is realized in a manner that aligns with societal
values and promotes the greater good.
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