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ABSTRACT Violence targeting women has endured since ancient times, encompassing a spectrum of
offenses ranging from psychological anguish to physical and sexual assault. This study introduces a crime
index rooted in diverse categories that directly or indirectly contribute to fostering criminal intentions.
A composite weighted index, comprising four sub-indexes focusing on Health, Socioeconomic status,
Education, and Judiciary, was created. The stability and homogeneity of the index were assessed using
reliability testing. Validation of the proposed index was carried out through comparative analysis of baseline
and ensembled models. The hybrid model was proposed by combining multiple linear regression and robust
regression techniques with random forest and stochastic gradient descent as meta-regressors. The models
were assessed by the evaluation metrics MAE, RMSE, and MAPE. The findings indicate that the Index
demonstrates strong reliability, supported by a significantly high correlation. The ensemble hybrid model
approach, effectively captures the variance of the model, with less error when compared with the baseline
models but the homogeneous ensemble approach proved to be the best with minimum error. Women in less
developed regions with extreme geographical conditions are at a higher risk of falling prey to victimization.
The Index and its statistics conclude that social factors significantly contribute to the occurrence of violence
against women. These findings hold the potential for informing enhanced strategies to curtail the menace.

INDEX TERMS Crime index, ensemble hybrid model, robust regression, reliability, validation.

I. INTRODUCTION
This Crimes, or criminality in general, have accompanied
human civilizations since their inception. Criminal behavior
is described as aberrant human conduct that transgresses the
laws in effect in a specific location. The term ‘‘criminality’’
refers to the overall amount of crimes committed over a speci-
fied period of time in a particular nation or environment, or by
a particular gang of criminals. Within the context of urban
governance, crime poses a notable challenge in ensuring the
security of residents, alongside challenges of amore scientific
nature. Ensuring safety is a fundamental necessity, greatly
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influencing both the well-being of the locality’s inhabitants
and its overall reputation and economic appeal. Through the
identification and resolution of the underlying factors behind
the criminal activity, it becomes possible to devise proactive
and corrective strategies, effectively managing, though not
entirely eliminating, crime [1], [2]. The global worry about
criminal activities is not unique to India. Throughout history,
it has posed a substantial challenge to the progress of
societies. In recent times, both the scale and prominence of
this problem have undergone a substantial increase.

A. CRIME AGAINST WOMEN (CAW)
CAW or gender-related violence pertains to any detrimental
or unlawful acts or conduct directed specifically at females
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due to their gender. CAWencompasses sexual, psychological,
emotional, and financial abuse in addition to physical
assault. Discrimination, domestic abuse, sexual assault,
and other types of gender-based violence affect women
disproportionately [3], [4]. Extreme acts of violence against
women, such as acid assaults and honor killings, do occur
at times. Beyond the harm done to the victim’s physical
and mental health, these crimes have a significant negative
economic and social impact on the country. Patriarchal
views and a desire to keep control over women frequently
drive these crimes. The Indian authorities have implemented
various measures to address the issue of violence against
women. These include the enactment of the Protection of
Women from Domestic Violence Act in 2005, the passage
of the Criminal Law Amendment Act in 2013, and the
establishment of the National Commission for Women.
Despite these efforts leading to some positive changes in
our community, there is no 100% success in preventing
such incidents from happening in our vicinity. A complex
issue requiring a deep understanding of its root causes is
evident. India’s ranking on the World Peace and Security
Index declined from 133rd among 167 countries in 2019–20
to 148th among 170 countries in 2020–21. This highlights
the status of women in the country compared to the global
context. While crime may not be uniformly distributed across
the nation, it is essential to pinpoint the fundamental factor
that is disproportionately affecting specific regions [5]. The
occurrence of CAW is impacted by a range of elements.
The country’s limited rate of successful prosecutions enables
wrongdoers to evade consequences and engage in the same
actions again in the future. This study suggests introducing
a CAW index as a novel method for better understanding the
incidence of such crimes [6]. This holds special significance
for the government as it supervises state law enforcement to
ensure the well-being of its citizens. The purpose is to identify
trends in unlawful conduct and assist law enforcement
agencies in distributing their assets effectively. The index is
constructed by leveraging different elements that are highly
probable to impact criminal attitudes toward women.

B. CAW IN RAJASTHAN
The northern Indian state of Rajasthan is the subject of the
investigation, which holds the status of being the nation’s
eighth-most populous state and the largest in terms of land
area in India. The sex ratio and literacy rate are 928 and
66.11%, with male and female literacy rates as 79.19% and
52.12%, respectively, marking the lowest female literacy rate
in the country according to the 2011 census [7]. The sex
ratio is lower than the country’s average, 943. In recent
years, there has been a troubling surge in the occurrence
of offenses targeting women within the state. The statistics
from the National Crime Records Bureau (NCRB) reveal that
Rajasthan secured sixth rank in 2000 and 2005, fourth rank
in 2010 and 2015, second position in 2019, third in 2020,
and again second in 2021. Also, it recorded the highest count

of rape cases in the year 2021. With the state being eighth
in population appearing as the second highest in CAW cases
becomes a concern of the study.

C. CRIME AGAINST WOMEN INDEX
There does not exist a specific ‘‘Crime Against Women
Index’’ recognized at a global level. However, various
organizations and countries compile statistics and indexes
related to crimes against women, particularly focusing
on issues like violence, harassment, and discrimination.
Countries may also have their national indexes or reports that
track crimes against women, such as India’s National Crime
Records Bureau (NCRB) which releases an annual report on
crime statistics, including crimes against women.

It’s worth acknowledging that constructing a relevant and
comprehensive index necessitates meticulous deliberation on
data sources, methodology, and cultural context to effectively
capture the intricate nature of crimes perpetrated against
women [8]. The implementation of such an index has
the potential to make a substantial impact in terms of
increasing societal awareness, catalyzing legislative reforms,
and eventually striving toward the mitigation of violence and
the promotion of the safety and welfare of women within the
community.

In the process of mitigating and preparing for catastrophes,
it is vital for state and local authorities to identify populations
that are socially vulnerable. This identification is crucial
in order to allocate more support to the people of these
communities during the occurrence of a disaster. Despite
being the most suitable entities to identify vulnerable areas,
local authorities often face challenges such as inadequate
funding, insufficient staffing, and overwhelming obligations
in the realms of health and social services. In contrast,
state and national agencies, although having enough staffing
and funding, may encounter deficiencies in their resource
allocation mechanisms.

Substance use, particularly alcohol, and drugs, can impair
judgment, alter behavior, and reduce inhibitions. This can
lead to an increased likelihood of aggressive or violent
behavior, including sexual harassment, assault, domestic
violence, and other crimes against women. Perpetrators
under the influence of substances may be more likely to
engage in criminal activities, often involving women as
victims [9], [10].

Despite significant advancements in recent decades, the
substantial and enduring challenge of infant mortality con-
tinues to exist on a global scale. Throughout the world, there
has been a consistent reduction in infant mortality rates for
over 30 years. Nevertheless, nearly four million children
lose their lives before reaching their first birthday, primarily
due to preventable reasons. In societies where female lives
are undervalued due to high infant mortality rates, law
enforcement, and justice systems might be less likely to take
crimes against women seriously. This could result in a lack
of adequate response to violence and abuse, emboldening
perpetrators and contributing to a culture of impunity.
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The female infant mortality rate can cause significant gender
imbalance which leads to violence against women [11].

Women with disabilities often face unique challenges and
vulnerabilities, making them more susceptible to various
forms of violence and abuse. They tend to have limited
access to resources, barriers to reporting, stigmatization,
discrimination, legal and policy gaps, etc. [12]. Higher
female work participation rates are generally associated with
increased economic independence and empowerment for
women. This, in turn, can contribute to a reduction in CAW as
economic empowerment may lead to improved social status
and a stronger voice against various forms of violence and
discrimination. Conversely, areas with lower female work
participation rates witness higher incidences of CAW due
to factors such as financial dependence, lack of agency,
and limited opportunities to escape abusive situations [13].
A low conviction rate in cases of CAW is a concerning issue
that reflects the challenges and shortcomings in the criminal
justice system’s response to such crimes [14]. The crime-
related economic theory proposes that factors influencing
deterrence play a crucial role in shaping crime rates within
a community. Viewing criminals through an economic lens,
they are seen as logical individuals who assess the chances of
getting caught and facing legal consequences before engaging
in criminal activities.When the probability of getting arrested
and caught rises, it acts as a deterrent for criminals, as it
elevates the anticipated expenses associated with committing
offenses [15], [16].

II. RELATED WORK
Research conducted in the area of CAW has revealed
that these crimes are often under-reported and that victims
encounter substantial obstacles in pursuing legal recourse.
Also, these crimes have significant economic and social
impacts on the entire nation. Therefore, it is essential to
understand the role of various factors that influence or control
these activities.

Kierepka [17] introduced an indicator to figure out where
and how frequently a crime incident may happen annually
in Wroclaw City. The cartographic studies of the aggregate
hazard of reported offenses have been carried out, and
the spatial distribution of the probability of crime has
been examined in relation to the Land Use Conditions and
Directions for Wroclaw. Kwan et al. [18] examined and
assessed the Hong Kong crime index by comparing the
relative severity of fifteen crime categories using Thurstone’s
scale and calculating each crime category’s weight. They
then devised a weighted index of crime intensity based on
a time series approach. Chaudhari et al. [19] constructed an
economic model to explain the fluctuations in crime rates
using stochastic frontier analysis. Their analysis makes it
possible to identify the error term in a predictable component
under a predetermined set of hypotheses. In the case of
a production function, the deterministic term, known as
technical inefficiency, indicates the separation of the recorded

crime rate and the frontier. This distance represents the
proportion of unreported offenses. In India, their study of a
crime index including murder, attempt to murder, homicide,
rape, kidnapping and abduction, armed robbery, and robbery
revealed an average under-reporting rate of 27%. Nau et al.
[20] analyzed the correlation between major crime categories
and the accuracy of AGS indexes in determining if crime rates
for 1069 tracts in the jurisdiction of the Los Angeles Police
Department from 2010 to 2014 would be above or below the
median and in the highest or lowest quartile. He concluded
that the personal crime index is the more reliable indicator
of urban crime. Also found that five of the ten AGS
indexes had a moderately strong correlation with LAPD
crime. The c-statistics for robbery, homicide, aggravated
assault, motor vehicle larceny, and personal crime ranged
from 0.81 to 0.90 in unadjusted regressions and increased
by up to 0.13 points when ACS variables were included.
Ledingham et al. [21] researched and found that women
with disabilities reported a higher prevalence of disclosing
instances of sexual assault throughout their lives compared
to non-disabled women, with those experiencing multiple
impairments being at the greatest risk. A notable disparity
exists between women with cognitive or multiple impair-
ments and non-disabled women regarding their exposure to
physical or non-physical coercion during their initial sexual
experience [22].
Tate [23] developed a social vulnerability indicator and

conducted an analysis to gauge the reliability of the
indicator’s rankings when different setups were considered.
It was determined that the hierarchical approach was the most
accurate, whereas the inductive method was the most precise.
Additionally, a sensitivity analysis was carried out to identify
the key factors impacting the stability of ranking results. This
analysis revealed that the deductive index rankings were most
affected by the choice of transformation method, hierarchical
models were sensitive to the weighting scheme, and inductive
indexes were influenced by the choice of indicators and the
scale of analysis. Neupane et al. [24] developed a sustainable
employability index for older workers by conducting a
survey in 2016 among postal employees aged 50 or older.
They followed up in 2018 and used the multi-variable log-
binomial regression to calculate the employability index.
They also calculated the area under the curve (AUC) to gauge
how well the index could differentiate between different
groups. The likelihood of having continued workability
increased as the SE index quintiles rose. The SE index
effectively distinguished between employees whomaintained
workability over two years. This scoring approach has the
potential to assess the future employability of middle-aged
postal workers.

A multifactor index was created through multilevel factor
analysis using Mplus software. This index identified distinct
and unrelated factors, alongwith their correspondingweights,
within a nested dataset comprising data from 1096 individuals
across 19 villages in nine domains. The study’s findings
indicated that higher levels of education, income, and
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occupational status were linked to improved quality of life
among individuals in this tribal population, both at the
household and village levels. These factors enabled them
to live healthier lives and allocate resources for leisure
activities [25].

After exploring the review of existing literature, we found
that indexes have been developed for the measurement of var-
ious fields like human development, economy, sustainability,
and crime at different geographical locations. However, the
Crime Against Women index, particularly for India, remains
undiscovered. The main objectives of the present study are:

• To develop a Crime against women index for the states
of India and the districts of Rajasthan state

• To check the reliability of the Index
• To employ an ensemble hybrid technique for validation
• Highlighting the factors hindering the safety of women

III. METHODOLOGY
A. DATA SOURCES AND PROCESSING
The issue of CAW is a topic of great sensitivity, hence
necessitating the use of trustworthy and accurate statistics
in order to make informed assessments and conclusions.
To uphold precision, the majority of the data pertaining to
the variables under consideration has been sourced from the
2011 census of India, the official website of the National
Crime Records Bureau (NCRB), as well as several state and
district websites. Given that the official publication of the
population census for the year 2021 is now underway and
not yet available on the government’s website, the research
relied on predicted statistics for the aforementioned year.
Though the data regarding some variables was available
on various government websites, it was employed as actual
data rather than predicted data in that particular instance.
Data was gathered for all the states and union territories of
India, as well as for the districts of Rajasthan, distinctly.
The data was categorized into four distinct typologies:
Health, Socio-Economic, Educational, and Judicial, each
of which depends on various significant factors. In the
Health category, aspects such as women with disabilities, the
mortality rate of female infants, and alcohol consumption
rate were taken into account. The Socio-Economic segment
was developed using indicators such as per-capita income,
women’s workforce participation rate, unemployment rate,
and urbanization level. The Education category utilized the
Education Index, a component of the Human Development
Index, as a basis for its assessment. The Judicial parameter
considered factors like conviction rates, the number of filed
charge sheets, and the ratio of police personnel per one
hundred thousand population.

For India, exponential projectionwas employed to estimate
figures for the disabled female population, substance use, and
female infant mortality rate. Data regarding the unemploy-
ment rate, urbanization, per-capita income, and female work
participation rate was accessible for the year 2021. However,
the Education Index for 2021 was not accessible, therefore
it was also forecasted using the exponential projection

method [26]. As for the Charge Sheet Rate, Conviction rate,
and Number of police personnel per one lakh population, the
government provided actual data through the NCRB website,
hence these figures were utilized as-is.

Similarly, the exponential projection was employed to
estimate various factors for the state of Rajasthan, including
the disabled female population, substance usage, female
infant mortality rate, urbanization, and per-capita income.
While data for the unemployment rate and female workforce
participation rate existed for the year 2021, the Education
Index wasn’t accessible for the same year. Consequently, the
Education Index was also predicted using the exponential
projection method. On the other hand, the Charge Sheet Rate,
Conviction rate, and the Number of police personnel per one
lakh populationwere directly obtained from the government’s
NCRB website, and thus, real data was utilized for these
variables.

Because Telangana had not been established in 2011, there
was no data available from that year for projecting into 2021.
Consequently, Telangana wasn’t taken into account when
creating the Index; instead, the entire state of Andhra Pradesh
was considered as a single entity. Furthermore, although
Jammu and Kashmir was a state in 2011 and later became
a Union territory in 2019, it was treated as a state for
consistency when calculating figures for 2021.

The data was then cleaned and prepared for further
analysis.

Examining the count of crimes without considering the
population can result in unclear outcomes. Population size
significantly influences the frequency of events. Thus the
ratio of the number of crimes occurring in a particular area
to the population gives the rate of criminal activities. The
crime rate serves as a metric for gauging unlawful incidents
occurring within a specific region during a particular time
frame, presenting a representation of criminal occurrences
relative to the population size. The crime rate of CAW
is calculated by taking the ratio of crime cases to the
population (Eqn. (1)).

Crime Rate (CR) =
n
p

(1)

where n is the number of CAW cases occurring in a particular
area and p is the total population of that place.

Graphs were generated to visually depict the rate of CAW
cases across all states in India and the districts within the
Rajasthan state. This graphical representation of the rate of
crime aimed to offer a clearer understanding compared to raw
numerical data.

B. CRIME AGAINST WOMEN INDEX (CAWI)
The purpose of the crime index is to comprehend crim-
inal behavior beyond the count of reported occurrences,
considering that population density and incident numbers
can differ significantly across various regions. The index
is divided into four sub-indexes: Health Index (HI ), Socio-
Economic Index (ESI ), Educational Index (EI ), and Judicial

117958 VOLUME 12, 2024



P. K. Saravag, B. R. Kumar: Hybrid Machine Learning and Regression Approach

Index (JI ) [27] (Fig.1) The dimension index was employed
to normalize the values of each factor. The dimension index
was calculated by taking the ratio of the difference between
the actual number of cases and the minimum cases to the
difference between the maximum and the minimum cases
(Eqn. (2)) [28].

Dimension Index (DI ) =
Av−Mi

Mx −Mi
(2)

where Av is the actual observation, Mi is the minimum value
and Mx is the maximum value.
The composite Index of CAW was developed by combin-

ing the four sub-indexes [29].
The health sub-index was calculated by averaging the

disabled female population (df), female infant mortality rate
(imr), and substance use (su) indicators. The socio-economic
sub-index was derived by averaging the unemployed popu-
lation (un), urbanization rate (ur), per capita income (pci),
and female work participation rate (fwpr). The education
sub-index was determined by considering the education
index (ei) from the human development index. The judicial
sub-index was calculated by averaging the conviction rate
(cr), average charge sheet rate (csr), and the number of police
personnel per one lakh population (ppl) (Table 1).

TABLE 1. Sub-indexes.

1) ORDER WEIGHTED GEOMETRIC AVERAGE (OWGA)
OWGA operator of dimension n represents a mapping
R+n

→ R+ corresponding to a weighting vector η =

(η1, η2, . . . , ηn)T with ηi ∈ [0, 1] and
∑n

i=1 ηi = 1 such that

OWGA(α1, α2, . . . , αn) =

n∏
j=1

ψj
ηj (3)

where ψj is the jth largest of the αi, i = 1, 2, . . . , n [30].

2) WEIGHTED CRIME INDEX
Though equal weights can be assigned to the sub-indexes
to form an Index showing equal importance of the
variables included in the development of the Index, the
differential weighted index will prove to be more influential.
The order weighted geometric average was employed to
develop a weighted geometric average Index (Eqn. (3)). Thus
the weighted index has been developed in a way assigning
varying weights to the sub-indexes. As the economic and
social status impacts more to criminal activities, the SEI was

assigned a weight of 0.4, the HI was assigned 0.3, the JI
as 0.2, and the EI as 0.1 (Eqn. (4)).

CAWIη = (HI0.3)(SEI0.4)(EI0.1)(JI0.2) (4)

C. RELIABILITY
Reliability pertains to the consistency and dependability of
a system, procedure, or measurement. It encompasses the
degree to which one can have confidence in the execution of
a designated task or the generation of steady outcomes across
different circumstances and durations.

The procedures for estimating reliability are classified into
two categories:

(i) External Consistency procedure
(ii) Internal Consistency procedure
The process of External Consistency evaluates stability

and similarity using the Test-Retest Correlation method.
On the other hand, the Internal Consistency process gauges
uniformity through techniques. It is achieved using the Split-
half correlation [31]. Between 2011 and 2021, the Test Re-test
method was employed to assess the stability of the index.
To evaluate its internal stability, the split-half technique was
utilized for equivalence.

The weighted indexes from 2011 and 2021 were compared
using a half-split method, between the sub-index values [32].

D. VALIDITY
Validity refers to the extent to which a concept, conclusion,
or measurement is well-founded and accurately represents the
intended meaning or reality [33]. We employed predictive
validity to validate the model. The validation of the Index
developed was carried out by fitting machine learning
models. The primary aim was to develop a reliable model that
fits the data giving the best possible outcome but in reality,
it often fails to perform well on the real-time data. We used
Python software for the data analysis and model fitting. The
dataset is divided into two portions: a larger portion for
training and a smaller portion for testing. We divided the
dataset in a ratio of 75% to 25%.

1) ENSEMBLE METHODS
Ensemble methods are widely employed in machine learning.
It involves combining multiple baseline models to create
a more robust and comprehensive supervised model [34].
The fundamental concept behind ensemble learning is that
when one weak predictor makes an incorrect prediction, other
weak predictors can help rectify the errors, leading to overall
improved performance [35]. In crafting ensemble regression
models, three key factors demand thoughtful attention: (1)
Choosing the most appropriate technique from the myriad
of regression methods presents a challenge. (2) Finding the
ideal number of individual regressors to improve accuracy. (3)
Finding appropriate fusion techniques to efficiently integrate
the outputs of diverse individual regressors for the final
prediction [36].
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FIGURE 1. Crime against women index.

We employed homogeneous and heterogeneous ensemble
techniques. We constructed eight homogeneous ensemble
models using bagging and boosting and four heterogeneous
ensemble models. These twelve models were built for the
indices of India in the years 2011 and 2021 and also for the
state of Rajasthan for the years 2011 and 2021.

The ensemble approach combined multiple linear regres-
sion and Robust regression models like Huber regression,
RANSAC regression, and Theil Sen Regression. The model
was built with the CAWI as the dependent variable and the
sub-indexes on which the index depends as the explanatory
variables.

The homogeneous models were built using the bagging
and boosting techniques using the MLR, HR, RSR, and TSR.
Bagging, also referred to as bootstrap aggregation, merges
various weak learners to enhance accuracy. It partitions the
training data into subsets and trains weak learners on each
subset, amalgamating their results. This technique reduces
the variance in the model. Conversely, boosting trains diverse
weak learners on the training set and iteratively corrects errors
from preceding models whose outcomes are inadequate. This
process mitigates the model’s bias [36].

The heterogeneous model was created by combining
the baseline models using meta-regressors to generate a
hybridized model, enhancing prediction accuracy. Random

Forest Regressor and Stochastic Gradient Descent were
employed as the meta-regressors for the hybridization of the
models. The hybrid model’s performance was evaluated by
comparing its metrics with those of the individual models,
assessing its effectiveness in comparison to them [37], [38]
(Fig 2). Fig. 3 illustrates the configuration of the hybrid
model suggested in the proposal. It trains the multiple linear
regression and Robust regression models and ensembles
the results of these models using Random Forest and
Stochastic Gradient Descent as the meta-regressors for better
performance.

2) MULTIPLE LINEAR REGRESSION
Multiple linear regression is a statistical technique employed
for modeling the correlation between a dependent variable
and two or more independent variables. This approach is
an extension of simple linear regression, where only one
independent variable is considered. In the context of multiple
linear regression, the analysis expands to encompass multiple
independent variables.

yi = β0 + β1x1 + β2x2 + . . .+ βnxn + ϵ

= β0 +

n∑
i=1

(βixi + ϵi). (5)
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where yi is the CAW cases, β0 is the intercept value, xi’s,
i = 1, 2, 3, 4, are the four explanatory variable, βi is the
estimated regression coefficients of respective explanatory
variables and ϵ is the error i.e. the difference of the estimated
value of yi with respect to the original value [39].

3) ROBUST REGRESSION
Robust regression models are used for modeling relationships
between variables when there are outliers or influential data
points in the dataset. These models provide an alternative to
least squares regression by requiring less restrictive assump-
tions. These models help to overcome the limitations of
least squares regression models and to provide more reliable
parameter estimates. Traditional least squares regression,
which minimizes the sum of squared residuals, can be highly
influenced by outliers and may produce biased parameter
estimates.

• Huber Regression
It combines the least square regression and mean
absolute deviation (L1 norm) regression. It handles the
variability in the data with a loss function different than
the least squares. The loss function (Eqn. 6) needs to be
minimized as

minimize
β

=

m∑
i=1

φ(yi − xiTβ) (6)

for variable β ∈ Rn, where the loss function φ (Eqn. 7)
is the Huber function with threshold τ > 0,

φ(δ) =

{
δ2 |δ| ≤ τ

2δτ − τ 2 |δ| > τ
(7)

τ serves as the parameter for enhancing robustness,
striking a balance between bias and robustness. The loss
function exhibits a quadratic responsewhen dealingwith
smaller residuals (|δ| ≤ τ ) and a linear response for
larger residuals (|δ| > τ ).

• RANSAC (Random Sample Consensus)
It is an iterative algorithm used for robust regression in
the presence of outliers. The basic idea behind RANSAC
is to fit a model to a subset of the data (inliers) and then
evaluate the quality of the fit by counting the number of
inliers within a certain threshold. The number of inliers
is calculated by checking the vertical distance between
each data point (xi, yi) and the line y = mx+b. The point
is considered an inlier if this vertical distance di is less
than the threshold value set as ϵ (Eqn.8).

di = |yi − (mxi + b)| < ϵ (8)

The process is repeated until the highest number
of inliers are selected with the applied condition of
termination.

• Theil Sen Regression
It is a non-parametric method for estimating the slope
of a linear relationship between two variables. It does
not assume any specific distribution for the data. The

basic idea behind Theil-Sen regression is to calculate the
median of all the slopes between pairs of points in the
dataset (Eqn. 9).

Slopeij =
yj − yi
xj − xi

(9)

The Theil-Sen slope is this median slope. It represents
the best estimate of the slope of the underlying linear
relationship in the presence of outliers. The Theil Sen
slope (Eqn. 10) is

ζ = Median(Slopeij) (10)

The intercept of the Theil-Sen regression line can be
calculated using the median of the intercepts of all lines
passing through pairs of points.

4) META REGRESSOR
A meta-regressor is the statistical or machine learning model
employed in the meta-regression analysis. It models the rela-
tionship between the study-level characteristics (covariates)
and the effect sizes observed in individual studies.

• Random Forest Regressor
Random Forest, an ensemble technique, fits both regres-
sion and classification models. It produces hundreds
of decision trees, each functioning as an independent
regression function. The result of the random forest
regression is determined by averaging the outputs of
all the individual decision trees. As the model is non-
parametric, it doesn’t make assumptions about prior
parameters for class densities or fix the tree structure
in advance. Instead, the tree evolves during the learning
process based on the input data. Each decision tree
comprises decision nodes and leaf nodes. Decision
nodes assess each input sample through a test function,
directing it along different branches according to the
sample’s features.
Let X denotes the input vector that comprises n features,
where X = x1, x2, . . . , xn, Y the output scalar and Sm
(Eqn. 11) the training set consisting of m observations,

Sm = (X1,Y1), (X2,Y2), . . . , (Xm,Ym),X ∈ Rn,Y ∈ R

(11)

During the training phase, the algorithm divides the
input data at each node, optimizing the split function
parameters to align with the set Sm. In the initial step,
the decision tree strives to make the most effective
split across all variables, commencing from the root.
Subsequently, each node employs its split function on
the new input X with this process iteratively recurring
until a terminal node is reached. It is customary to halt
tree growth either when a maximum level is attained
or when a node contains fewer than a predefined
number of observations. Following this training process,
a prediction function h̄(X , Sm) is formulated over Sm.
The random forest regression model can enhance
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prediction performance. The model is less sensitive to
outliers in the data. The combination of multiple trees
helps to reduce overfitting compared to a single decision
tree.
Random Forest is employed as a meta-regressor in
the model combining the MLR, HR, RNR, and TSR
regression techniques. It ensembles these regression
models to build a hybrid model to validate the Index.

• Stochastic Gradient Descent Regressor (SGD)
Stochastic Gradient Descent (SGD) is an optimization
algorithm used to minimize (or maximize) a function by
iteratively moving in the direction of the steepest rapid
decrease (or increase) in the function. The mathematical
form of the Stochastic Gradient Descent update rule for
updating the parameters θ of a model in each iteration is
represented in Eqn.12.

θ = θ − η∇fi(θ ) (12)

where θ represents the parameters (weights) of the
model that are being optimized, fi(θ ) is the objective
function to be minimized (or maximized). In machine
learning, this function is often the loss function, which
measures the difference between the predicted values
and the actual values, ∇fi(θ ) represents the gradient of
the objective function with respect to the parameters θ .
It is a vector that points in the direction of the steepest
increase of the function at the current point θ , and η is
the learning rate, which determines the size of the steps
taken during the optimization. It’s a positive scalar value
that is usually set in advance. The learning rate controls
how much we are adjusting the weights of our network
with respect to the gradient of the loss function.
The model is built for the 2011 and 2021 index of the
country as well as for the state of Rajasthan.

E. EVALUATION METRICS
The evaluation metrics are used to measure and compare
the accuracy of the models employed. The mean absolute
error, root mean squared error, and mean absolute percentage
error were used to check the validation [40]. These metrics
offer a clearer insight into a model’s performance and aid in
making informed decisions about selecting the most suitable
model. In this research, table 2 offers the employed evaluation
metrics to assess the effectiveness of the regression models
and the hybrid model.

1) MEAN ABSOLUTE ERROR (MAE)
It represents the average absolute difference between pre-
dicted and actual values, providing a straightforward measure
of the model’s accuracy. In machine learning, MAE is often
used as a loss function during the training of regression mod-
els. The goal during training is to minimize the MAE, which
means the model is trying to reduce the average absolute
difference between predicted and actual values. MAE equally
penalizes both overestimation and underestimation errors.

TABLE 2. Evaluation metrics.

MAE is not affected by the scale of the data. MAE is less
sensitive to outliers compared to other metrics [41].

2) ROOT MEAN SQUARED ERROR (RMSE)
RMSEmeasures the average magnitude of the errors between
predicted and observed values. It is obtained by evaluating the
square root of the mean of the squared deviations between
predicted and observed values. A lower RMSE indicates
better accuracy, as it means the model’s predictions are
closer to the actual values. RMSE is frequently used in
regression analysis to assess the goodness of fit of a predictive
model. RMSE provides a standardized way to compare the
performance of different models.

3) MEAN ABSOLUTE PERCENTAGE ERROR (MAPE)
MAPE takes the average of absolute percentage differences
between predicted and actual values. It is used to compare
different models, as it is normalized to a scale of 0-100 and
remains unaffected by the magnitude of the actual values. It is
more sensitive to outliers than MAE.

The challenge in comparing models for predicting vari-
ables with varying mean values arises from the reliance
of MAE and RMSE on the mean value of the variable.
In contrast, MAPE offers a more intuitive and straightforward
approach to assessing models. Although RMSE is commonly
used to measure the accuracy of regression models, it is
particularly favored in situations with outliers due to its
heightened sensitivity compared toMAE andMAPE, making
it a superior choice for datasets containing outlier data points.

IV. RESULTS AND DISCUSSION
A. TRENDS AND PATTERNS OF CRIME AGAINST WOMEN
The figures 4 and 5 depict the escalation in incidents of crimes
against women in India and the state of Rajasthan during the
years 2011 and 2021. Both graphs indicate a notable surge
in the occurrence of such crimes over the decade. Though
some Indian states show a minor decline, there is an overall
upward trend in crime rates. In Rajasthan, the rate of cases of
crimes against women surged by over 60% during this period.
The district-wise scenario of Rajasthan shows that the rate
of CAW has almost doubled. Districts including Jaisalmer,
Barmer, Sikar, Alwar, Jalore, Karauli, Bhilwara, Dholpur,
Ajmer, Jodhpur, Bharatpur, Sawai Madhopur, Nagaur, and
Jhunjhunu witnessed an increase of more than the doubled
rate which is of immediate concern and needs to be addressed
as early as possible.
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FIGURE 2. Models for validation of the developed index.

FIGURE 3. Flowchart of the ensemble hybrid model.

B. CRIME AGAINST WOMEN INDEX
The development of the Crime Against Women Index aimed
to shed light on the contemporary societal factors that

contribute to and promote CAW. This index comprises four
sub-indexes, each influenced by a variety of factors. CAWI
is determined by a nation’s health, socioeconomic status,
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FIGURE 4. Comparative graph of crime rates in India in the years 2011 and 2021.

FIGURE 5. Comparative graph of crime rate in Rajasthan in the years 2011 and 2021.

FIGURE 6. Trend of CAW index.

education system, and judicial framework. It operates on a
scale from 0 to 1, where 0 signifies a high prevalence of such
crimes and 1 indicates minimal incidents of CAW. The index
was calculated for the years 2011 and 2021, covering all states
across the country and districts within the state of Rajasthan.

1) INDIA-2011
The health subindex, which considers factors like disability
in females, female infant mortality rate, and substance

use, reveals that over half of the country’s states have a
Health Index (HI) exceeding 0.35 score. The Socio-Economic
subindex, determined by urbanization, unemployment, per
capita income, and female work participation rate, indicates
only one state with a Socio-Economic Index (SEI) greater
than a score of 0.5. The Education subindex, derived from the
Human Development Index, shows values above 0.7 for all
states except Chattisgarh. The Judicial subindex, dependent
on conviction rate, average charge sheet rate, and police
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FIGURE 7. Trend lines of the sub-indexes, HI, ESI, EI, and JI.

personnel per lakh population exceeds 0.5 for over half of the
states (fig 7). In the overall weighted Index, the top five states
with the lowest CAWI are Himachal Pradesh, Meghalaya,
Manipur, Assam, and Jharkhand (Table 3). This suggests that
less developed states in challenging geographical locations
exhibit higher chances of occurrence of CAW.

C. INDIA-2021
The CAWI exhibits a pattern akin to that of 2011 in the
year 2021. Around 50% of the states have Health Index (HI)
scores exceeding 0.35, while over 50% of the states score
below 0.5 in Social Empowerment Index (SEI). Education
Index (EI) seems promising, with all states scoring 0.5 or
higher. Assam has the lowest Judicial Index (JI) score;
however, more than half of the states in the country have a
JI of 0.5 or more (fig 6). According to the weighted Index
of the subindexes, the top five states with the lowest ranks
are Meghalaya, Jharkhand, Assam, Jammu & Kashmir, and
Manipur (Table 3).

The indexes for 2011 and 2021 both indicate that northern
and northeastern states in the country are at elevated risks of
CAW. Rajasthan is among the top ten states in the CAWI.
Consequently, a detailed analysis of the factors specific to the
districts in Rajasthan has been conducted to create individual
CAWI scores for each district.

D. RAJASTHAN-2011
The CAWI for the year 2011 in districts of Rajasthan state
used similar criteria as those for the states, with the excep-
tion of the education index. The Education subindex was
calculated using district literacy rates since specific education

TABLE 3. CAW index India.

TABLE 4. CAW index Rajasthan.

index data for each district in the human development index
was unavailable. About half of the districts, around 50%,
scored above 0.3 in the Health Index (HI). In the Socio-
Economic Index (SEI), all districts except three scored
below 0.5. The Education Index (EI) appeared favorable for
over 70% of districts, scoring 0.5 or higher. In the Job Index
(JI), more than 60% of districts scored 0.5 or higher (fig 6).
Combining these subindexes, the top five districts were Sikar,
Jhunjhunu, Karauli, Jalore, and Sirohi (Table 4).

E. RAJASTHAN-2021
The CAWI data for 2021 follows a pattern similar to that
of 2011. About half of the districts, particularly those with a
Health Index (HI) of around 50%, have scores exceeding 0.3.
In the Socio-Economic Index (SEI), with the exception of
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TABLE 5. India 2011: Comparison of evaluation metrics.

TABLE 6. India 2021: Comparison of evaluation metrics.

TABLE 7. Rajasthan 2011: Comparison of evaluation metrics.

TABLE 8. Rajasthan 2021: Comparison of evaluation metrics.

9 districts, all others score below 0.5. For more than 60% of
the districts, the Environmental Index (EI) appears promising,

with scores reaching 0.5 or higher. In terms of the Justice
Index (JI), approximately half of the districts achieve a score
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of 0.5 or more. When considering the composite weighted
Index, the top five districts are Sikar, Dungarpur, Churu,
Jhunjhunu, and Jalore (Table 4).

F. RELIABILITY
The test-retest applied to the weighted index of 2011 and
2021 for India gave a correlation of 0.9119 and for the state
of Rajasthan as 0.7828. The value of correlation coefficients
shows a positive correlation. Thus, the weighted index
for both years achieved external consistency. For internal
consistency, split-half tests applied between the sub-indexes
of the years 2011 and 2021 appeared to have a high
correlation coefficient.

G. VALIDITY OF THE INDEX
The validation of the developed index was assessed through a
comparative analysis of baseline, homogeneous, and a hybrid
machine learning model. For India and Rajasthan state, the
analysis was conducted on indexes for the years 2011 and
2021. In the hybrid approach for India, a combination of
multiple linear regression and robust regression models such
as Huber, RANSAC, and Theil Sen were integrated, along
with Random Forest serving as the meta-regressor. Similarly,
for the Rajasthan state, the hybrid model included multiple
linear regression, Huber, RANSAC, and Theil Sen robust
regression models, coupled with Stochastic Gradient Descent
as the meta-regressor. The statistical findings indicated that
while the hybrid model effectively mitigates the constraints
inherent in multiple linear regression, it does not surpass the
performance of homogeneous models. The hybrid models
demonstrated superior performance compared to baseline
models, manifesting lower error rates in almost all four
cases. However, the homogeneous models exhibited superior
performance over the developed hybrid model. The mean
absolute error (MAE), the root mean squared error (RMSE),
and the mean absolute percentage (MAPE) values of all the
models built for India and Rajasthan Indexes of the years
2011 and 2021 were compared with the hybrid model in
the tables 5, 6, 7 and 8. This shows the minimum values
of MAE, RMSE, and MAPE for the homogeneous models
when compared to the baseline and hybrid models, which
signifies that the performance of the homogeneous models
is better than the others. Thus the validation of the index was
established with the help of the baseline, homogeneous, and
hybrid models.

V. CONCLUSION
This study developed a crime against women index, which
encompasses diverse typologies. The aim is to comprehen-
sively examine the influence of these typologies on women’s
safety. The identified typologies encompass the health sector,
judicial system, economic growth, and education system.
The states of Himachal Pradesh, Meghalaya, Manipur,
Assam, Jharkhand, and Jammu & Kashmir witnessed to
have the lowest Index values, suggesting a higher like-
lihood of crimes against women. Most of these states

lie on the border areas sharing international borders with
China, Myanmar, Bangladesh, Bhutan, Nepal, Pakistan, and
Afghanistan. Moreover, these areas are least urbanized and
have challenging geographical conditions, which impede
their overall development. Additionally, the districts Sikar,
Jhunjhunu, Dungarpur, Karauli, Churu, Jalore, and Sirohi
in Rajasthan also exhibit low Index values, indicating an
increased potential for crimes against women. Even most of
these districts appear in the bordering areas sharing borders
with Haryana, Uttar Pradesh, Madhya Pradesh, and Gujarat.
Also, these districts exhibit low levels of development.
The index reveals that both states of India and districts
within Rajasthan that exhibit significant urbanization and
advancement tend to have comparatively lower crime. This
suggests that women generally experience greater safety and
security in themore developed parts of the country, in contrast
to areas where basic life necessities are deficient. The districts
characterized by lower levels of development and elevated
crime rates occupy the top ranks of the index. This deduction
emphasizes that regions, where women lack awareness
of their fundamental legal rights, are more susceptible to
victimization.

The validation of the index was conducted through
a comparative analysis of machine learning approaches.
A hybrid model was developed. This approach utilized MLR,
Huber, RANSAC, and Theil Sen Regression, with Random
Forest Regressor and Stochastic Gradient Descent serving as
meta-regressors. The findings indicate that the hybrid model
performed better than the baseline but the homogeneous
models outperformed both demonstrating increased accuracy.
Consequently, the homogeneous models are regarded as the
most effective for validating the Index. Women’s safety is
a major challenge to the society as a whole. As CAW is
not uniformly distributed throughout the globe, the reasons
behind it need to be known as well as dealt with utmost
importance.

The major contributions of the study are as follows:
• A weighted Crime Index developed for India and
the state of Rajasthan, covering the years 2011 and
2021, concludes that women in highly urbanized
and developed regions are less likely to become
victims.

• The techniques employed to assess both the external
and internal reliability of the index demonstrate a strong
correlation, affirming the index’s reliability.

• For the validation of the Index, a comparative anal-
ysis between baseline, homogeneous, and hybrid
machine-learning models was performed.

• The homogeneous models exhibit the lowest error
rates for the Index across both the years 2011
and 2021.

• The index points out states and districts with extreme
geographical locations and low development as the ones
occupying the highest positions.

As CAW is a sensitive issue, many cases go unreported
or underreported. This is due to various factors like social

VOLUME 12, 2024 117967



P. K. Saravag, B. R. Kumar: Hybrid Machine Learning and Regression Approach

stigma, victim blaming, lack of awareness about the laws
and rules, lack of economic independence, lack of trust in
the legal process, etc. Consequently, the index established
here can be a valuable tool to assist national and state
governments in directing resources toward development and
management efforts. Thus, we can conclude that the Index
formed will be beneficial for the government, legislators, and
law enforcement, enabling them to formulate effective laws
and strategies to diminish and ultimately eliminate the issue
of violence against women.

PRACTICAL IMPLICATIONS AND APPLICATIONS
The CAW index is a vital tool for understanding the
prevalence and nature of factors influencing and fostering
criminal activities.

• The CAW Index provides policymakers and stakehold-
ers with comprehensive insights into the data on the
frequency, types, and locations.

• The Index assists in the allocation of resources by
highlighting areas where interventions are most needed.

• Law enforcement agencies can enhance safety measures
by increasing patrols in high-risk areas, bolstering
victim support services, and providing comprehensive
training for officers in sensitively and effectively
handling the situations.

• The Index can serve as a valuable tool for shaping
public awareness campaigns by shedding light on
the prevalence and repercussions of such offenses.
These campaigns can effectively educate and mobilize
communities.

LIMITATIONS
The limitations of the work include the non-availability of
the census data for the year 2021 which would have added
more reasonable factors in the development of the crime
index.

FUTURE SCOPE
An in-depth study of the states and districts which are more
vulnerable to crime against women can be done at the block
level which would help the government and the policymakers
to frame rules and laws to help the country overcome this
menace.
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