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ABSTRACT The edge computing utilizes vehicles as resources to assist in computational offloading
can shorten the distance between users and computing servers, thereby improving the reliability of
communication between them. In this paper, we investigate a Vehicle-assisted Edge Computing (VEC)
model by jointly considering wireless access and backhaul links, and formulate an optimization problem that
combines computational offloading and resource allocation, aiming at minimizing system delay. Further,
the formulated problem is decomposed into two subproblems, e.g., computation offloading and resource
allocation. In particular, we propose a new computational offloading approach that models the offloading
decision for joint wireless access and backhaul as a potential game. The Nash equilibrium is guaranteed by
the rational design of potential function, and the corresponding solution is solved by a backward induction
method. On the other hand, the resource allocation subproblem is transformed from a nonconvex to a convex
optimization problem based on equivalent transformation with successive convex approximation methods
and finally derives the optimal solution satisfyingKarush-Kuhn-Tucker (KKT) conditions. Simulation results
show that the proposed algorithm have near-optimal performance and is superior to the state-of-the-art over
a wide range of parameter settings.

INDEX TERMS Computation offloading, access/backhaul link, resource allocation, edge computing.

I. INTRODUCTION
The growing popularity of intelligent mobile applications,
such as virtual reality, autonomous vehicles, and biometrics
recognition, has collectively led to an exponential increase
in the demand for data computation [1]. However, user
equipment frequently lacks the requisite computing capacity
to adopt these compute-intensive and latency-sensitive ser-
vices due to their inherent resource limitations. To address
this challenge, Mobile Edge Computing (MEC), which is
introduced as a key technology in 5G networks [2], provides
low-latency and high-reliability computation services by
offloading users’ computation data to the MEC servers
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deployed at the network edge node, such as roadside units
and 5G base stations. However, the substantial expansion of
access and input data will inevitably lead to congestion within
the network. Consequently, the resolution of the conflict
between the demand of users and the scarcity of wireless
resources represents a pivotal area of future research.

The utilization of vehicles as resources has become
an emerging paradigm to expand the MEC computation
offloading capacity. The vehicles are capable to deploy small
power base stations as the Vehicle Base Stations (VBS)
with wireless transmission capabilities owing to their large
size and continuous energy supply. The 3rd Generation Part-
nership Project (3GPP) specifies multiple communication
interaction modes between vehicles and their surroundings,
e.g., Vehicle-to-Network (V2N) [3], Vehicle-to-Pedestrian
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(V2P) [4], Vehicle-to-Infrastructure (V2I) [5], Vehicle-to-
Vehicle (V2V) [6], etc. Utilizing V2I communications, the
process that vehicles indirectly forward users’ offloading
data to MEC servers can shorten the distance between users
and MEC servers. Significant research efforts have been
devoted to study the computation offloading of vehicular
edge computing [7], [8], [9], [10]. Karoui et al. [7] explored
the impact of infrastructure deployment density (e.g., macro
base station) on the performance of vehicular communication
technologies in a real urban environment, confirming that
denser infrastructure deployment significantly improves the
performance of VBS in terms of communication range, traffic
intensity, and frequency of message generation. Ho et al. [8]
utilized index coding techniques to propagate 3D road map
data through fog nodes to reduce the overall data load in
a heterogeneous vehicular network. Luo et al. [9] proposed
a algorithm to minimize the delay and cost of computation
offloading for VEC from the perspective of multi-objective
optimization. Guo et al. [10] coped with frequent handover
problem of vehicular edge computing networks by designing
an intelligent task offloading scheme based on deep learning.
Consequently, the potential advantage for using mobile
vehicles to assist in augmenting task processing capabil-
ities of resource-limited user equipments by offloading
their tasks to the edge servers has become an inevitable
trend.

The resource scarcity problem is another challenge for
vehicle-assisted edge computing network [11]. In order to
obtain vehicle services, users must compete with each other
to share communication resources, and transmit computation
data to theMEC server through the vehicle’s forwarding func-
tion. Intense competition for scarce communication resources
among mobile users may significantly reduce the mobile
users’ transmission rate, leading to degradation of transmis-
sion performance and increase in transmission delay. Some
researches endeavor concentrate on resource allocation for
vehicle-assisted edge computing [12], [13], [14], [15]. Tang
and Wu [12] proposed a real-time allocation method based
on Stackelberg game for computational resource offloading
to achieve win-win state where edge servers and vehicles
are allowed to optimize their utility values. Wang et al. [13]
proposed a blockchain model for secure resource sharing in
VEC to solve the security issue caused the lack of incentive
mechanism under asymmetric information. Zhang et al. [14]
presented an end-edge-cloud collaboration paradigm by
incorporating vehicles with idle resources to cope with the
limited resources problem of edge servers. Gu and Zhang [15]
formulated a minimum-maximum optimization problem for
VEC networks that jointly optimizes transmission power,
on-board processing power, and local model accuracy
for worst-case case at minimum cost, considering vehicle
position and speed. Nevertheless, none of the preceding
researches explored the cooperative effects of resource allo-
cation and computation offloading for communication and
computing.

Significant researches have been conducted to investigate
the joint optimization of task offloading and resource
allocation in VEC [16], [17], [18], [19], [20]. Fan et al. [16]
proposed a scheme minimized the system delay for all
vehicles by jointly optimizing task offloading and resource
allocation. Zhang et al. [17] investigated the problem of joint
task offloading and resource allocation in vehicle networks
with the aim of optimizing the system utility associated
with the latency and cost of computing and communication
services. Feng et al. [18] designed a dual-interface offloading
and resource allocation strategy for cellular vehicle-to-
everything systems to minimize the system latency with char-
acterizing successful transmission probability. Gao et al. [19]
formulated a joint problem of considering task offloading
scheduling, resource allocation and time-varying channel to
minimize the delay and energy consumption for vehicular
edge computing. Ju et al. [20] proposed a joint security
offloading and resource allocation scheme based on deep
reinforcement learning, which utilizes physical layer security
techniques and spectrum sharing architecture to improve the
confidentiality performance and resource efficiency of multi-
user VEC networks. However, existing studies have predom-
inantly focused on data transmission for wireless access at
vehicle base stations, without concurrently addressing the
influence of wireless backhaul on the data offloading and
communication resource allocation.

A few literatures have focused on task offloading
or resource allocation by considering wireless backhaul.
Chen et al. [21] proposed a joint optimization problem
for offloading decision and resource allocation to minimize
the total energy consumption for processing computational
tasks with considering the limited capacity of the access
and backhaul links. Peng et al. [22] formulated a migration
optimization problem aiming to maximize the services’
satisfaction degree of delay in VEC networks with the limited
backhaul bandwidth resource. However, these solutions
treated the wireless access and backhaul as two separate
processes, lacking researches that consider both as a whole
to jointly affect computing task offloading and resource
allocation in vehicle networks.

After briefly summarizing the relevant studies and men-
tioning the motivation, this paper investigates a scheduling
scheme for joint computational offloading and resource
allocation in vehicle-assisted edge computing network based
on the potential game theory and convex optimization theory.
Specifically, we first model the offloading decision process
for joint wireless access and backhaul as a potential game [23]
including a well-designed potential function that ensures the
existence and convergence of a Nash equilibrium (NE), which
is a state of perfect competition that assumes that all rational
players aim at profit maximization, where the users are ratio-
nal participants to minimize communication/computation
delay. According to the potential game theory, NE can be
achieved by minimizing the potential of each user through
the designed potential function. Furthermore, the remaining
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FIGURE 1. The system model.

multiple resource allocation problem is transformed from a
nonconvex to a convex optimization problem based on equiv-
alent transformation with successive convex approximation
method and finally derives the optimal solution satisfying
KKT conditions [24]. The main contributions of this work
are outlined as follows.

• We formulate a computational offloading cooperative
resource allocation problem in a VEC network to
minimize the system delay by jointly optimizing
offloading decision and bandwidth allocation in wireless
access/backhaul links, transmit power and task com-
putation frequency, guaranteeing sufficient backhaul
capacity for VBSs. Specifically, we derive offloading
decision model resulting from the joint impact of
wireless access and backhaul. Then, we prove that
the considered problem belongs to the difficult mixed
integer non-convex optimization.

• We decompose the proposed problem into two sub-
problems, i.e., computation offloading and resource
allocation. Specifically, the computation offloading
subproblem is modeled as a noncooperative game
among users and further prove it as a potential
game with NE existence and convergence. Then, the
nonconvex resource allocation subproblem is solved
using equivalent transformations and successive convex
approximation methods, and finally satisfies KKT
conditions and derives the optimal solution.

• Simulation results verify the convergence effect of the
proposed algorithm, and have been demonstrate that, our
proposal is closer to the global optimization solution and
can significantly reduce delay in comparison with edge
computation server only scheme, local computation
only scheme and random offloading scheme in various
scenarios.

The rest of this paper is organized as follows. Section II
introduces the proposed vehicle-assisted edge computing
systemmodel and formulates the delay-minimization compu-
tation offloading and resource allocation problem. Section III
details the solution process of the proposed problem.
Section IV presents the performance evaluation. Section V
concludes the paper.

TABLE 1. Notations.

II. SYSTEM MODEL
In this paper, we investigate a vehicles-assisted edge com-
putation network consisting of U users, A VBSs moving
on the bidirectional roads, and B Macro Base Stations
(MBS), as shown in Fig. 1. Each MBS is equipped with
a edge computation server to provide computing service
to users. The set of the user, VBS and MBS are denoted
by U = {1, . . . , i, . . . ,U}, A = {1, . . . , a, . . . ,A} and
B = {1, . . . , b, . . . ,B}, respectively. The task requesting
user firstly offloads its computational task to a VBS via the
wireless access link, and denote an incident matrix X =

[xi,a]i∈U ,a∈A ∈ {0, 1}U×A where xi,a = 1 represents user i
is associated with vehicle a, and xi,a = 0 otherwise. Then,
the VBS forward the offloading task to an associated MBS
via wireless backhaul to complete the task computation, and
the backhaul offloading decision incident matrix denoted as
Y = [yia,b]i∈U ,b∈B ∈ {0, 1}A×B, where yia,b = 1 if the
offloading data of user i is offloaded to MBS b through VBS
a, and yia,b = 0, otherwise. The main notations used in this
paper are appeared in Table 1.

A. CHANNEL MODEL
The channel gain between network nodes x ∈ {i, a} and
y ∈ {a, b} is denoted by gx,y, and it can be present as

gx,y = |hx,y|2βx,y, (1)

where βx,y = −120.9 + 10αlog10(
dx,y
d0

) + Xσ is the log-
normal shadowing path loss components that considers both
geometric attenuation and shadow fading [25], dx,y is the
distance between network nodes x and y, the remain constant
for a fixed distance between the two associated nodes in
which Xσ follows Xσ ∼ N (0, σ 2), and α is the path-loss
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exponent; N0 is the background noise power; |·| is the
modules operation; hx,y is the small-scale fading components
between network nodes x and y, which varies in different
frames and is represented by Jakes’ model as [26]

hx,y = ρhprex,y + nx,y, (2)

where nx,y ∼ CN (0, 1 − ρ2) and hx,y ∼ CN (0, 1), hprex,y is
the previous channel small-scale fading; ρ = J0(2πTsvfc/c)
is the correlation coefficie where J0 (·) is the first kind zero-
order Bessel function, Ts is the time interval between adjacent
frames, v is the relative speed between vehicles, fc is the
carrier frequency of the signal, and c is the speed of light.

B. COMMUNICATION MODEL
1) WIRELESS ACCESS LINK
When user i is associated to VBS a, the VBS allocates the
portion of bandwidth mi,aWA to user i where mi,a ∈ [0, 1]
and WA are the bandwidth allocation ratio between user
i and VBS a, and bandwidth on the wireless access link,
respectively. The uplink achievable data rate of the wireless
access link between user i and VBS a is defined as:

ri,a = mi,aWA log(1 + SINRi,a), (3)

SINRi,a =
xi,apigi,a
Ii,a + N0

, (4)

where SINRi,a is the signal-to-interference-plus-noise-ratio
(SINR) of user i associated with VBS a; pi is the transmit
power of user i; Ii,a =

∑
i′∈U\{i}

∑
a′∈A\{a}

xi′,a′pi′gi′,a′ is the

interference from other users competing for the shared
wireless access resource; N0 is the noise power.

2) WIRELESS BACKHAUL LINK
After receiving the computation task from user i, VBS a
forwards it to associated MBS b ∈ B, which is allocated
a portion of bandwidth nia,bW

B for the process, where
nia,b ∈ [0, 1] and WBare the bandwidth allocation ratio and
bandwidth for the wireless backhaul, respectively. The uplink
achievable data rate of the backhaul link between VBS a and
MBS b is defined as

ria,b = nia,bW
B log(1 + SINRia,b), (5)

SINRia,b =
yia,bpiagia,b
Iia,b + N0

, (6)

where SINRia,b is the backhaul SINR of VBS a sending
the computing data task of user i to MBS b; pia is the
transmit power of VBS a for delivering task of user i;
Iia,b =

∑
i′∈U\{i}

∑
a′∈A\{a}

∑
b′∈B\{b}

yi′
a′,b′

pi′
a′
gi′
a′,b′

is the interfer-

ence from other VBSs competing for the shared wireless
backhaul resources.

C. COMPUTATION MODEL
Assuming that user i, i ∈ U has a computation task that
is expressed as Ti =

{
di, ci, tmax

i

}
. di is the data size of

each computation task, ci denotes the number of Central

Processing Unit (CPU) cycles necessary to accomplish the
computation task, and tmax

i is the maximum tolerable delay
for the user.

When the computation task of user i is sent to MBS
b for execution via VBS a, the total offloading delay of
edge computing comes primarily from the transmission
and computation of computation tasks. Specifically, the
transmission delay of this computation task is described by

t trasia,b =
di
ri,a

+
di
ria,b

. (7)

The computational delay of a computation task on MBS b
is derived by

tcompia,b =
dici
fia,b

, (8)

where fia,b denotes the computation capability (i.e., CPU
cycles per second) of MBS b allocated to vehicle a.

Therefore, the total offloading delay of this computation
task in the edge computing is defined as

tia,b = t trasia,b + tcompia,b . (9)

In the paper, we do not consider the downlink delay
incurred in transmitting the computation results performed by
MBSs back to users, because the size of computation result
is generally smaller than that of the input.

D. PROBLEM FORMULATION
Latency is one of the key measures for computation
offloading. In this paper, transmitting offloading tasks with
assisted-vehicles require deciding which VBSs are as access
nodes and which MBSs are as backhaul nodes, as well
as these offloading selection decisions will have a direct
impact on the system latency. Thus, this paper aims to
minimize system delay incurred by offloading process via
jointly optimizing the offloading decision {X,Y} and the
resource allocation in terms of the bandwidth allocation

{m,n} =

{[
mi,a

]
i∈U ,a∈A,

[
nia,b

]
a∈A,b∈B

}
in both access and

backhaul links, the transmit power p =
{
[pi]i∈U ,

[
pia
]
a∈A

}
,

and the edge computation frequency f =
[
fia,b

]
a∈A,b∈B, taking

the backhaul capacity constraint, latency constraint, and
offloading decision constraint into account. We formulate the
Delay-minimization Computation offloading and Resource
allocation (DCR) problem as

min
X,Y,p,m,n,f

∑
i∈U

∑
a∈A

∑
b∈B

tia,b

s.t.
∑
i∈U

ri,a ≤

∑
b∈B

ria,b,∀a ∈ A, (10a)∑
a∈A

xi,a ≤ 1,
∑
b∈B

yia,b ≤ 1,∀i ∈ U, (10b)

xi,a ∈ {0, 1} , yia,b ∈ {0, 1} ∀i ∈ U, a ∈ A, b ∈ B,
(10c)

tia,b ≤ tmax
i ,∀i ∈ U, a ∈ A, b ∈ B, (10d)
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0 ≤ fia,b ≤ f max
ia,b ,∀i ∈ U , a ∈ A, b ∈ B, (10e)

0 ≤ pi ≤ pmax
i , 0 ≤ pia ≤ pmax

ia ,∀i ∈ U, a ∈ A,
(10f)

0 < mi,a < 1, 0 < nia,b < 1,∀i ∈ U , a ∈ A, b ∈ B.
(10g)

Constraint (10a) ensures that the backhaul rate can support
the total rate from all users associated with each VBS.
Constraint (10b) denotes that each user or VBS can be
only associate with one VBS or MBS at a given time
respectively, Constraint (10c) indicates that user i decides
whether to offload its computation task from VBS a to
MBS b or not, whereas tmax

i of constraint (10d) represents
the maximum delay constraints for individual users. Finally,
constraints (10e)-(10g) specify allowable ranges in terms
of computation frequency, transmit power, and bandwidth
allocation ratio, respectively.

The DCR is a mixed-integer nonlinear programming
problem, recognized as NP-hard [27], because the objective
function and constraints of (10) are non-convex and contain
integer variables. To address the problem, traditional central-
ized algorithms, such as exhaustive search, need to collect
all the necessary information (including channel state, traffic
characteristics, and interference state of all users), and need
to assign computation offloading and resource allocation
decisions to all VBSs and MBSs, resulting in extremely
high control and signaling overhead among network nodes,
which may not be tolerated by latency-sensitive tasks.
To make the problem tractable and simplify it, we divide
the original problem into two subproblems and solve them
accordingly.

III. PROBLEM SOLUTION
The DCR problem can be addressed by decoupling the
two subproblems, i.e., task offloading (P1) and resource
allocation (P2). Specifically, the subproblem P1 is modeled
as a noncooperative game among users and further prove
it as a potential game with NE existence and convergence.
On the other hand, the subproblem P2 is a nonconvex
problem that are solved using equivalent transformations and
successive convex approximation methods in order to drive
the optimal solutions for resource allocation that satisfies
KKT conditions.

A. FORMULATION AND SOLUTION OF TASK OFFLOADING
SUBPROBLEM
Given the resource allocation variables {p,m,n, f}, the
computational offloading subproblem P1 with respect with
X and Y is formulated as

P1 :min
X,Y

∑
i∈U

∑
a∈A

∑
b∈B

tia,b

s.t.
∑
i∈U

ri,a ≤

∑
b∈B

ria,b,∀a ∈ A, (11a)

∑
a∈A

xi,a ≤ 1,
∑
b∈B

yia,b ≤ 1,∀i ∈ U (11b)

xi,a ∈ {0, 1} , yia,b ∈ {0, 1} ∀i ∈ U,
a ∈ A, b ∈ B (11c)

We then model subproblem P1 as a noncooperative game
among users, who as players independently determine jointly
access and backhaul offloading strategy for computational
tasks. Denote G =

{
U ,S, {ui}i∈U

}
as the game model, where

U represents the set of players; S represents the strategy space
of the game, defined as the Cartesian product of all individual
strategy sets of players, i.e., S = s1 × · · · × si × · · · × sU ,
where si =

[
sia,b

]
a∈A,b∈B ∈ {0, 1}A×B, sia,b = xi,α · yia,b is

the set of all selection strategies for user i, if sia,b = 1 implies
xi,a = 1 and yia,b = 1 which means user i chooses VBS a as
the access association and then VBS a chooses MBS b as the
backhaul association. A strategy selection profile is denoted
as s = {s1, . . . , si, . . . , sU } ∈ S, which can be also rewritten
as s = (si, s−i), wheresi =

{
sia,b|i ∈ U

}
is the strategy of user

i and s−i represents the strategies set of U − 1 users except
user i; ui denotes the utility function of play i. Considering
all users adopt the combined wireless access and backhaul
offloading strategy, the task offloading mode is susceptible
to suffer from the SINR effect of both access and backhaul
links. Thus, we model a utility function that jointly takes
the SINR of both access and backhaul links into account to
determine the task offloading strategy. The utility function
can be defined as follows.
Definition 1: The utility function of user i is defined as the

sum of the inverse of access and backhaul SINR of the users
under the strategy profile S as follows

ui (si, s−i) =

∑
i∈U

∑
a∈A

∑
b∈B

sia,b

(
1

SINRi,a
+

1
SINRia,b

)
.

(12)

By providing a potential function as follows, we further
prove that the noncooperative game model G is a potential
game with NE existence and convergence.
Definition 2: A game is defined a potential game if and

only if exists a potential function φ (S)that satisfies: φ:R for
user i ∈ U , S ∈ S, and s−i ∈

∏
j̸=i

sj, such that:

ui (si, s−i)− ui
(
s′i, s−i

)
> 0 ⇒ φ (si, s−i)

− φ
(
s′i, s−i

)
> 0. (13)

Theorem 1: The proposed computational offloading game
G is a potential game with potential function as follows:

φ (si, s−i) =
1
2

∑
i∈U

∑
j∈U\{i}

∑
a∈A

∑
b∈B

sia,bsja,bCia,bCja,b, (14)

where Cia,b =
1

SINRi,a
+

1
SINRia,b

.
Proof: According to Definition 2, we should

prove that the potential function increases or decreases as
Cia,b (si, s−i) increases or decreases. Assuming that user i
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satisfies the decision update condition under the current
decision si, there exists a decision s′i that is able to gain
smaller total offloading delay, i.e.,

∑
a∈A

∑
b∈B

tia,b (si, s−i) >∑
a∈A

∑
b∈B

tia,b
(
s′i, s−i

)
. Since the inverse of the access and

backhaul SINR decreases monotonously as the offloading
delay function decreases, user i will update its current
decision si to s′i, and

∑
i∈U

uia,b (si, s−i) >
∑
i∈U

uia,b
(
s′i, s−i

)
is satisfied.

Suppose that an improving strategy for user i is from si to
s′i, and the other users’ task offloading selection strategies
hold unchanged, thus remain unchanged, then sia,b=1 and
s′ia′ ,b′=1, based on the potential function (14), we have

φ(si, s−i) − φ(s′i, s−i)

=
1
2
sia,bCia,b

∑
j∈U\{i}

sja,bCja,b +
1
2
sia,bCia,b

∑
j∈U\{i}

sja,bCja,b

+
1
2

∑
j′∈U\{i}

sj′a,bCj′a,b
∑

j∈U\{i,j′}

∑
a∈A

∑
b∈B

sja,bCja,b

−
1
2

∑
j′∈U\{i}

s′j′a′ ,b′Cj′a′ ,b′

∑
j∈U\{i,j′}

∑
a∈A

∑
b∈B

sja′ ,b′Cja′ ,b′

−
1
2
s′ia′ ,b′Cia′ ,b′

∑
j∈U\{i}

sja′ ,b′Cja′ ,b′

−
1
2
s′ia′ ,b′Cia′ ,b′

∑
j∈U\{i}

sja′ ,b′Cja′ ,b′

= Cia,b
∑

j∈U\{i}

sja,bCja,b − Cia′ ,b′

∑
j∈U\{i}

sja′ ,b′Cja′ ,b′ > 0.

(15)

■

1) EXISTENCE OF THE NASH EQUILIBRIUM
Definition 3: The strategy profile s∗ ∈ S is a Nash

equilibrium of the task offloading game G, i.e., no user could
further change its strategy to obtain smaller delay, if and only
if [28]

ui
(
si, s∗−i

)
≥ ui

(
s∗i , s

∗
−i
)

(16)

Theorem 2: The game G has at least one NE If there is a
potential function φ (si, s−i).

Proof: In each iteration, the game G selects strategy
combinations from the strategy space S based on the best
response dynamics, and forms an improvement sequence
after multiple iterations. Since the user’s strategy space S
is closed and bounded, the strategy combinations are also
bounded and consequently the improvement sequence is also
bounded. The game G has finite improvement properties,
thus necessitating the presence of at least one finite improve-
ment path. The potential function is required to exhibit a
decrease along the improvement path and ultimately to attain
the NE. ■

B. FORMULATION AND SOLUTION OF RESOURCE
ALLOCATION SUBPROBLEM
Given the offloading decision strategies {X,Y} , the second
subproblem P2 with respect to {p,m,n, f} considers trans-
mission power, bandwidth allocation in both wireless access
and backhaul links, and computation resource allocation
respectively, which is formulated as follows

P2 : min
p,m,n,f

g =

∑
i∈U

∑
a∈A

∑
b∈B

tia,b

s.t.
∑
i∈U

ri,a ≤

∑
b∈B

ria,b,∀a ∈ A, (17a)

tia,b ≤ tmax
i ,∀i ∈ U, a ∈ A, b ∈ B (17b)

0 ≤ fia,b ≤ f max
ia,b ,∀i ∈ U , a ∈ A, b ∈ B (17c)

0 ≤ pi ≤ pmax
i , 0 ≤ pia ≤ pmax

ia ,∀i ∈ U, a ∈ A,
(17d)

0 < mi,a < 1, 0 < nia,b < 1,∀i ∈ U , a ∈ A, b ∈ B
(17e)

Due to the coupling and nonconvexity, several equiva-
lent transformation with convex approximation methods
are utilized to solve the second subproblem P2. Firstly,
we transform the subproblem P2 into a more tractable form
through a series of equivalent transformations. Subsequently,
the convergence of convex upper bound for subproblem P2 is
guaranteed by applying the successive convex approximation
method [29] to iteratively solve a set of convex optimization
problems.

The first step is to deal with the coupling among variables.
By introducing slack variables

{
zi,a, qia,b

}
≥ 0,∀i ∈ U,

a ∈ A, b ∈ B, the subproblem P2 is rewritten as

P2.1 : min
p,m,n,f,
z≥0,q≥0

∑
i∈U

∑
a∈A

∑
b∈B

zi,a
di

+
qia,b
di

+
fia,b
ci

s.t.
∑
i∈U

mi,aWA log(1 + SINRi,a)

≤

∑
b∈B

nia,bW
B log(1 + SINRia,b),∀a ∈ A,

(18a)

SINRi,a ≤ 2zi,a/mi,aW
A

− 1,∀i ∈ U, a ∈ A,
(18b)

SINRia,b ≤ 2qia,b/nia,bW
B

− 1,

∀i ∈ U, a ∈ A, b ∈ B, (18c)

(17b), (17c), (17d), (17e), (18d)

where {z,q} =

{[
zi,a
]
i∈U ,a∈A,

[
qia,b

]
a∈A,b∈B

}
. Indeed,

although the right hand sides of (18b) and (18c) are
nonconvex, they are in convex exponential cone form
by multiplying zi,a and qia,b on both sides respectively.
However, the left hand sides of (18b) and (18c) are
still nonconcave functions, the additional slack variables{
di,a, eia,b, ki,a, li,a, oia,b, via,b,wia,b

}
≥ 0 are introduced to
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further relax these constraints as

P2.2 : min
�

∑
i∈U

∑
a∈A

∑
b∈B

zi,a
di

+
qia,b
di

+
fia,b
ci

s.t. WB
∑
b∈B

nia,beia,b ≤ WA
∑
i∈U

mi,adi,a,∀a ∈ A,

(19a)

mi,apigi,a ≤ ki,ali,a,∀i ∈ U, a ∈ A, (19b)

nia,bpiagia,b ≤ oia,bvia,b,∀i ∈ U, a ∈ A, b ∈ B,
(19c)

di,a ≤ log(1 + SINRi,a),∀i ∈ U , a ∈ A, (19d)

piagia,b ≤ via,bwia,b,∀i ∈ U, a ∈ A, b ∈ B,
(19e)

ki,a ≤ mi,a2zi,a/mi,aW
A

− mi,a∀i ∈ U, a ∈ A,
(19f)

li,a ≤

∑
i′∈U\{i}

∑
a′∈A\{a}

xi′,a′pi′gi′,a′

+ N0∀i ∈ U , a ∈ A, (19g)

wia,b ≤
(
2eia,b − 1

)
∀i ∈ U, a ∈ A, b ∈ B,

(19h)

via,b ≤

∑
i′∈U\{i}

∑
a′∈A\{a}

∑
b′∈B\{b}

yi′
a′,b′

pi′
a′
gi′
a′,b′

+ N0∀i ∈ U , a ∈ A, b ∈ B, (19i)

oia,b ≤ nia,b2
qia,b/nia,bW

B
− nia,b,∀i ∈ U,

a ∈ A, b ∈ B, (19j)

(17b), (17c), (17d), (17e), (19k)

where � =
{
p,m,n, f, z ≥ 0,q ≥ 0,d ≥ 0,

e ≥ 0,k ≥ 0, l ≥ 0, o ≥ 0, v ≥ 0,w ≥ 0
}
. Indeed, the

problem (18) and (19) are equivalent.
The transformed optimization subproblem (19) is still

nonconvex due to the nonconvex constraints (19a)-(19e).
In order to overcome these obstacles, the convex upper
bounds of the nonconvex terms are derived by applying
successive convex approximation method so that obtain a
global upper bound of the original problem (17). First, the
nonconvex constraint form present in (19a) - (19c) have same
formula form, e.g., ζψ ≥ µν. It is obvious that both sides
of this inequality are neither convex nor concave function
with respect to all variables. According to the result of [30],
the right-hand side of the inequality is firstly substituted by
its convex upper bound µν ≤

θ
2µ

2
+

1
2θ ν

2 where θ ≥ 0.
By defining define θ (n) = ν(n)/µ(n) given a feasible point(
µ(n), ν(n)

)
, the variable θ (n) is updated in an iterative form

to solve the function z ≥
θ (n)

2 x2 +
1

2θ (n)
y2 until convergence

to a limiting point satisfying KKT constraints. Based on
the second-order cone function ζψ =

(ζ+ψ)2−(ζ−ψ)2

4 , the
approximate convex constraint can be rewritten as

(ζ + ψ)
2

≥

√
θ (n)

2
x

√
1

2θ (n)
y,

(ζ − ψ)
2

. (20)

Next, we rewrite the nonconvex constraint (19d) as

di,a + log

 ∑
i′∈U\{i}

∑
a′∈A\{a}

pi′gi′,a′ + N0


≤ log

(∑
i∈U

∑
a∈A

pigi,a + N0

)
. (21)

Obviously, the right-hand side of the nonconvex func-
tion (21) can be convexly approximated around the point p(n)i
using the first-order Taylor approximation,

log

(∑
i∈U

∑
a∈A

p(n)i gi,a + N0

)
+

∑
i∈U

∑
a∈A

(
pi − p(n)i

)
gi,a∑

i∈U

∑
a∈A

p(n)i gi,a + N0

≥ di,a + log

 ∑
i′∈U\{i}

∑
a′∈A\{a}

pi′gi′,a′ + N0

 . (22)

Substituting the approximations (20) and (22) into cor-
responding nonconvex term in (19a) - (19d) and (19e)
respectively, the approximated convex problem (23), as
shown at the bottom of the next page, is a global upper bound
for problem (17).
Theorem 3: the sequence �(n) obtained by iteratively

solving (23) finally converges to a KKT point.
Proof: We first obtain an initialization point �(0)

through (23), which satisfies the Slater conditions [31]
because (23) is a convex problem. Similarly, the optimization
point �(n) generated by the previous iteration �(n−1) also
satisfies the Slater conditions. Repeat this step to conclude
that the optimization point �∗ of problem (23) holds the
Slater conditions. The slack variables {z,q} are the upper
bound of the objective function (17a), the function (23a) is
the upper bound of the function (17a) as follow

g
(
�(n)

)
= g̃

(
�(n), �(n)

)
≥ g̃

(
�(n+1), �(n)

)
≥ g

(
�(n+1)

)
(24)

This means that the current iteration point �(n+1) can
present lower delay performance for the problem (23) than the
previous iteration point �(n) on condition that the �(n+1) ̸=

�(n) is satisfied. Based on the boundedness of the sequence
�(n), these exists a convergent subsequence

{
�(nv)

}∞
v=1

satisfying condition lim
v→+∞

[
g
(
�(nv+1)

)
− g

(
�(nv)

)]
=

0 according to Cauchy theorem. For each iteration n,
there is v such that nv ≤ n and n + 1 ≤ nv+1.
Since the objective function is nonincreasing accord-
ing to (23), 0 ≥ lim

v→+∞

[
g
(
�(n+1)

)
− g

(
�(n)

)]
≥

lim
v→+∞

[
g
(
�(nv+1)

)
− g

(
�(nv)

)]
≥ 0, showing that

lim
v→+∞

[
g
(
�(n+1)

)
− g

(
�(n)

)]
= 0. Therefore, the conver-

gent subsequence
{
�(nv)

}∞
v=1 is the KKT point [24]. ■
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C. PROPOSED ALGORITHM FOR SOLVING THE DCR
PROBLEM
The details of proposed algorithm for solving the DCR
problem are briefly described in Algorithm 1. We firstly
initialize the decision slot, the offloading strategies of all
users, and the original point from the feasible solution of (23),
respectively, and then determine whether these values satisfy
the constraint conditions of the loop. In each iteration, collect
information about the game environment and computes the
current wireless channel interference, all users calculate the
corresponding utility function, determine whether update
their own offloading strategies to grantee the delay minimiza-
tion by the given previous resource allocation strategy, and
will then broadcast these messages to the wireless network.
Users will stick to their original offloading decisions s(t)i =

s(t−1)
i if they do not update their offloading decisions. Finally,
the VBSs traverse all MBS to solve convex program (23)
to obtain the current optimal resource allocation strategies
by the given current offloading strategies. All users reach a
mutual NE state after a finite number of iterations because

the potential game admits an NE within finite improvements,
i.e. no user can increase their own revenue by updating
strategies without reducing the revenue of other users. This
indicates that the potential game reaches an NE, and the
algorithm declares the end. At each iteration of Algorithm 1,
the computation complexity is polynomial with respect to
the subproblems (11) and (23). For the subproblem (11), the
time complexity is O (B) based on step 6 of Algorithm 1.
The time complexity of the subproblem (23) is O

(
A2B3

)
according to [29].

IV. PERFORMANCE EVALUATION
In this section, we perform simulations to evaluate the
performance of proposed scheme. The simulation parameter
settings are as follows. An area with coverage radius of
1000 m is used to simulate a city block and surrounding
streets in which U = 30 users and A = 10 VBSs are
uniformly distributed surrounding streets and on bidirectional
roads respectively. There are also B = 5 MBSs, each of
which is equipped with an MEC, to provide computational

P2.3 : min
�

g̃ =

∑
i∈U

∑
a∈A

∑
b∈B

zi,a
di

+
qia,b
di

+
fia,b
ci

s.t. WB
∑
b∈B

(
nia,b + eia,b

)2
−
(
nia,b − eia,b

)2
4

≥ WA
∑
i∈U

∥∥∥∥∥
√

di,a
2mi,a

mi,a,
√
mi,a
2di,a

di,a

∥∥∥∥∥,∀a ∈ A, (23a)

∥∥∥∥√mi,a
2pi

pi,
√

pi
2mi,a

mi,a

∥∥∥∥ gi,a ≤

(
ki,a + pi

)2
−
(
ki,a − pi

)2
4

,∀i ∈ U, a ∈ A, (23b)

∥∥∥∥√nia,b
2pia

pia ,
√

pia
2nia,b

nia,b

∥∥∥∥ gia,b ≤

(
oia,b + via,b

)2
−
(
oia,b − via,b

)2
4

,∀i ∈ U, a ∈ A, b ∈ B, (23c)

log

(∑
i∈U

∑
a∈A

p(n)i gi,a + N0

)
+

∑
i∈U

∑
a∈A

(
pi − p(n)i

)
gi,a∑

i∈U

∑
a∈A

p(n)i gi,a + N0
gedi,a

+ log

 ∑
i′∈U\{i}

∑
a′∈A\{a}

pi′gi′,a′ + N0

 ,∀i ∈ U, a ∈ A, (23d)

piagia,b ≤

(
via,b + wia,b

)2
−
(
via,b − wia,b

)2
4

,∀i ∈ U , a ∈ A, b ∈ B (23e)

ki,a ≤ mi,a2zi,a/mi,aW
A

− mi,a∀i ∈ U, a ∈ A, (23f)

li,a ≤

∑
i′∈U\{i}

∑
a′∈A\{a}

pi′gi′,a′ + N0∀i ∈ U, a ∈ A, (23g)

wia,b ≤
(
2eia,b − 1

)
∀i ∈ U, a ∈ A, b ∈ B, (23h)

via,b ≤

∑
i′∈U\{i}

∑
a′∈A\{a}

∑
b′∈B\{b}

yi′
a′,b′

pi′
a′
gi′
a′,b′

+ N0∀i ∈ U, a ∈ A, b ∈ B, (23i)

oia,b ≤ nia,b2
qia,b/nia,bW

B
− nia,b∀i ∈ U, a ∈ A, b ∈ B, (23j)

(17b), (17c), (17d), (17e), (23k)

VOLUME 12, 2024 110255



B. Huang et al.: Computation Offloading and Resource Allocation for VEC Networks

Algorithm 1 Proposed Algorithm for Solving the DCR
Problem
Initialization: Set initial decision slot: t = 0; each user

i ∈ U chooses the initial offloading decision that
offloads its task to a edge computation server; the orig-
inal point

{
z(0),q(0),d(0),e(0),k(0), l(0), o(0), v(0),w(0)

}
obtained from (23);

1: for each slot t do
2: get the current game environment and calculate the

current wireless channel interference; given resource
allocation strategy

{
p(t−1),m(t−1),n(t−1), f(t−1)

}
;

3: for each user i ∈ U do
4: Calculate the corresponding utility function

ui (si, s−i);
5: Select new strategy s′i such that
6:

ui
(
s′i, s−i

)
= argmin

a∈A,b∈B

{
sia,b

}
(25)

7: if ui (si, s−i) < ui
(
s′i, s−i

)
then

8: Keep the old strategy s(t)i = s(t−1)
i unchanged and

report {si,p} to the network;
9: else
10: Update the new strategy s(t)i = s′i and report{

s′i,p
}
the update to the network;

11: end if
12: end for
13: given offloading strategy s(t);
14: for each VBS a ∈ A do
15: for each MBS b ∈ B do
16: obtain the optimal resource allocation strategy{

p(t),m(t),n(t), f(t)
}

by solving convex pro-
gram (23);

17: end for
18: end for
19: end for
20: return optimization values {s∗,p∗,m∗,n∗, f∗};

TABLE 2. System parameters.

resources. The other simulation parameters are listed in
Table 2. The following simulation results are obtained on a
computer with Intel Core i7 14700F 16-core 3.4 GHz CPU
and 64 GB memory.

FIGURE 2. Convergence performance of proposed algorithm;
(a) Dynamics of task delay. (b) Dynamic of average task delay.

A. CONVERGENCE EVALUATION
Fig. 2 shows the convergence performance of the proposed
algorithm. The curves in Fig. 2(a) represent the offloading
delay of 30 users located in the network. At the beginning
iteration, the offloading delay of some users is very high, e.g.,
user 7 has an offloading delay of 408 ms, which is due to
the fact that these users randomly selected VBSs or MBSs
with poor channel quality during initialization process. As the
number of iterations increases, the offloading delay shows a
decreasing trend, i.e., the selected offloading strategy of each
user satisfies the lower computational delay requirement with
the iteration of the proposed algorithm. After 22 iterations, all
the users’ offloading delay finally achieves the lowest value
and remains unchanged, which indicated that none of users in
the network can decrease their offloading delay by changing
their strategies. The Fig. 2(b) shows the dynamic of average
task delay in the network for the proposed algorithm.

In order to evaluate the delay performance, the proposed
scheme compares with four baselines as follows.
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FIGURE 3. Comparison of the average delay with different task sizes.

• Edge Computation Server Only Scheme (ECOS): each
user offloads its tasks directly to the edge computation
server ofMBSswithout forwarding these via VSBs, then
the offloading strategies s =

[
xi,b
]
i∈U ,b∈B ∈ {0, 1}U×B

and resource allocation strategies {p, f} are determined
according to the method in Section III.

• Local Computation Only Scheme (LCOS): users’ com-
putation tasks are only processed by their own com-
putation capacities without offloading these to edge
computation server, the computing resource of local
computation is defined 2GHz.

• Random Offloading Scheme (ROS): a user randomly
chooses a VBS as relay to forward its computation task
to a random MBS.

• Globally Optimal Solution (GOS): the exhaustive search
is used to obtain all the possible user association
decisions, and then get the optimal resource power
allocation for each possible case by the Lagrangian dual
method.

We investigate the impact of computation task size on
the delay performance using the network average delay,
defined as the average delay of offloading delay of all users
located in the network. As shown in Fig. 3, the network
average delays of all the investigated schemes increase with
the number of the task size. Particularly, the GOS has the
lowest average delay. The average delay performance of
the proposed algorithm matches the GOS and significantly
outperform the other competing schemes. This is because
each user minimizes its own offloading delay by jointly
optimizing wireless access and backhaul task offloading
decision, and resource allocation in terms of transmit power,
bandwidth and frequency allocation. In this case, the LCOS
has worst delay performance which indicates that limited
computation resources increase the computation delay and
may not get much benefit.

Fig. 4 shows the comparison of the impact of users’ number
on the average latency under different schemes. We can see

FIGURE 4. Comparison of the average delay with different number of
users.

FIGURE 5. Comparison of the average delay with different number of
VBSs.

that the average delay of other schemes increase with the
growth of users’ number except for the LCOS scheme. This
is because an increase in users’ number increases the amount
of offloading tasks in the network, which increases the
VBSs’ communication delay and MBSs’ computation delay
leading to an increase in the average delay. However, the
LCOS scheme does not use the communication/computation
resource, so the average delay remains constant. For the
proposed algorithm, it is close to theGOS scheme. It indicates
that an increase in the number of users has no effect on the gap
between the proposed algorithm and GOS. In addition, the
ROS scheme has better system utility than the ECOS scheme.
It also indicates that vehicle-assisted edge computing has a
positive effect on the offloading tasks of users in comparison
with local computing.

Fig. 5 shows the performance of average delay versus the
number of VBSs for different schemes. Without the help
of VBSs, the LCOS and ECOS are not affected by their
number, and therefore tend to be constant with higher average
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FIGURE 6. Comparison of the average delay with different number of
MBSs.

delay. Additionally, we can also see that the average delay
of proposed Algorithm is the closet to the GOS scheme
and significantly outperform other schemes. This is due to
the fact that the proposed algorithm’s offloading strategy
includes both radio access and backhaul components, and
the offloading decisions on both links can be dynamically
selected based on the number of VBSs, thus achieving NE
and minimizing average delay.

Fig. 6 indicates the performance of the average latency of
different schemes with respect to different number of users.
We can observed that the average delay of the other schemes
decreases with the increase in the MSBs’ number with the
exception of LCOS. The figure shows that the proposed
algorithm matches the GOS, this is because the increase in
the MBSs’ number improves the communication capacity of
the wireless backhaul link and shortens the communication
distance of the wireless access link with the help of VBSs,
both of which simultaneously reduce the average delay of the
proposed algorithm.

V. CONCLUSION
This paper presented a vehicle-assisted edge computing
model for cooperative wireless access and backhaul links.
Based on this, an optimization problem combining compu-
tational offloading and resource allocation was formulated
and aimed atminimizing system delay. Then, we decomposed
the formulated problem into two subproblems, namely,
computation offloading and resource allocation. Specifically,
the computational offloading subproblem was model as
a potential game with the existence and convergence of
NE, in which users act as players for determining the
offloading decision with joint wireless access and backhaul to
achieve the NE. Furthermore, the optimal solution of resource
allocation subproblem was obtained by utilizing equivalent
transformation with successive convex approximation meth-
ods and satisfied KKT conditions. Finally, the simulation
results have shown that our proposal has a performance

advantage in terms of delay reduction compared with the
benchmark schemes.
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