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ABSTRACT Natural Language Processing (NLP) technology is rapidly evolving, and various large language
models have been widely applied in Legal Artificial Intelligence (AI). However, low accuracy in Similar
Case Matching (SCM) persists in the most popular case recommendation systems. It hinders the practical
application of case recommendations in Legal Judgment Prediction (LJP). Developing effective methods to
extract features from long texts and improve the accuracy of SCM is an urgent matter that requires attention.
Therefore, the paper proposes a SCMmethod based on deep text comprehension. A fine-tuned BERT model
is used to extract text information, and a combination of global attention and self-attention is employed
to represent the features of long texts deeply. A dual-channel similar text-matching approach is used after
candidate texts are pre-encoded to reduce the SCMmodel’s training time and improve accuracy. Experiments
on the China AI and Law (CAIL) competition dataset show that the proposed method achieves the highest
accuracy in SCM compared to the recent methods.

INDEX TERMS Similar case matching, text mining, similarity analysis, attention mechanism, feature
extraction.

I. INTRODUCTION
Currently, Legal Artificial Intelligence (AI) is undergoing a
profound reform, driven by big data, artificial intelligence,
and information technologies. The application of large Natu-
ral Language Processing (NLP) models effectively enhances
the deep analysis of legal texts. Rapidly recommending sim-
ilar cases based on the characteristics of case documents and
facts provides crucial support for intelligent case assistance
systems used by judicial authorities. It significantly assists
judges and mediators by reducing the workload of case
analysis, facilitating decision-making, and increasing work
efficiency. At the same time, it aids in minimizing discrep-
ancies in judgments across similar cases, thereby promoting
the efficient and equitable dispensation of justice. However,
the current accuracy of Similar Case Matching (SCM) is
hindered by factors such as the length and professionalism
of legal documents, which limit the auxiliary effect of Legal
Judgment Prediction (LJP) or judicial mediation.

A similar case shares similarities with the pending case
regarding basic facts, points of dispute, legal issues, etc., and
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has been adjudicated and finalized by a people’s court [1].
SCM involves the intelligent analysis of judicial documents
using techniques such as deep learning to locate similar
cases in a case database. Research on SCM increases the
efficiency of matching large volumes of legal texts to
improve the accuracy of LJP. In the field of Legal AI, there
are three common methods of SCM: keyword-based case
retrieval, label-based case retrieval, and fundamental NLP
text-matching algorithms [2], [3], [4]. Existingmethods focus
on computing the similarity between two texts. Distinguished
from basic word frequency statistical methods, scholars
attempt to extract features from legal documents or improve
them by converting the documents into embeddings using
vector space models, and then assess the similarity between
the extracted features or embeddings [5], [6]. These methods
are highly efficient, but they only compare extracted features
without incorporating full-text information or capturing
contextual and local features. Xu et al. [7] proposed a
context-aware similar case matching and recommendation
model (CASCMR), which has significantly improved text
feature extraction relative to traditional methods. However,
there is still considerable room for improvement in accuracy
and applicability to long legal texts. It faces challenges
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such as insufficient representation of long legal texts and
low accuracy, which limits its effectiveness in assisting
LJP. Thus, this paper proposes an SCM method based
on comprehensive text understanding. The method aims to
enhance accuracy through supervised comparison of multiple
texts. The ultimate goal is to achieve end-to-end similar case
recommendations.

The main contributions are as follows:
1. In the field of Legal AI, an improved SCM model based

on comprehensive text understanding has been proposed.
The model effectively addresses the issue of low accuracy
in SCM.

2. Effective representation of long text features is achieved
by employing global attention and self-attention.

3. This model can also be used for other tasks that require
matching both long texts and short texts.

II. RELATED WORK
SCM, as an important intersection of AI and judicial, has
received widespread attention in recent years from both
academia and industry [8]. The core idea is to automatically
query and recommend court judgments from databases that
are most similar to the current case in terms of factual
circumstances and points of dispute. It is particularly useful
in situations where guiding cases are scarce or identifying
similar cases is challenging. The technology not only
improves judicial fairness and accuracy but also saves
significant human and material resources [9]. Deep mining
and analysis of textual information from numerous cases
facilitate the extraction of key features and patterns. These
extracted features and patterns are subsequently used to
construct mathematical models that measure case similarity.
Although the three methods previously mentioned in the
field of Legal AI have significantly improved operational
efficiency, they fail to incorporate contextual and local key
information from texts, resulting in insufficient accuracy.
SCM is typically implemented using technologies from
various domains, such as NLP, information extraction,
and machine learning. These include Natural Language
Inference (NLI), Information Retrieval (IR), and Question
Answering (QA) [10], [11]. NLI seeks to determine whether
a premise can be inferred from a hypothesis, while both
case recommendation and NLI focus on text similarity.
In NLI, texts may convey both related and identical meanings,
whereas in SCM, casesmeanings are distinct due to variations
in parties and facts. Therefore, integrating methods from NLI
into SCM is a significant challenge in this domain. SCM
technology has been employed in certain judicial practices,
such as the case recommend function in Legal AI systems,
yet challenges remain [12]. This paper introduces the main
tasks involved in SCM, such as text similarity matching and
long text feature extraction.

A. TEXT SIMILARITY MATCHING
To resolve the issue of text similarity in SCM, various
methods have been developed and applied. Effective methods

can significantly improve the accuracy of SCM. Existing
text similarity matching methods include keyword-based
methods, syntax, and text structure-based methods, deep
learning-based methods, and multidimensional perspective-
based methods [6]. Keyword-based matching methods are
the earliest approaches, including methods such as word
frequency statistics and word graph networks. The core idea
involves representing texts with keywords and calculating
their similarity based on the weights of these keywords.
However, keyword-based matching methods ignore text
structure which can result in text matching errors. Methods
based on syntax, semantics, and knowledge structures split
text to effectively solve these issues [13]. In NLP, there are
two types of deep learning frameworks for matching text
similarity. One type is based on Siamese Networks, which
encode sentence pairs separately using the same encoder and
then compute similarity using features [14]. For example,
Cao and Zhao [15] proposed a Siamese network for text
similarity computation that uses a multi-head self-attention.
The Siamese model performs well when using a bidirectional
Gated Recurrent Unit (GRU) as the basis and combining
with multi-head self-attention to extract deep semantic
information from long texts. However, such methods have
limitations in deep semantic interaction, which can lead to
the loss of important information. Additionally, they require
large amounts of labeled data and incur high computational
costs. To address these shortcomings, scholars have proposed
a new type of matching aggregation network that incorporates
more interactions at the word and phrase levels. Chen et al.
[16] proposed an advanced model known as Enhanced LSTM
for NLI, which captures more local information between
text pairs before performing global comparisons. It calculates
the similarity between two cases more effectively. Other
scholars have conducted additional research on this [10].
Many scholars have used this approach to process text data by
mapping it to higher-dimensional spaces to extract features.
As a result, they have achieved significant outcomes in
text similarity matching. To comprehensively and accurately
compare the similarities between the two texts, scholars
have begun to study text matching from multidimensional
perspectives. The approach effectively tackles the issues
of feature sparsity and representation discrepancy in texts.
However, after mapping texts to high-dimensional spaces,
distance computation methods for determining text similarity
become meaningless. Therefore, it is crucial to determine
how to effectively reduce dimensionality by learning deep
feature representations and selecting appropriate text simi-
larity calculation methods. It is essential for improving the
accuracy and effectiveness of text similarity.

B. FEATURE EXTRACTION
Feature extraction for long texts as a key technology in the
field of NLP has made significant progress, but there are
still challenges such as computational efficiency and feature
extraction performance that must be addressed urgently.
Long texts are rich in semantic information, so accurately
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understanding their deep meaning is critical for feature
extraction. There are various methods for extracting features
from long texts. The most common methods are statistical
approaches, deep learning techniques, and hybrid methods.
The processing methods mainly include filtering, fusion,
mapping, and clustering [17], [18], [19], [20], [21]. Currently,
the most widely used method is deep learning-based feature
extraction for long texts. Deep learning combines low-level
features to form more abstract, higher-level attributes.
It enables the rapid generation of new effective features
from training data. In 2013, Mikolov et al. [22] proposed
the Word2vec model, which significantly advanced feature
extraction technology. The model transforms words in
text space to vector space and represents text with low-
dimensional vectors. It effectively resolves the issue of
exploding text vector dimensions while also improving the
accuracy of semantic expression in the original text. For
example, Deng et al. [23] integrated Word2vec, Doc2vec,
and Term Frequency-Inverse Document Frequency (TF-IDF)
to compute case similarity, which improved the accuracy of
SCM. Although such methods have produced satisfactory
results, they have limitations such as incomplete keyword
vectors and the absence of sentence vectors. In 2018,
Google’s AI Language team [5] proposed the BERT model,
which trains on a vast amount of general corpus using a
12-layer Transformer and context from all encoding layers
to train deep bidirectional representations. It provides the
benefits of parallel computation while also addressing the
polysemy problem. Subsequently, Tsinghua University’s
OpenClaP [24] trained BERT models specifically for feature
extraction from Chinese civil and criminal legal cases.
Hu et al. [25] proposed an SCM method based on legal facts
(BERT-LF), which combines themes with legal entity facts
to improve the applicability of document vectors to legal sce-
narios. The model encodes contextual semantic information
and solves the problem of long text feature extraction by
employing a BERT-based paragraph aggregation technique.
Fang [26] proposed three data augmentation methods:
truncation, dual loss, and prompting. These methods aim
to achieve more effective learning in a simple and efficient
manner. These models excel at analyzing word relationships
and subtle contextual differences in legal texts through
sequential modeling, thereby enhancing accuracy in complex
SCM tasks. However, they are constrained by training costs
and accuracy. For long text processing, researchers have
made improvements based on BERT from aspects such as
gating mechanisms, attention, hierarchical guidance, and
Graph Neural Network (GNN) models [27], [28], [29], [30].
These advancements have effectively enhanced the utilization
of long text features. The methods described above have
produced significant results in the field of SCM, but they still
have limitations, such as the inability to extract contextual and
local key information from texts effectively. Moreover, there
is a need to improve the accuracy of SCM, which reduces the
effectiveness of supporting LJP. Using deep learningmethods
for feature extraction from long texts in SCM has benefits,

but it also has drawbacks. These issues include problems
such as gradient disappearance and explosion during long text
information processing, as well as information loss during
long text segmentation. Additionally, there are challenges in
accurately and comprehensively representing the information
contained in the text. These problems must be solved.

In conclusion, the deep development of Legal AI faces
several key technical challenges, which must be addressed
to advance it. First, the effective extraction of features
from legal texts is urgently needed. Legal texts typically
have complex structures and rich semantics, so effectively
extracting key features from long texts is critical for
improving the speed and accuracy of information retrieval
and processing. Second, a thorough understanding of legal
expertise is required, as proper interpretation of legal texts
is critical to ensuring the accuracy and fairness of Legal
AI systems. Additionally, further research and optimization
are necessary for processing text information and text
dimensionality reduction. Finally, using appropriate text
similarity measurement methods can effectively avoid the
failure of high-dimensional space distance computations
while also improving the accuracy and effectiveness of
text similarity computations. Therefore, this paper proposes
a SCM method based on deep contextual understanding.
Specifically, by building on pre-trained language models for
text feature extraction and combining global attention and
self-attention, a deep understanding of long legal cases can
be improved, with the goal of improving the accuracy and
efficiency of SCM. It supports the further development of
Legal AI and text-data mining.

FIGURE 1. Here are three case document examples extracted from the
CAIL2022 SCM data set. Query text is the document to be queried,
candidate text1 is a document from the candidates that is similar to the
query text, and candidate text2 is a document from the candidates that is
dissimilar to the query text.

III. MODEL
The paper primarily investigates the problem of SCM in
Legal AI. Based on the current case’s description, type, and
relevant legal provisions, it recommends similar cases from
a case database. In the process of pre-training, given a set of
triplets {t, dtxt , dcand }, where dtxt represents the query text,
dcand is the candidate text, and t ∈ {0, 1} represents the label.
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If t = 1, dcand and dtxt are similar cases; if t = 0, these
two texts are dissimilar cases. The input query text outputs
the feature vector Xtxt ∈ Rn for the current query case and
the feature vector Ycand ∈ Rm for the candidate case, where
n and m are the number of features. The similarity between
the query text and a set of D = (Y1,Y2, . . . ,Ya) candidate
cases is measured as sim(Xtxt ,Ycant ),Ycant ∈ D, and the top
similar cases are recommended after ranking. Equation (1)
represents the mathematical description. The model is trained
using labeled data, which can also be used for unsupervised
data labeling, as shown in Figure 2.

Topn =
j

arrange
j=1,...,n

(
i
sim

i=1,...,m
(Xtxt ,Ycant)

)
(1)

FIGURE 2. Overall logic diagram.

A. PRE-TRAINING AND INPUT
The pre-training data for this study is divided into two
groups. The first group contains long text data extracted
from criminal data provided for an SCM task in the China
AI and Law Competition (CAIL) in 2019, which includes
6,018 labeled training data, 1,012 validation data, and 1,012
test data. The second group consists of civil data extracted
from the CAIL2022 competition’s interpretable SCM task,
which includes 15,306 labeled training data, 1,000 validation
data, and 1,000 test data. During the pre-training process,
data is input using a concatenation method of [label, input],
where both the label and input items are enclosed by special
markers [t], similar to the method described in the paper by
Devlin et al. The input is a single sentence, and the label is the
following sentence in the text. Each input token is composed
of three embeddings: token embedding, position embedding,
and segment embedding. The segment for the input token is 0,
while the segment for the label token is 1. During training, the
ratio of positive to negative samples is 1:1, but during testing,
it is 1:9.

During pre-training, the data takes the form of a set of legal
text data, denoted as t, dtxt , dcand . In the pre-training strategy,
the legal BERT model used is pre-trained by Tsinghua
OpenClaP. The training strategy alternates between masked
language modeling and next sentence prediction tasks, which
is similar to the method described by Humeau et al [31].
The Adam optimizer is used with a learning rate of 5e-3,
β1 = 0.9, β2 = 0.98, no L2 weight decay, linear learning
rate warmup, and inverse square root learning rate decay.

A dropout rate of 0.1 is applied to all layers. The training
batch size is 16, and further fine-tuning is performed based
on downstream tasks.

B. SCM MODEL
The objective of SCM is to find the most similar case
texts from the legal text corpus D based on a given query
text dtxt . The architecture of the proposed SCM model
based on deep text understanding is composed of three
layers: input layer, encoding layer, and output layer. The
input layer uses Bert word embedding to map the text to
its corresponding vector. The encoding layer extracts both
local information features and deep understanding features
across the entire text. The model is trained on a dataset
composed of triplets, each containing a label, a query, and
a candidate. To train the model to distinguish the relevance of
two texts, the candidate includes both positive samples (cases
similar to the query) and negative samples (cases not similar
to the query). When processing text data, the input layer
first converts the vocabulary into high-dimensional word
embeddings that contain semantic and contextual information
about the words. The encoding layer then processes these
word embeddings, using the attention to encode local features
within the text. The encoding layer not only captures the
local features of the query but also integrates a comprehensive
understanding of the candidate. It ensures the model can
effectively capture the intricate interactions between the
query and the candidate, thereby enhancing its ability to
accurately determine their similarity. Finally, the model’s
output is evaluated and corrected using a loss function. The
parameters are adjusted based on the gradient of the loss
function to optimize classification performance and achieve
precise distinction between similar and dissimilar cases.
Figure 3 shows the architecture of a SCM model based on
deep text understanding.

FIGURE 3. Schematic diagram of the architecture of the SCM model
based on global deep understanding.
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C. ENCODING
BERT is a bidirectional encoder, which means it can take
into account both preceding and following words, allowing
it to capture and comprehend the contextual information
of the entire sentence more accurately than other encoders.
BERT, which is trained using masked language modeling
and next sentence prediction tasks, is fine-tuned based on
legal text characteristics to better adapt to downstream tasks.
In this paper, a trained legal BERT with 12 hidden layers,
a hidden size of 768, and 12 attention heads is used to
encode the representation of words, segments, and positions
in legal texts. The input encoding of BERT is illustrated
in Figure 4. Pretraining is conducted through alternating
training in masked language modeling and next sentence
prediction tasks.

FIGURE 4. The schematic diagram of input encoding.

The query text and candidate text are tokenized with
the Word Piece tokenizer and then fed into BERT. After
encoding, they each obtain their own vectors, as shown in
Equations (2) and (3).

anω = BERT (dtxt , n), anω ∈ R1×k , ∀n ∈ {1, . . . ,Ntxt} (2)

bm
θ

= BERT (dcand ,m), bmθ ∈ R1×l, ∀m ∈ {1, . . . ,Mcand }

(3)

where anω represents the word embedding of the nth word
in query text ω, Ntxt represents the number of words in text
txt , and k represents the embedding dimension. bmθ represents
the word embedding vector of the mth word in candidate
text θ , Ncand denotes the number of words in text cand,
and l represents the embedding dimension. The query and
candidate text obtain text word embedding vectors through
the same method using BERT’s word embedding model,
as shown in Equations (4) and (5).

Aω = [a1ω, . . . , anω] ∈ Rn×k (4)

Bθ = [b1θ , . . . , b
m
θ ] ∈ Rm×l (5)

D. KEY INFORMATION EXTRACTION
Due to the complexity and professionalism of legal long
texts, traditional feature extraction methods are insufficient to
capture all the important and detailed information. Therefore,
new approaches are necessary to confront these challenges.
Additionally, BERT has a maximum positional encoding
limit when embedding long texts. While segmenting long
texts is an effective approach, it can still result in the loss
of text information and contextual coherence. Therefore, this

paper introduces an attention that extracts key information
from the text itself, improving expertise understanding.
A schematic diagram of the local key information extraction
method is shown in Figure 5.

FIGURE 5. Schematic diagram of key information extraction.

The initially encoded text vectors of the query and
candidate items are processed to optimize the representation
of key information. The computation formulas are shown in
Equations (6) to (9)

Attention(Qa,Ka,Va) = soft max

(
QaK

T
a

√
dk

)
(6)

xω = soft max


(
aωW a

Q

) (
aωW a

K

)T
√
dk

 ·
(
aωW a

v
)

(7)

Attention(Qb,Kb,Vb) = soft max

(
QbK

T
b

√
dl

)
(8)

y′
θ = soft max


(
bθW b

Q

) (
bθW b

K

)T
√
dl

 ·

(
bθW b

v

)
(9)

where Q, K , and V represent the Query, Key, and Value
matrices, respectively, and d denotes the variance. The
subscripts a and b represent the query and candidate items,
respectively. These are obtained by multiplying the input
vector a by the corresponding weight matrix W . The weight
matrices are randomly initialized and adjusted during the
training process. Then, the candidate text is aggregated into a
single vector, as shown in Equation (10).

Ycand = red
(
ymθ
)

(10)
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where red() is a function that selects the first output of the
encoding layer, simplifying the vector sequence into a single
vector.

E. KEY INFORMATION EXTRACTION FROM QUERY BASED
ON CANDIDATE ITEMS
To gain a better understanding of the text and obtain more
concise representations of the query text, the query items’
global context features are processed. The candidate features
are used as queries to handle the relationship between the
query and the candidate items, as shown in Equations (11)
and (12).

Xtxt =

∑
j

wxωj X itxt (11)

(w1, . . . ,wn) = soft max(ycand · x1txt , . . . , ycand · xω
txt ) (12)

Finally, the obtained query and candidate item features are
dot-products to compute the similarity score between them,
recommending the Top_n cases with the highest scores,
as shown in Equation (13).

S(txt, cand) = Xtxt · Ycand (13)

The pseudo-code for the main computation process is
shown in Algorithm 1.

IV. EXPERIMENTAL RESULTS AND ANALYSIS
To validate the effectiveness of the proposed method, it is
applied to the CAIL2019 and CAIL2022 datasets for SCM.

A. DATASETS
To improve the model’s efficiency in processing professional
legal texts, we trained it on civil and criminal case datasets.
The datasets are the CAIL 2019 SCM Dataset and the
CAIL2022 Second Phase SCM Competition Dataset. These
datasets respectively consist of a three-dimensional array
{t, dtxt , dcand }, containing 8,042 criminal cases published by
the Supreme People’s Court of China and 17,306 similar civil
cases. Table 1 shows how the dataset is divided. Each criminal
case in the dataset is derived from a corpus of Chinese
judicial documents and typically includes information about
the plaintiff and defendant, a basic description of the case
facts, relevant evidence and laws, and the judgment result.
Each civil case contains information about the plaintiff and
defendant, the plaintiff’s claims, a statement of facts, and the
court’s decision.

B. EVALUATION METRICS AND MODEL PARAMETERS
Because the SCM dataset does not include similarity labels
for case names, laws, case descriptions, and so on, but
instead directly labels whether two cases are similar or
not, this study employs Recall@1/10, Recall@2/10, and
Recall@5/10 to assess the model’s ability to predict similar
cases from 10 given candidates for clearly labeled cases in
both the proposed and baseline models. When compared
to other advanced models, accuracy ensures that the results

Algorithm 1 Iterative Training for SCM
Input: Query text, Candidate text
function EncodeAndRetrieve ()
# Using Bert for word embedding encoding, input the query text and
candidate text separately into the BERT model for word embedding
encoding.
1. Encode embeddings

q_embedding BERT(query_text)
cand_embedding BERT(candidate_text)
# Using the attention mechanism to extract key information,

compute the attention weight matrix between the query text and the
candidate text.
2. Extract key information using the attention mechanism

q_atten Attention(q_embedding,
q_embedding,q_embedding)

cand_atten Attention(cand_embedding,cand_embedding,
cand_embedding)

q_feature Reduce(q_embedding × q_attention)
cand_feature Reduce(cand_embedding × cand_attention)

# Aggregate the encoded features of the query text and candidate
text based on the attention weights.
3. Extract key information of query using candidate

q_feature cand_feature× q_embedding
# Calculate the similarity score between the query text and the
candidate text.
4. Calculate similarity scores

similarity_scores q_feature × cand_feature

# Rank and recommend based on the similarity scores.
5. Sort and recommend

sorted_candidates Sort(similarity_scores, descending=True)
top_n_candidates sorted_candidates[:N]
return top_n_candidates

end function0

TABLE 1. Dataset structure details.

are consistent across models. Fine-tuning experiments in
the BERT encoding layer are carried out with Google’s
BERT_base, Chinese BERT_WWM, and a legal-specific
BERT. The BERT model, pre-trained by Open Clap on
6.63 million documents, is chosen as the baseline model
for criminal SCM. The default hyperparameters from the
BERT model are used. For civil SCM, the baseline model
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TABLE 2. Comparison of different similarity computation methods.

TABLE 3. Experimental results of the models.

is the pre-trained BERT model from Open Clap, which
is trained on 26.54 million documents and uses default
hyperparameters. The similarity score is computed by the dot-
product method, which sums the products of corresponding
elements in two vectors to measure their overall similarity.
As shown in Table 2, experiments are conducted to compare
cosine similarity, Manhattan similarity, Jaccard similarity,
and dot product similarity. The experimental results and
analysis consistently show that the dot-product method best
captures the overall similarity between two vectors, resulting
in the best performance.

C. EXPERIMENTAL RESULTS
In this experiment, the models are trained on case datasets.
During training, the ratio of positive to negative cases is 1:1,
which means that each query item is associated with one
matching and one non-matching case. During validation, the
ratio of positive to negative cases is 1 to 9. The experimental
results are shown in Table 3.
The experimental results show that, when compared to

baseline models such as BERT and Attention, the proposed
model’s prediction metrics increased by 15% to 54%,
respectively. Additionally, as illustrated in Figure 6, the
model’s accuracy gradually improvedwhile its loss decreased

during the training process. The proposed model can better
represent long texts, thereby performing downstream tasks
more effectively. It demonstrates the superiority of the
proposed model in the SCM task.

FIGURE 6. Model training trend graph.

D. SENSITIVITY ANALYSIS
To validate the effectiveness of the model modules, this study
conducted experiments contrasting them with the baseline
BERT [28], BERT+Attention1, and BERT+Attention2. The
experimental results are presented in Figures 7 and 8.
From the results in Table 3, it is evident that adding
Attention Mechanism 1 and Attention Mechanism 2 to the
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BERT model significantly improves experimental outcomes.
Upon evaluation, our proposed model exhibits substantial
superiority in evaluation metrics compared to these baseline
models, highlighting the effectiveness of each module in
downstream SCM tasks. Further improvement is achieved
by integrating both mechanisms into the model. Therefore,
each component of the model has been proven effective
and indispensable. Additionally, this study employed a
fine-tuning approach that simultaneously encodes query and
candidate items, as detailed in Table 3. Experimental results
show that fine-tuning enhances the model’s accuracy in
case recommendation tasks relative to the original model.
However, fine-tuning prolongs training time compared to our
original model presented in this paper.

FIGURE 7. Comparison of predicted results for criminal cases.

FIGURE 8. Comparison of the predicted results for civil cases.

E. ANALYSIS OF SCM MODEL RESULTS
By transforming case descriptions, types, legal provisions,
and other information into feature vectors, the model captures
key information from multiple perspectives. It allows a better
understanding of the underlying information conveyed in
the text and improves case-matching accuracy. The model
is based on a BERT encoder and includes attention that
considers both local and global information in the text
enabling it to handle longer texts more effectively. Extracting
key information from both local and global perspectives
significantly improves the model’s ability to extract critical
information. As shown in Table 4, the model proposed in

this paper outperforms existing advanced models by more
than 10%. The experimental results confirm the model’s
effectiveness, demonstrating its strong performance in SCM.
Sensitivity analysis involves detailed verification of both
overall performance andmodule effectiveness, demonstrating
the model’s reliability and stability. The model has the
potential to be used not only in the legal domain but also
in other fields for text matching. Based on the SCM model
proposed in this paper, it aids in LJP, legal consulting services,
and other Legal AI construction efforts, while also offering
inspiration for improving other text-matching tasks.

TABLE 4. Comparison of evaluation results with advanced models.

V. CONCLUSION
To address the issue of low accuracy in case recommendation,
this paper proposes a SCM model based on deep text
understanding. By capturing both local and global key
information, the model achieves a better representation
of long texts, thereby improving the accuracy of SCM.
Experimental results show that the proposed model not
only performs well in SCM but can also be applied to
other dialogue systems or recommendation tasks. During
the model fine-tuning process, we found that increasing the
number of attention heads improves model performance.
If computational power is sufficient, using more atten-
tion heads can further enhance the model’s effectiveness.
Additionally, we observed that appropriately adjusting other
hyperparameters, such as learning rate and batch size, can
significantly impact model performance. These findings
provide valuable insights for future research and applications.

Despite the outstanding performance of the proposed
model in various aspects, there are still some limitations.
Handling extremely long texts requires high computational
resources, which may affect the practical application of
the model. Furthermore, while the study primarily focuses
on SCM tasks, future research could explore the potential
application of this model to other legal text analysis tasks.
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