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ABSTRACT This study aims to explore the application of deep learning models in multi-track music
generation to enhance the efficiency and quality of music production. Considering the limited capability
of traditional methods in extracting and representing audio features, a multi-track music generation model
based on the Bidirectional Encoder Representations from Transformers (BERT) Transformer network is
proposed. This model first utilizes the BERT model to encode and represent music data, capturing semantic
and emotional information within the music data. Subsequently, the encoded music features are inputted into
the Transformer network to learn the temporal relationships and structural patterns among music sequences,
thereby generating new multi-track music compositions. The performance of this model is evaluated,
revealing that compared to other algorithms, the proposed model achieves an accuracy of 95.98% in music
generation prediction, with an improvement in precision by 4.77%. Particularly, the model demonstrates
significant advantages in predicting pitch of music tracks. Hence, the multi-track music generation model
proposed in this study exhibits excellent performance in accuracy and pitch prediction, offering valuable
experimental reference for research and practice in the field of multi-track music generation.

INDEX TERMS Deep learning, transformer, music generation, multi-track music, BERT.

I. INTRODUCTION
A. RESEARCH BACKGROUND AND MOTIVATIONS
In today’s digital era, the music industry is undergoing
unprecedented transformation and development. Music pro-
duction, as a crucial component of music creation, embodies
the creativity and emotions of the creators, directly influenc-
ing the quality and style of the works [1], [2]. Moreover, with
technological advancements, music generation has evolved
from simple random note generation to a complex process
capable of simulating specific styles or works of artists [3].
However, traditional music production processes face numer-
ous challenges such as high labor costs, long production
cycles, and limited creativity, constraining the development
and innovation of music creation. Furthermore, traditional
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methods have limited capabilities in extracting and represent-
ing audio features, failing to effectively capture the advanced
features and emotional expressions of music. Additionally,
existing automatic music generation systems are mostly lim-
ited to single-track generation, and the automatic generation
of multi-track music remains an unresolved issue [4].

The generation of multi-track music not only involves the
generation of individual notes but also considers the har-
mony between different tracks, rhythm alignment, and overall
musical structure [5], [6], [7]. Deep learning models possess
powerful learning and expressive capabilities, enabling them
to learn advanced features and patterns of music from vast
amounts of music data and generate creative and expressive
musical works [8], [9], [10], [11]. Compared to traditional
methods, deep learning models can better capture the tempo-
ral relationships and emotional expressions of music, achiev-
ing more precise and efficient music generation.
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B. RESEARCH OBJECTIVES
The aim of this study is to explore the integration of
deep learning models into the music production process for
multi-track music generation, aiming to improve the effi-
ciency and quality of music creation and generate innovative
musical works. Therefore, this study innovatively introduces
deep learning algorithms and applies them to multi-track
music generation models, providing new ideas and methods
for the field of music production and promoting the develop-
ment and application of music generation technology.

II. LITERATURE REVIEW
The history of music generation technology can be traced
back to the early 20th century, initially based on rule-based
methods for generating melodies and harmonies, but
they often lacked flexibility and creativity. For example,
Ramirez et al. [12] proposed a rule-based evolutionary
approach to simulate the music performance process. They
optimized music performance rules through evolutionary
computing techniques to automatically model music perfor-
mance, providing an effective method for music generation.
Hastuti et al. [13] employed rules and genetic algorithms
to achieve automatic composition of gamelan music. They
designed a set of rules to guide music composition and com-
bined genetic algorithms to optimize and combine music ele-
ments, offering new insights for automatic music generation.
Hastuti et al. [14] developed a rule-based interactive melody
generator for gamelan music composition. They designed a
series of rules to support users in quickly generating gamelan
music works that met requirements.Wang et al. [15] reviewed
the current status of intelligent music generation systems,
including rule-based methods, emphasizing their importance
and development prospects in the field of intelligent music
generation.

With the development of computer technology, music gen-
eration has shifted towards two main approaches: template-
based and statistical-based methods. These methods can
analyze a large number of music works and learn patterns
for music generation. For instance, Goienetxea et al. [16]
employed statistical-based music generation methods, con-
sidering the coherence of rhythm and melody. Zhang [17]
proposed a template-based learning adversarial transformer
for symbolic music generation, which could enhance the
quality and diversity of music generation. Liu [18] reviewed
the application of statistical-based methods in intelligent
music composition and introduced the role of Generative
Adversarial Networks (GANs) music generation.

Entering the 21st century, machine learning technology
has brought revolutionary changes to the field of music.
Joy et al. [19] developed a music emotion recognition system
using machine learning and deep learning, improving recog-
nition accuracy. Sun [20] analyzed the principles and applica-
tions of machine learning in music composition, highlighting
its potential and development trends in the composition pro-
cess. Gonzalez and Prati [21] analyzed music timbre simi-
larity using machine learning algorithms, providing technical

support for music retrieval and classification. Kuremoto [22]
used machine learning methods to identify guqin music,
improving recognition accuracy and efficiency, promoting
the protection and inheritance of guqin music.

In recent years, deep learning-based music generation
methods have gradually become a research hotspot. These
methods utilize deep neural network models to learn the
advanced features and patterns of music data and gener-
ate creative and expressive musical works. For instance,
Ji et al. [23] reviewed the application of deep learning in sym-
bolic music generation, including different representation
methods, algorithms, and evaluation methods. Yin et al. [24]
compared the performance of different deep learning algo-
rithms in automatic music generation and proposed improve-
ment strategies, providing important references for automatic
music generation. Guo et al. [25] utilized deep learning algo-
rithms to achieve music generation and evaluation, offering a
new method for music composition. Sharma and Bvuma [26]
explored the potential of GANs in creative applications,
emphasizing the innovation and diversity of GANs in music
generation. Ferreira et al. [27] generated symbolic music
works using deep learning models, providing a new method
for music composition. Moysis et al. [28] reviewed the lat-
est advances of deep learning methods in music signal pro-
cessing, offering important references for music technology
research. Li et al. [29] utilized deep learning algorithms to
achieve drum music generation, demonstrating the potential
of deep reinforcement learning in music generation.

Through the analysis of current research, the evolution
of music generation technology has been summarized, from
rule-based, statistical-based to deep learning-based meth-
ods. Deep learning-based music generation methods have
various advantages, including the ability to learn complex
features and temporal relationships, fully utilize large-scale
data, and possess strong generalization capabilities. However,
this method still faces challenges, including high data and
computational resource requirements, lack of structural and
coherent generation results, and poor model interpretabil-
ity. In response to these challenges, this study proposes an
improved deep learning-basedmusic generation method, pro-
viding new ideas and methods for intelligent music composi-
tion.

III. RESEARCH METHODOLOGY
A. DEMAND ANALYSIS FOR MULTI-TRACK MUSIC
GENERATION
In modern music compositions, the overall musical landscape
is shaped by the careful arrangement of multiple instru-
ment tracks and their interactions and dependencies [30],
[31], [32]. For instance, in a rock band, the drums typically
establish the rhythm, while keyboards, bass, and guitar work
together to form the accompaniment, and vocals undertake
the task of singing. Each track needs to present a pleasing
melody independently, allowing for harmonious coordination
between tracks. However, current music generation models
often adopt simplified strategies when dealing with symbolic
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FIGURE 1. Illustration of the demand for multi-track music generation.

music generation [33], such as being limited to single-track
music generation, simplifying chords into single notes, ignor-
ing the temporal sequence of notes, etc. This results in
generated music lacking fluidity, missing key elements of
rhythm, tension, and emotional expression, making melodies
less appealing and lacking harmony between instruments.
Establishing multi-track music generation is crucial for the
intelligent development of the music domain, as depicted in
Figure 1.

In multi-track music generation, selecting the appropriate
electronic music score format is also crucial. Currently, the
three most widely used and popular electronic music score
formats include Musical Instrument Digital Interface (MIDI)
format [34], MusicXML format [35], and ABC format [36],
as compared in Table 1.

Table 1 compares the three electronic music scores. MIDI
format, as the primary format for multi-track music gener-
ation, boasts small file size, high editability, strong com-
patibility, and native support for multi-track. Its advantage
in musical expressiveness allows it to record rich musical
information. Therefore, this study selects MIDI format as the
input for music data, providing more creativity and expres-
siveness for the generated music. Additionally, by introduc-
ing deep learning algorithms, a deep learning model capable
of automatically generating high-quality multi-track music is
constructed, offering new tools and possibilities for the music
industry and music enthusiasts.

TABLE 1. Comparison of various electronic music score formats.

B. ANALYSIS OF THE CONSTRUCTION OF A MULTI-TRACK
MUSIC GENERATION MODEL BASED ON BIDIRECTIONAL
ENCODER REPRESENTATIONS FROM TRANSFORMERS
INTEGRATED WITH TRANSFORMER NETWORK
In deep learning algorithms, Bidirectional Encoder Represen-
tations from Transformers (BERT) algorithm possesses the
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FIGURE 2. Illustration of the model framework for multi-track music
generation based on bert-fused transformer network.

capability to deeply understand the semantics and emotions
of music data, accurately assessing the semantic coherence
and emotional expression of generated music works [37],
[38], [39]. This provides a solid foundation for the qual-
ity of generated music works. Meanwhile, the Transformer
algorithm can learn the temporal relationships and structural
patterns between music sequences, possessing powerful gen-
eration capabilities, making the generated music works more
diverse and creative [40], [41], [42].

This study adopts the idea of GANs [43], [44], with BERT
serving as the discriminator and the Transformer algorithm
acting as the generator. It constructs a multi-track music gen-
eration model based on BERT integrated with Transformer
network, as depicted in Figure 2.

In Figure 2, the BERT model is utilized to encode and
represent music data, capturing semantic and emotional infor-
mation within the music data. The BERT model algorithm
employs Masked Language Model (MLM) and Span Bound-
ary Objective (SBO) to predict missing notes in the input
sequence. Initially, given a music note sequence S =

(s1, s2, · · · , sn) as input to the model, the model generates
contextually relevant vector representations for each note as
shown in Equation (1):

enc (s1, s2, · · · , sn) = S1, S2, · · · , Sn (1)

In Equation (1), enc (·) denotes the quantization function,
S denotes the note sequence, s1, s2, · · · , sn represent n notes,
and S1, S2, · · · , Sn represent vector representations of n notes
respectively.

Subsequently, given the masking range (sr , · · · , se) ∈ Y
for the notes, (r, e) denotes the starting and ending posi-
tions, the computation of masked notes si is formulated as
in Equation (2):

yi = f (Sr−1, Se+1,Pi−r+1) (2)

In Equation (2), Sr−1 and Se+1 denote boundary note vec-
tors, Pi−r+1 denotes the position embedding of the target
note. The function f is implemented by a two-layer feedfor-
ward network, with ReLU used as the activation function. The
process of implementing the masking range Y is described in
Equations (3) to (5):

h0 = [Sr−1; Se+1;Pi−r+1] (3)

h1 = LayerNorm (GeLU (W1h0)) (4)

yi = LayerNorm (GeLU (W2h1)) (5)

The vector yi predicts the character si, and the loss function
calculation is formulated as in Equation (6):

L (si) = LMLM (si) + LSBO (si)

= − logP (si|Si) − log (si|yi) (6)

Through the discriminative ability of the BERT model,
experiments can more accurately assess whether the gener-
ated music conforms to the semantic and emotional charac-
teristics of the music data.

Next, the encoded music features are input into the Trans-
former network to learn the temporal relationships and struc-
tural patterns between music sequences and generate new
multi-track music compositions. Assuming two consecutive
music segments cT and cT+1, where the nth layer hidden
vector sequence of the T th segment is denoted as hnT . Let
L denote the length of the music segment, d denote the
dimension of the hidden vector, then the nth layer hidden
vector sequence hnT+1 of the T + 1 segment is obtained from
Equations (7) to (8):

h̃n−1
T+1 =

[
SG

(
hn−1
T · hn−1

T+1

)]
(7)

hnT+1 = Transformer − Layer
(
qnT+1, k

n
T+1, v

n
T+1

)
(8)

In Equations (7) to (8), n denotes the network
layer, function SG (·) denotes the stop-gradient function,
qnT+1, k

n
T+1, v

n
T+1 correspondingly represent the transforma-

tion matrices for query, key, and value, and h̃n−1
T+1 denotes

concatenation of the two hidden vector sequences along the
length direction. The calculation of attention Attention (Q, K,
V) is shown in Equation (9):

Attention(Q,K ,V ) = soft max
(
Q · KT
√
dk

)
· V (9)

In Equation (9), Q refers to the matrix of ‘‘query’’ vectors,
K refers to the matrix of ‘‘key’’ vectors, V refers to the matrix
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FIGURE 3. Pseudocode flow of BERT-fused transformer network applied to multi-track music generation model.

of ‘‘value’’ vectors. Attention (Q, K, V) is denoted by Areli,j ,
as shown in Equation (10):

Areli,j = ETxiW
T
q Wk,EExj + ETxiW

T
q Wk,RRi−j

+ UT
i W

T
q Wk,EExj + UT

i W
T
q Wk,RRi−j (10)

In Equation (10), Exi ,Exj denote word embeddings,
Ui represents the position encoding of the ith character,
and Ri−j represents the relative position of the jth char-
acter. ETxiW

T
q Wk,EExj represents content-based addressing,

ETxiW
T
q Wk,RRi−j represents content-related positional devi-

ation, UT
i W

T
q Wk,EExj represents global content deviation,

and UT
i W

T
q Wk,RRi−j represents global positional deviation.

Introducing a trainable vector u to replace UT
i W

T
q Wk,EExj

in UT
i W

T
q and v to replace UT

i W
T
q Wk,RRi−j in UT

i W
T
q . The

vectors u and v are learned. Thus, Equation (10) can be
transformed into Equation (11):

Areli,j = ETxiW
T
q Wk,EExj + ETxiW

T
q Wk,RRi−j

+ uTWk,EExj + vTWk,RRi−j (11)

Therefore, the complete calculation process of the genera-
tor model is as described in Equations (12) to (17).

hn−1
T =

[
SG

(
mn−1
T · hn−1

T

)]
(12)

qnT , knT , vnT = hn−1
T W nT

q , hn−1
T W n

k,E
T
, hn−1

T W n
v
T (13)

AnT ,i,j = qnT ,i
T knT ,j + qnT ,i

TW n
k,R

TRi−j

+ uT knT ,j + vTW n
k,RRi−j (14)

anT = Masked − Softmax
(
AnT

)
vnT (15)

onT = LayerNorm
(
Linear

(
anT

)
+ hn−1

T

)
(16)

hnT = Positionwise− Feed − Forward
(
onT

)
(17)

Thus, the generator part of the Transformer network is
responsible for generating multi-trackmusic sequences based
on the input music features, thereby achieving creative music
generation. The loss function of the BERT-fused Transformer
network can be represented as Equations (18) to (20):

Lgen = −ES f ∼pθ

[
Dφ

(
S f

)]
(18)

Ldisc = −ESr∼pr
[
Dφ

(
Sr

)]
+ ES f ∼pθ

[
Dφ

(
S f

)]
(19)

Lreg = EŜ∼pX̂

[(∥∥∥∇ŜDφ

(
Ŝ
)∥∥∥

2
− 1

)2]
(20)

In Equations (18) to (20),Dφ (·) denotes a one-dimensional
Lipschitz function, and Ŝ denotes the mean music character
sequence between sampling points pr and pθ in the embed-
ding space.

The fusion of BERT and Transformer networks fully lever-
ages the feature extraction capability of the BERT model on
music data and the modeling capability of the Transformer
network on music sequences, thereby achieving more precise
and efficient multi-track music generation. This study further
applies a global attentionmechanism to the generationmodel.
Under theAttentionmechanism, theweighted combination of
various music character elements based on their importance
yields the semantic encoding Ri as shown in Equation (21):

Ri =

Ts∑
j=0

aijf
(
sj
)

(21)

In Equation (21), the parameter i denotes the moment, j
denotes the j-th element in the sequence, Ts denotes the length
of the sequence, f (·) denotes the encoding of element sj, and
aij denotes the weight, reflecting the importance of element
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sj to the semantic encoding Ri. The calculation of aij is shown
in Equation (22):

aij =
exp

(
eij

)∑Ts
k=1 exp (eik)

(22)

In Equation (22), eij reflects the matching degree between
the element to be encoded and other elements; the higher the
matching degree, the greater the influence of the element.

In the model constructed in this study, the specific pseu-
docode of the BERT-fused Transformer network applied
to the multi-track music generation model is illustrated in
Figure 3.

IV. EXPERIMENTAL DESIGN AND PERFORMANCE
EVALUATION
A. DATASETS COLLECTION
The data for this study is sourced from The Lakh
Pianoroll Dataset (https://opendatalab.com/ OpenData-
Lab/Lakh_Pianoroll_Dataset). This dataset is a derivative
version of the Lakh MIDI Dataset, represented in piano roll
format, containing 174,154 piano roll files with multiple
instrument tracks. In the dataset selected for this study, each
multi-track piano roll is compressed into 5 tracks: bass,
drums, guitar, piano, and violin.

B. EXPERIMENTAL ENVIRONMENT
In the experimental environment, a 64-bit Windows 10
operating system is used, and the software is built using
the TensorFlow 2.1 framework. Python 3.6 is used for data
preprocessing and algorithm implementation details. Addi-
tionally, an NVIDIA GeForce RTX 2060 GPU with 16GB of
memory is utilized.

C. PARAMETERS SETTING
For the neural network models constructed in this study, the
following hyperparameters need to be set: The discriminator
BERT consists of 5 one-dimensional convolutional layers and
one fully connected layer, with ReLU used as the activation
function. The number of convolutional kernels in each layer
of the encoder is limited to 16 to compress the representations
of inter-track dependencies. The number of iterations is set to
100, the optimizer is Adam, and the initial learning rate is set
to 0.001.

D. PERFORMANCE EVALUATION
To evaluate the performance of the model proposed in this
study, the algorithm is compared with BERT [45], Trans-
former [46], GAN [47], and the model algorithm proposed
by Li et al. [29] from related fields. Evaluation is conducted
based on metrics such as accuracy, precision, recall, F1 score,
and Num Chroma Used (UPC). UPC refers to the number of
different pitch classes contained in each measure of a music
sample, ranging from 0 to 12.

Firstly, the comparison results of accuracy, precision,
recall, and F1 score under each algorithm are shown in
Figures 4 to 7.

FIGURE 4. Variation of music generation prediction accuracy with
iteration cycles under different algorithms.

FIGURE 5. Variation of music generation prediction precision with
iteration cycles under different algorithms.

FIGURE 6. Variation of music generation prediction recall with iteration
cycles under different algorithms.

In Figures 5 to 7, with the increase in iteration cycles,
the accuracy, precision, recall, and F1 score of the model
algorithm proposed in this study, as well as those of BERT,
Transformer, GAN, and the model algorithm proposed by
Li et al. [29] from related fields, show a trend of initially
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FIGURE 7. Variation of music generation prediction F1 score with
iteration cycles under different algorithms.

increasing and then stabilizing. Compared with other algo-
rithms, themusic generation prediction accuracy of themodel
proposed in this study reaches an Accuracy value of 95.98%,
representing a minimum improvement of 4.77% in gener-
ation accuracy. Moreover, the prediction accuracy of each
algorithm for multi-track music generation ranks from high-
est to lowest as follows: the model algorithm constructed
in this study > the algorithm proposed by Li et al. [29] >

Transformer > BERT > GAN. Further analysis of the Pre-
cision, Recall, and F1 score results of each algorithm shows
that the prediction results of the model algorithm proposed
in this study all exceed 85.49%, with an improvement in
prediction accuracy exceeding 3%. Therefore, the multi-track
music generation model based on BERT-fused Transformer
network proposed in this study can accurately predict multi-
track music, thereby achieving more precise and efficient
multi-track music generation.

The UPC results of each algorithm are compared as shown
in Figure 8.

FIGURE 8. UPC results under different algorithms.

In Figure 8, the algorithm proposed in this study demon-
strates significant advantages in the UPC values of various

instruments. Particularly, in the drums and guitar instruments,
the UPC values of the algorithm in this study are notably
higher than those of other algorithms, reaching 3.26 and
3.78 respectively. These data highlight the excellent perfor-
mance of the model proposed in this study in generating
multi-track music. Furthermore, the UPC values of piano
and violin instruments are also slightly higher than those
of other algorithms, indicating the diversity and complexity
of the music generated by the algorithm in this study for
these instruments. Although the UPC value of the bass instru-
ment for the algorithm in this study is slightly lower than
that of other algorithms, it still remains at a relatively low
level, consistent with the characteristics of bass instrument
music. Overall, the algorithm proposed in this study exhibits
outstanding performance in terms of pitch accuracy, making
valuable contributions to research and practice in the field of
multi-track music generation.

E. DISCUSSION
Through evaluating the performance of our model, a compar-
ison with the model algorithms proposed by BERT, Trans-
former, GAN, and Li et al. [29] reveals that with the increase
in iteration cycles, the music generation prediction accu-
racy of our model algorithm reached an Accuracy value of
95.98%, representing a minimum improvement of 4.77%
compared to other algorithms (BERT, Transformer, GAN,
and the model algorithm proposed by Li et al. [29]). Thus, the
performance of the model proposed in this study in the field
ofmulti-trackmusic generation has been validated, consistent
with the findings of Kang et al. [48] and Wu et al. [49].
Furthermore, through further comparison of the UPC results
of each algorithm, since the piano and guitar instruments
usually play chords and often express emotions withmelodies
with larger pitch ranges in music, the UPC values of the
algorithm proposed in this study aremore concentrated across
various instruments. Moreover, since the bass tends to play
lower tones, the UPC values of the model in this study
demonstrate significant advantages, consistent with the views
of Tang et al. [50].

Thus, the model proposed in this study provides valu-
able references and insights for research and practice in the
field of multi-track music generation. By combining BERT
and Transformer networks and adopting innovative algorithm
design, the model in this study not only improves the accu-
racy and efficiency of music generation but also expands the
understanding and application of music generation technol-
ogy. This is of great significance and value for advancing
the development of music generation technology, enhancing
the quality and diversity of music creation, and enriching the
content and forms of the music industry.

V. CONCLUSION
A. RESEARCH CONTRIBUTION
This study addresses the prevailing tendency inmusic genera-
tion to adopt simplified strategies and proposes a multi-track
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music generation model based on BERT-fused Transformer
networks. This model combines two advanced deep learning
technologies to efficiently encode and generate music data.
Through comparative experiments with other algorithms, the
study validates that the proposed model achieves an accuracy
of over 95% in music generation prediction and demon-
strates significant advantages in predicting pitch accuracy.
The data indicates the significant contribution and impor-
tance of the proposed model in the field of multi-track music
generation.

B. FUTURE WORKS AND RESEARCH LIMITATIONS
However, this study also has certain limitations. Firstly,
although the model exhibits good performance in experi-
ments, there are still prediction errors under specific circum-
stances, possibly due to the characteristics of the music data
and limitations in model design. Secondly, the experimental
dataset of this study may lack generalizability in specific
domains due to the diversity and complexity of music data.
Therefore, future studied will explore more advanced deep
learning technologies and attempt to integrate research find-
ings from other domains to further enhance the quality and
diversity of music generation. Additionally, efforts will be
made to construct richer and more diverse music datasets to
validate and assess the generalizability and robustness of the
model, bringing more innovation and opportunities to music
creation and industry.
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