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ABSTRACT The rapid expansion of generative artificial intelligence (AI) technologies is projected to
significantly affect electricity use in the global data center sector. Earlier research has proposed using
data centers for load-balancing the future power grid to allow higher integration of variable renewables.
In this paper, we review the expected future electricity consumption of AI and evaluate the behavior of AI
data centers in clean energy systems. Our work found that the levelized cost of computing (LCOC) favors
higher load factors and shows a relatively low sensitivity to electricity price levels. Under our baseline cost
assumptions, a baseload electricity price of $125/MWh benefits load factors higher than 64%, depending
on the market price conditions and variations. Nevertheless, high-tier data centers with higher operational
costs and capital expenditures favor even higher load factors to optimize their LCOC. These findings show
that a boom in AI energy use could drive significant baseload power demand in future power systems.

INDEX TERMS Artificial intelligence (AI), AI energy use, computing cost, computing efficiency, data
center, graphical processing units (GPUs), load factor, load shifting.

NOMENCLATURE
α Power usage effectiveness (PUE), [−].
γ Computing efficiency, [PFLOPs/kW].
c Overnight construction cost (CAPEX), [$/kW].
d Annual O&M cost (OPEX) of total CAPEX, [%].
k Load factor (utilization rate), [%] or [−].
n Number of years of depreciation, [−].
p Average price of electricity, [$/MWh] or

[¢/kWh].
r Weighted average cost of capital (WACC), [%].
t Average time per year, 8765.8 h or 31 556 926 s.

I. INTRODUCTION
Artificial intelligence (AI) is inherently an energy-intensive
technology, and for this reason, green AI is an emerging
research field [1]. The International Energy Agency (IEA)
estimates that data centers currently account for 1 to 1.5%
of global electricity demand [2]. Like other power-intensive
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industries, AI data centers urgently need low-carbon energy
resources to meet their demands and not conflict their
existence with climate goals and objectives. Consequently,
integration with renewable sources has been an important
strategy, and to do so, they have been oriented toward moving
data centers to locations where the greenest electrons are
found [3]. Nuclear energy has also recently received attention
owing to its role in AI development [4].

By 2027, NVIDIA could be annually shipping 1.5 million
AI server units [6], with a power demand of 6.5 to 10.2 kW
per unit. Assuming a load factor of 100%, this could result in
an annual increase in AI-powered electricity consumption of
85 to 134 TWh per year [7]. Fig. 1 presents three possible
IEA scenarios for the future electricity needs of the data
center sector, with linear extrapolations from 2026 to 2035,
extending the predictions of the IEA. Others have also
predicted a base case of new yearly electricity demand of
1000 TWh for AI-related activities by 2030 [8], slightly
above the IEA’s base case. Nevertheless, the rising demand
for AI is one of the biggest uncertainties in future energy
use.
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FIGURE 1. IEA’s projected annual electricity consumption and mean
power demand from data centers, AI, and cryptocurrencies until 2026 [5]
with linear extrapolations toward 2035 for high, base, and low cases.

Masanet et al. observed that despite a massive expansion
of data storage between 2010 and 2018, the data center’s
power demand did not significantly increase owing to
efficiency gains [9]. However, this trend could change if
Moore’s law end, where Koot and Wijnhoven predict that
an exponential power demand increase could be the result
[10]. The implications are exponential extrapolations in Fig. 1
instead of linearizing future demand. However, a continued
increase in the computing efficiency of AI would reduce
the energy needs [11], but it could also cause a rebound
effect, resulting in higher computing demand (i.e., Jevons’
paradox). Such a scenario may also be likely, as there are no
natural asymptotic destinations that restrict the need for the
processing, storage, and transportation of data.

Another major uncertainty with AI data centers is their
compatibility with load-shifting of their power demand.
Krioukov et al. examined workload scheduling to make
it compatible with wind power production patterns [13].
A significant increase in the wind share was obtained, but
it also caused bottlenecks, with some workloads exceeding
their deadlines. Similarly, Goiri et al. investigated how work-
load scheduling could be used to integrate more local solar
energy with an electrical grid as the backup [14]. Moreover,
a combination of pre-planned batches of workloads and
interactive workloads was studied by Liu et al. to allow for
more workload delays [15]. To go further, Chen et al. looked
at the geographical distribution and load-balancing of data
centers in California [16]. By routing workloads between data
centers, planning can be made to minimize overall fossil fuel
use. However, Lui et al. found that this approach is a trade-off
between energy cost and computing performance costs
[17]. Nevertheless, Toosi et al. reported that geographical
smoothing can be achieved without degradation in service
quality [18]. Although the potential to provide demand
responses from data centers has been thoroughly discussed,
Ghatikar et al. [12] pointed out that the value of data centers
participating in such programs should be comprehensively
assessed.

In this study, we develop a basic economic model to
estimate the levelized cost of computation (LCOC), which
we introduce as a new performance metric to economically
evaluate the data center infrastructures used to execute AI
workloads. Thus, we can evaluate the costs of running
data centers part-time at low loads to balance the power
system. Our fundamental research question is whether future
data center infrastructure will predominantly favor baseload
demand or if the infrastructure will also provide economic
opportunities for flexible demand and load-shifting, reducing
the data center’s overall capacity factor. Finally, the research
results are used to evaluate the chance of a baseload power
demand boom if the IEA high-case scenario unfolds [5].

The remainder of this paper is organized as follows:
Section II presents the load profiles of two representative
data center types to establish how conventional infrastructure
is utilized. Then, the global impact of AI energy use is
discussed in terms of existing and predicted AI developments
in Section III. Finally, Section IV develops basic economic
models of AI energy use to evaluate the economic incentives
for either baseload or load-shifting operations before the
paper is critically discussed and concluded in Section V.

II. DATA CENTER LOAD CHARACTERIZATION
Fig. 2 depicts a generic power supply sketch for a data
center, including both IT-related and cooling-related power
demands. However, limited information is available on the
power demand profiles of conventional data centers. Fig. 3
and Table 1 describe the mean daily load profiles of two
representative types of data centers in the US [12]. Specif-
ically, these include a flat-load data center, which exhibits
a high load factor, and a mixed-load data center, which
is characterized by load fluctuations that primarily occur
during working hours. Although the load characteristics
of both types are generally stable and predictable, they
exhibit notable seasonal variations. The cooling system has
a higher efficiency under colder conditions, implying that
the data centers use more power during warmer summer
periods. Nevertheless, using adiabatic cooling systems can
lead to fewer seasonal variations, even though achieving
absolute weather-independence with land-based surface-
mounted installations is generally challenging.

The load profiles of flat-load data centers, as shown in
Fig. 3-(a), typically have a mean daily load factor1 of ≥

99%. Their consistent load is due to auxiliary loads, such as
office space consumption, which accounts for a small portion
of the total load. As a result, energy consumption showed
little correlation with weather or time of day. In contrast,
Fig. 3-(b) depicts a representative load profile of a mixed-use
data center, where the mean daily capacity factor is ≥ 80%.
The peak loads occurring in the middle of the day were
similar to those in commercial buildings.

1Load factor measures the ratio of the average load to the peak load in a
system over a specific period, indicating how evenly the power is used, while
the capacity factor assesses the facility’s utilization compared to its installed
capacity.
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FIGURE 2. Generic power supply schematics for a data center.

FIGURE 3. Whole-year-averaged load profiles for US data centers based on representative examples [12]. (a) Flat load. (b) Mixed-use load.

In a general sense, Fig. 3 highlights that a significant
portion of the data center’s power demand is based on a
firm, baseload electricity supply around the clock, 24 hours
per day, and 365 days per year. However, the mixed-use
data center’s office-related daily load variations could match
well with the variable energy supply of solar power,
although this is seasonally dependent. Nonetheless, a data
center is a mission-critical, energy-conscious facility with
a fundamental requirement of never losing power [19].
Moreover, time is a critical resource during the process of
AI model training, and AI data centers are capital-intensive
infrastructures that require high utilization to maximize
the return on investment. As a result, maximizing their
utilization rates is becoming increasingly important for cost-
effectiveness. Historically, data centers have been equipped
with backup diesel generator sets to secure power reliability
and be fully redundant; they also have two independent power
grid connections. Table 2 lists the reliability standards of
different data center classifications and capital intensities of
different reliability levels.

TABLE 1. Characterization of US data center load profiles in Fig. 3 .

TABLE 2. Reliability classifications and cost estimations of different data
center standards [20], [21].

III. IMPACT OF AI USE ON GLOBAL ENERGY USE
The use of AI models is predicted to have a significant
impact on global energy consumption in the near future
[22]. However, others have argued that some earlier AI
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claims have been exaggerated [11]. Table 3 shows that
the power use per request could increase by as much as
2863% if the world is transitioning from conventional search
services such as Google search to an AI-informed Google
search. Considering that 9 billion searches daily would
annually create an additional electricity demand of nearly
29.22 TWh or a mean power demand of 3.33GW, this
would be about one-twentieth of the existing data center
demand according to IEA reporting. However, another way to
implicitly forecast the overall AI power demand is to examine
the developments in the AI server market to estimate the
power demand required by the future sales and delivery of
these infrastructures.

Graphics processing units (GPUs) were originally intended
for graphics processing but are now relevant to AI for
their ability to parallelize processing tasks and perform
rapid tensor operations, which are crucial for AI algorithms.
Table 4 highlights the dominance of NVIDIA in the AI server
market, where their GPU platforms claim to have the highest
computing efficiency. NVIDIA’s estimated market share is
currently 95% [5].
The main challenge associated with the theoretical per-

formance metrics of GPU chips, as shown in Table 4,
is to bridge them with the real performance of actual AI
models. In practice, achieving high GPU utilization requires
tasks that are inherently suited for parallel processing,
optimized memory management to reduce bottlenecks, and
the software using the GPU to be carefully designed to keep
all parts of the GPU busy while managing overhead and
hardware constraints. Consequently, real-world applications
can exhibit GPU utilization as low as 2% to 10% [8].
However, certain AI models, such as large language models
(LLMs), are well suited for achieving high GPU utilization.

In 2023, NVIDIA is expected to have delivered 100 000
AI server units [6]. Assuming an equal share of NVIDIA
DGXTM A100 and H100 implies a peak power demand from
this delivery of 0.84GW in 2023 alone. Assuming an ideal
100% load factor and a power usage effectiveness (PUE)
factor of 1.12 [23], this implies that 8.2 TWh was added
to the new annual consumption as a result of NVIDIAs
2023 global deliveries. By 2027, some have projected that
NVIDIA could supply as much as 1 500 000 AI server units
[6]. Assuming that it is dominated by the latest product in
the DGX series (NVIDIA DGXTM B200), it would imply as
much as 21.45GW in added peak capacity per year starting
from 2027. If fully utilized, it would draw as much as
210.6 TWh of added electricity use per year, assuming a 1.12
PUE. This alone is close to the IEA’s high case scenario of
230 TWh in added consumption per year (see Fig. 1), which
also covers traditional data centers and cryptocurrencies.

IV. LEVELIZED COST OF COMPUTING
In general, data centers are characterized by a capital-
intensive infrastructure. Table 5 lists key economic param-
eters for estimating the overall cost of computation.
The assumed power usage effectiveness (PUE) is low,

TABLE 3. Average power demand per request for different services.

representing colder regions (e.g., Norway). An economic
lifetime of 15 years could be considered optimistic, but the
operational cost also includes the replacement of old GPUs.
The relatively high discount rate of 10% can be justified
by this short time horizon. The levelized cost of computing
(LCOC), inspired by LCOE [44], can be formulated accord-
ing to eq. (1), which includes capital expenditure (CAPEX),
operating expenditure (OPEX), power consumption, and
the total amount of computation during the infrastructure
lifetime.

LCOC =

c+
∑n−1

i=0
αpkt+dc
(1+r)i∑n−1

i=0
γ kt

(1+r)i

(1)

Note that eq. (1) uses the electricity cost from the average
electricity price (p) when the data center is in operation,
which can also be referred to as the average ‘‘capture price’’
of consumption. Thus, the equation considers the value
of demand flexibility for utilizing price variations (hourly
and seasonal) by mapping any combination of the average
(captured) price and load factor. For example, a combination
of a low average price and low load factor reflects a plant that
operates only at low prices and is idle for the rest of the year.

A fundamental question is what financial incentives are
available for data centers to operate at lower load factors to
provide demand response to facilitate renewable production,
which is also a general approach to utilize price variations
in the electricity market. To answer this question, Fig. 4
highlights the sensitivity of both the load factor and the
electricity price to computing costs predicted by eq. (1).
This indicates that reduced utilization is a more significant
cost driver than the average price of electricity. One critical
assumption in the calculation is the computing efficiency,
which varies significantly between GPU platforms, as shown
in Table 4. These are also theoretical performances if the
AI servers are fully utilized in their applications. In Fig. 4,
a moderate computing efficiency of 0.1 PFLOPs/kW was
assumed. However, this factor is a constant in the LCOC
calculation, implying that the relative values of the results
remain unchanged, even though it would shift the cost level
range of the plots. The costs related to cooling the data
center are included in the electricity cost part of eq. (1)
through coefficient α, which is the power usage effectiveness
(PUE). In this study, a competitive PUE of 1.12 is assumed
[23]. However, in some countries with warmer climates, this
coefficient will make data centers more sensitive to the cost of
energy. Therefore, we added a sensitivity case where the PUE
is 1.70, which is representative of a warmer climate. Please
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TABLE 4. Performance of different AI data center GPU platforms.

TABLE 5. Baseline cost assumptions for data center economic analysis.

FIGURE 4. Sensitivity to load factor and average price of electricity on the
levelized cost of computing (LCOC) using baseline cost assumptions in
Table 5 and eq. (1). A 0.1 PFLOPs/kW computing efficiency is assumed,
which corresponds with the median value of data center GPU platforms
in Table 4. The load factor is varied between 25 and 100 % and the
investigated electricity prices are $75/MWh, $100/MWh, and $125/MWh,
where the latter is close to the 2023 wholesale electricity price of
$127.2/MWh in the US [45].

note that if fossil fuels constitute a significant portion of the
data center’s power supply, carbon pricing must be added to
eq. (1).

To further explore cost sensitivities, Fig. 5 provides a two-
dimensional (2-D) contour plot of the LCOC with respect
to both the load factor and the electricity price. The green
contour line has an LCOC of $1.01/EFLOP and a baseload
electricity price of $100/MWhat 100% load factor. The same
LCOC is achieved at a 69.10% load factor with a $0/MWh
electricity price. This means that electricity would have to

be free if the data center were to reduce its load factor to
69.10% while maintaining the same LCOC. This is because
the capital expenditures and operational costs in the data
center sector are much higher than the costs of electricity,
which are different from other power-intensive industries that
are very sensitive to the average price of electricity.

Table 6 summarizes all the zero electricity price load
factors that match the contour plots in Fig. 5. High-tier data
centers with even higher CAPEX values (see Table 2) would
shift the contours in Fig. 5 further to the right. Achieving
a high-reliability classification primarily depends on the
reliability of the main power source. Therefore, a higher
average price of electricitymay be justified for amore reliable
power supply. Hence, a separate investment in local energy
solutions with sufficient reliability next to data centers could
transform a low-CAPEX tier-I data center with performance
comparable to a high-CAPEX tier-IV data center without the
need to acquire backup power from in-house diesel generator
sets or other reliable solutions inside the data center (see
Fig. 2).
The contour plots in Fig. 5 highlight that a lower baseload

electricity price provides less room to reduce the load
factor and still be economically competitive with baseload
operation. In terms of cost, a lower load factor should be
justified by capturing a lower average price of electricity
at the expense of lower utilization. This economic window
of opportunity shrinks as the baseload electricity prices
become more competitive. Even though there is an economic
opportunity available, the potential load factors are still
high, implying that data centers in the future will very
likely be consumers dominated by baseload operation at high
load factors. However, data centers can sell system-bearing
services to grid operators to economically justify lower
load factors. In addition, other remuneration mechanisms
for providing demand response could offer further financial
incentives, such as workload scheduling. Nonetheless, the
cost-effectiveness of such services might be higher when
sourced from entities other than capital-intensive, high-
operating-cost facilities such as data centers.

When older GPUs are replaced with newer models
with higher computational efficiency, the LCOC improves
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FIGURE 5. 2-D contour plots of the levelized cost of computation (LCOC)
with respect to both load factor and average price of electricity using
baseline cost assumptions in Table 5 and eq. (1). A 0.1 PFLOPs/kW
computing efficiency is assumed, which is the median value of data center
GPU platforms in Table 4. The zero-crossings are specified in Table 6.

TABLE 6. Zero electricity price crossings in the contour plots of Fig. 5
using the baseline cost assumptions in Table 5.

accordingly. Consequently, profits can be higher than
expected when the first investment decision is made. In this
way, data centers may justify a higher electricity cost when
entering into a long-term power purchase agreement (PPA)
as long as power reliability can be assured.

To highlight PUE, CAPEX, and OPEX sensitivities, Fig. 6
shows the impact of higher PUE, OPEX, and CAPEX.
High CAPEX and OPEX levels were set to typical values
for tier-IV data centers [20], [21]. These results reinforce
the findings in Fig. 5, as the contour curves are shifted
further to the right and limit incentives for flexible operation.
Nevertheless, a higher PUE level shifts the contour to the left,
increasing the incentives for flexibility, albeit at a 21% higher
LCOC. This highlights the value of locating data centers in
colder climates to enable more efficient cooling and, thereby,
a lower PUE. The zero-crossings of Fig. 6 are given in Table 7.

V. DISCUSSION AND CONCLUSION
This paper reviews recent expected developments in AI
energy use and presents an economic model to evaluate
the load profile of AI data centers. In general, firm power
availability is found to have high economic incentives, and
electricity price levels and price variations have a lower

FIGURE 6. Sensitivity to different input parameters for the 2-D contour
plots of the levelized cost of computation (LCOC) with a baseload
electricity price of $150/MWh and the same baseline parameters as in
Fig. 5. Sensitivity cases include high PUE (1.70) relevant to warmer
climates, high OPEX (25 % of CAPEX annually), high CAPEX ($25 000/kW),
and both high OPEX and high CAPEX.

TABLE 7. Zero electricity price crossings in the contour plots of Fig. 6,
assuming a baseload electricity price of $150/MWh.

role in ensuring the competitiveness of the data center
infrastructure.

As mentioned in the literature review of this paper, there
have been some investigations and proposals to load-shift
data centers to make them easier to directly integrate with
variable renewable energy. The data centers could be running
computations during the daywhen the sun is shining or during
multiple days of high wind power output. However, the cost
of AI training is particularly sensitive to the load factor,
which limits the incentives for load shifting. There might also
be issues due to bottlenecks in the power grid transmission
capacity, which makes it challenging to deploy data centers
far away from the best renewable resources.

In the short term, the expansion of AI infrastructure
could boost the deployment of classical baseload generation
facilities such as coal and combined-cycle natural gas.
However, gas power plants are limited to regions with
competitive gas prices. In the long term, carbon prices
and the depletion of fossil fuel resources can limit their
competitiveness with other technologies. In this case, clean
baseload alternatives will take over. They can be provided
by nuclear energy (e.g., centralized large reactors or pools
of local small modular reactors), variable renewables with
long-term energy storage, and natural gas and coal equipped
with carbon capture and storage (CCS) technology.
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In future research, the composition of AI data centers could
be studied in more detail, separating out the cost of GPUs and
CPUs and their depreciation to better understand how AI data
center composition and their use cases impact the CAPEX
and OPEX terms differently from the tier level classifications
considered in this study.
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