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ABSTRACT Multi-agent reinforcement learning (MARL) algorithms have been widely used for many
applications requiring sequential decision-making to maximize the expected rewards through multi-agent
cooperation. However, MARL faces significant challenges, particularly in resource-limited real-time
computing environments. To tackle this problem, this paper considers the selection of agents for training
which can be beneficial in terms of computation-overhead reduction. For the selection, a farthest agent
selection (FAS) is proposed, inspired by the farthest point sampling for representative sample selection in
3D point cloud processing. The proposed FAS method is able to choose agents based on their episode-
specific observations in real-time. Additionally, the number of selected agents can be determined based on
the real-time variances in the observations of each agent. The proposed FAS method is rigorously evaluated
using the StarCraft Multi-Agent Challenge (SMAC) and Predator-Prey (PP) tasks, demonstrating superior
performance compared to existing MARL algorithms. This research is scalable, and thus, it can contribute
to the development of more efficient MARL training methodologies for various applications such as real-
time strategy games and human-robot cooperation scenarios requiring multi-agent cooperation under partial
observability.

INDEX TERMS Multi-agent reinforcement learning, agent selection, StarCraft multi-agent challenge
(SMAC).

I. INTRODUCTION
A. BACKGROUND AND MOTIVATION
Reinforcement learning (RL) is a branch of machine
learning where agents learn sequential decision-making
through interactions with their environment. The primary
goal of RL is to maximize cumulative expected rewards
over time, thereby enabling agents to develop strategies
for optimal action sequences. Recent advancements in RL
have demonstrated significant progress in various complex
decision-making tasks in emerging applications [1], [2], [3],
[4], [5]. Particularly in the realm ofmulti-agent reinforcement
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learning (MARL), which involves complex interactions and
teamwork among agents, e.g., real-time strategy (RTS)
games like StarCraft providing a variety of scenarios. These
scenarios are conducive to evaluating agent performance
across different situations. This approach allows researchers
to analyze results and develop strategies applicable to
real-world settings where agents do not have access to
complete information [6], [7], [8]. Since real-world scenarios
often involve agents operating with incomplete information
or partial observation, a lot of studies utilize platforms
that simulate such complex conditions to explore real-time
learning strategies.

One of the challenging tasks in MARL is cooper-
ation among heterogeneous agents [9], [10], [11]. The
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FIGURE 1. Concept of farthest agent selection in MARL.

collaboration among agents with different characteristics
reflects the high complexity of real-world systems [12],
[13], [14]. To achieve this goal, a centralized training and
decentralized execution (CTDE) approach is effective as
it facilitates learning from each agent’s partial observa-
tions [15], [16]. However, when the partial observations
among multiple agents are similar, using all agents’ partial
observations for learning can be wasteful and even hinder the
training process from the perspective of the central network.
Therefore, selecting a representative subset of agents and
using their observations only to update the central network
can yield computational benefits relative to where all agents
are involved in the neural network training scheme.

Considerable research has focused on algorithms such
as attention, which enhances overall system efficiency and
performance [17]. This is achieved by prioritizing key infor-
mation from agents and allocating less focus to less important
details, thereby managing the computational resources more
efficiently. The attentionmechanism has also been utilized in
RL under stochastic partial observability, where it has been
employed to solve decentralized coordination problems [18],
[19], [20]. However, to the best of our knowledge, there has
not been any research for controlling the actual number of
agents, which is our main objective.

B. ALGORITHM DESIGN RATIONALE
This paper proposes a control algorithm that adaptively
selects agents for training the central network to reduce the
model size and learning time, as described in Fig. 1. In Fig. 1,
each agent independently observes the partial information of
the entire system, some of which can overlap with those of
nearby agents. The central network for taking global action-
value functions can be trained using the partial observations
of all agents, but the overlapped observations can delay and
even hinder the training process. For example, in Fig. 1, agent
A’s observation overlaps with those of agents B, D, and E,
and there is no overlap with agents C, F, and G. In this

case, it would be beneficial to have agents A, C, F, and G at
least participate in updating the central network to accelerate
the training while maintaining the learning performance. The
selection process involves determining the number of agents
to participate in the current epoch and choosing specific
agents. At first, given the number of agents participating in
each epoch, we propose the farthest agent selection (FAS)
algorithm that selects appropriate agents for updating the
central network, inspired by farthest point sampling (FPS),
where the FPS is widely used in 3D point cloud environments
for downsampling by representing the entire population
with a few representative points; therefore, the union of
partial observations of agents selected by our FAS algorithm
can represent the critical state information for updating
joint action-value functions. Furthermore, the guideline of
determining the number of agents for updating the central
network is presented. Intuitively, a small variance of partial
observations can be measured among agents having large
overlaps within their observations; on the other hand, a large
variance indicates that agents’ observations are exclusive.
Based on this concept, we experimentally demonstrate that
our FAS algorithm can accelerate the training process of
MARL and reduce the model parameters for the joint action
while maintaining the learning performance.

C. CONTRIBUTIONS
The major key contributions of this research can be summa-
rized as follows.
• A novel agent selection algorithm that selects rep-
resentative agents of the entire system states and
utilizes their observations only for updating the mixing
network which estimates the joint action-value function.
This approach accelerates the training of MARL and
effectively reduces the computational complexity of
the neural network while maintaining performance.
Additionally, the number of agents required for training
the mixing network can be adaptively determined based
on the variance of partial observations, allowing the
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proposed algorithm to be applied in a variety of
environments and time-varying conditions.

• Extensive simulation results demonstrate that the
proposed scheme can achieve comparable learning
performances to the conventional method in which
observations of all agents are used for updating the
mixing network, despite allowing fewer agents to
participate in each epoch.

D. ORGANIZATION
This paper is organized as follows: Sec. II surveys related
research, and Sec. III discusses the necessary background
knowledge. Sec. IV provides the details of the proposed FAS
algorithm, while Sec. V offers an in-depth analysis of the
performance evaluation. Sec. VI concludes this paper.

II. RELATED WORK
A. MARL AND AGENT SELECTION ALGORITHM
In the early days of multi-agent systems, methods to find the
optimal policy by having agents directly learn value functions
or policies are widely studied. However, this methodology,
i.e., independent Q-learning (IQL) ignores the existence of
other agents and processes each agent independently, one
agent’s strategy cannot affect other agents [21]. It makes the
environment unpredictable for agents and makes the learning
process unstable. The communication network (CommNet),
designed to tackle this challenge, facilitates communication
among agents during the training phase. It employs a
centralized network architecture for the dissemination of
information among agents, thereby fostering the development
of a more cooperative multi-agent system [22].
Besides, in the field of MARL, numerous efforts have

been made to solve multi-agent cooperation problems where
each agent has partial observations. To solve these problems,
the QMIX algorithm integrates a collective action-value
function formulated by merging the action-value functions of
individual agents, as indicated in [6].

QTRAN also learns cooperation policies for agents by
transforming the joint action-value function in a way that
allows for efficient and effective optimization [7]. Unlike
typical MARL approaches, QTRAN transforms the joint
action-value function to align it with a factored representa-
tion. Additionally, role-diverse Q-learning for MARL, i.e.,
roles to decompose (RODE) introduces a novel approach
to MARL by incorporating the concept of role diversity
into the learning process [23]. It focuses on learning diverse
roles for agents based on their situational actions and
interactions. However, these MARL algorithms suffer from
large computations and difficulty in learning convergence
as the state/action space and number of agents increase.
Therefore, it is important to reduce the size of the observation
using a selection algorithm such as FPS. In this context,
by using RL and FPS in the point cloud to reduce the number
of points and network size, the combination of RL and FPS
optimized the trajectory of the mobile 3D sensor as quickly
as possible [24].

B. COOPERATIVE MISSION EXECUTION APPLICATION
USING MARL
MARL encourages multiple agents to achieve cooperative
mission performance, such as the system in this paper.
An efficient air transportation service algorithm is proposed
in [25] and [26] in which multiple urban aerial mobilities
(UAMs) cooperate with each other to transport passengers to
target vertiports using CommNetmethod utilizing centralized
training and distributed execution (CTDE). The QMIX finds
application in trajectory optimization for multiple electric
vertical takeoff and landing vehicles (eVTOLs), particularly
in the domain of aerial drone-taxi services, as discussed
in [27].

Additionally, in many multi-agent applications such as
distributed networks, it has been confirmed that agent
networks learn cooperatively, showing the effectiveness of
MARL in distributed systems [28]. By replacing the optimal
resource allocation problemwith distributed decision-making
using autonomous agents, an interaction mechanism was
proposed that maintains a balance between competition and
cooperation to encourage agents [4].

III. PRELIMINARIES
In this section, we aim to provide a brief discussion on
FPS and QMIX to facilitate a better understanding of the
technology we propose. We discuss the key features of FPS
and the fundamental principles of the QMIX algorithm.

A. FARTHEST POINT SAMPLING (FPS)
FPS is a technique commonly used in various fields,
including computer graphics, computational geometry, and
machine learning. Its primary purpose is to efficiently sample
a subset of points from a larger set, ensuring that the sampled
points are spread out evenly across the entire set. This is
particularly useful in applications to reduce the size of a
dataset while maintaining its overall structure and diversity.

The key feature of FPS is its focus on spreading out
the sampled points. The concept of FPS is also illustrated
in Fig. 2. On the left side of the figure, in the beginning
of the algorithm, p1 and p3 are selected randomly. p1 is
chosen randomly, and the red line indicates the distance
between p1 and p3, which is the farthest among all point pairs
originating from p1, as shown in the table next to it. The
table lists the distances between p1 and all other points, with
the farthest distance encircled to indicate it is the maximum.
On the right side, the figure shows p3 and p5 as selected
points, with a blue line connecting them. After p3 is selected,
p5 is the farthest point from p3, so p5 is selected through
the FPS algorithm. FPS algorithm is particularly useful in
scenarios like downsampling a point cloud in 3D modeling
to retain as much of the original shape’s detail as possible
with fewer points or in machine learning for selecting diverse
training samples [29], [30].

B. QMIX
QMIX [6] is inspired by the value decomposition networks
(VDN) [31], which apply a centralized yet factored total
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FIGURE 2. Farthest point sampling concept.

Q-valueQtot . In QMIX,Qtot is represented as the sum of each
agent’s value function, conditioned only on their individual
observations and actions, enabling agents to greedily choose
actions based on their Q-values Qa. However, VDN has
limitations in that it significantly restricts the complexity
of representable centralized action-value functions and may
ignore possible extra state information during the training.
To overcome these limitations, QMIX does not fully factorize
as VDN does for extracting decentralized policies. Instead,
Qtot in QMIX is divided and represented by individual agent
networks, a mixing network, and a set of hypernetworks.

IV. FARTHEST AGENT SELECTION (FAS) METHOD
A. BACKGROUND
1) DECENTRALIZED PARTIALLY OBSERVABLE MARKOV
DECISION PROCESS
A cooperative multi-agent task can be modeled as a
decentralized partially observable Markov decision process
(Dec-POMDP) [32], consisting of G = ⟨S,A, I ,P, r,O,

Z , n, γ ⟩. Here, s ∈ S represents the true state of the
environment. At time t , each agent i where i ∈ I ≡
{1, · · · , n}, selects an action aN , resulting in a joint action
a ∈ A ≡ Ai. This action causes a transition in
the environment governed by the state transition function
P(st+1|st , at ) : S × A× S → [0, 1]. All agents share the
same reward function r(s, a) : S × A → R. Lastly,
γ ∈ [0, 1) denotes a discount factor. Concerning partial
observability, each agent i has its individual observations
o ∈ O, as determined by the corresponding observation
function Z (s, i) : S × I → O. The agents’ respective action-
observation histories τ i ∈ T ≡ (O× A), form the foundation
for conditioning their stochastic policies, expressed as
π i(ai|τ i) : T × A → [0, 1]. These policies cumulatively
induce a joint action-value function:

Qπ (st , at ) = Est+1:∞,at+1:∞ [Rt |st , at ] (1)

where Rt =
∑
∞

k=0 γ irt+k represents the discounted
accumulated reward. The objective of our proposedmethod is
for identifying the joint optimal policy which can be denoted
as π∗ that satisfies,

Qπ∗ (s, a) ≥ Qπ (s, a) (2)

for every policy π and each pair (s, a) within the Cartesian
product S×A. The Bellman optimality operator is defined as
follows,

T ∗Q(s, a := E[r + γ maxa′ Q(s
′, a′)], (3)

where the expectation is over the next state s′ ∼ P(·|s, a)
and reward r ∼ r(·|s, a). As QMIX is based on Q-learning,
it utilizes samples from the environment to calculate the
expectation in (3), to update their estimates of Q∗. QMIX
estimates the optimal joint action value function Q∗ as
Qtot , which combines the utilities of each agent through the
continuous monotonic function [6].

2) SAMPLING METHOD
The proposed algorithm utilizes FPS-inspired approaches
on top of the MARL framework because it should be able
to select the most representative agents from the entire
population. One possible approach for selecting agents is
uniform sampling, inwhich each data has an equal probability
of being chosen. However, this method may not be able
to perfectly represent the characteristics of the population,
and especially when the population size is small, it can
yield inaccurate results due to overfitting. Methods such as
systematic sampling and stratified sampling are available to
address this. Here, systematic sampling involves the random
selection of the first sample and then determines subsequent
samples. This method has the potential to introduce sample
bias and poses a risk of manipulation with desired data
when setting up the system initially. Additionally, stratified
sampling can be used when there are various types of data.
It involves first dividing the population into strata and then
sampling from each stratum, ensuring the sampled results are
not biased towards one group. This method requires prior
knowledge about the population to classify the strata and can
be subjective as it may incorporate personal opinions in the
stratification process.

B. ALGORITHM DESIGN CONCEPT
In QMIX, the partial observations of all agents were fed
into the mixing network as an input. However, this method
can lead to computational overheads by fully utilizing
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FIGURE 3. Farthest agent selection through observations.

massive amounts of unnecessary information. We select
agents based on FPS to reduce computational burdens while
employing relatively necessary information for learning,
in a selective way. Typically, the information that an agent
can obtain from its environment is highly diverse. For
example, in the StarCraft Multi-Agent Challenge (SMAC)
[33] environment, agents have partial observations for both
allies and enemies [34]. In SMAC, the observations of agent
i, i.e., oi, include relative position, health, and cooldown time
for its own skills. However, each agent includes the position
and health information of the enemies for those in their field
of vision.

Fig. 3 depicts the concept of the proposed algorithm in the
simulation environment. Based on the partial observations
of each agent, λ number of agents can be selected. The
observations of selected agents at t(oi) and their actions from
the previous time step at−1 are forwarded to each respective
agent network. The mixing network takes the calculated Q-
values as an input, and mixes them to maximize Qtot (not
individual Q-values).

C. FARTHEST AGENT SELECTION FOR MARL
This section proposes a novel QMIX-based MARL approach
with FAS for reducing computational resource usage.
‘‘Farthest agents’’ are defined as the agents with the
most heterogeneous observations, where the heterogenous
observations differ from the physical distances. The reason
why the most heterogeneous agents are considered is that it
can be the most representative for the observations which are
not covered by the other agents.

1) AGENT NETWORK
To deal with the partial observation, each agent i employs a
deep recurrent Q-network (DRQN) with θi to evaluate its own
Q-valueQi(τ i, ait ; θi). TheDRQN-based approach substitutes
the full connection layer in DQN with the gated recurrent
unit (GRU). Therefore, it takes the current observation oit

and the last action ait−1 as input. Then the hidden state of
the agent network hit−1, which demonstrates the memory of
action-observation history τ i, is circularly input and updated.
Then, whole state history can be utilized to fit the Q-value in
place of only adapting the current observation, thus reducing
the adverse effects caused by partially observable conditions.
After obtaining theQ-value of each possible action, ϵ-greedy
is adopted to select action ait of agent i. Finally, the agent
network outputs the value function of the selected action.
Based on this design concept, the agent network Q-value can
be updated as,

Qi(τ i, ait ; θi)← Qi(τ i, ait ; θi)

α

[
r it + γ max

a′
Qi(τ it+1, a

′
; θi)− Qi(τ i, ait ; θi)

]
, (4)

where α is the learning rate, r it is the reward received by agent
i at t , and τ it+1 is agent i’s updated action-observation history.

2) AGENT SELECTION
To accelerate the training process, a subset of agents, denoted
by 9 ⊆ {1, 2, · · · , n}, is selected by FAS to update both
mixing and agent networks. Here, the number of selected
agents is predetermined as |9| = λ and can vary with each
training batch. The computational procedure of our proposed
algorithm is described in Algorithm 1. In our proposed
MARL-based agent selection algorithm, the diversity of
agents’ observations is utilized to select agents. The whole
agent selection process is described in Fig. 4. Our proposed
agent selection algorithm begins with a randomly selected
initial agent i0 and an initial set of selected agents 9 =

{i0}, given the set of the observations of each agent i,
i.e., O = {o1, · · · , oN } from transition τ . Denoting the
Euclidean distance between observation vectors of agents
i and j as d(oi, oj), the agent whose observation has the
furthest distance from the agent i0 is added to 9. Similarly,
we sequentially add agents with observation vectors furthest
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Algorithm 1 Farthest Agent Selection

1: Input : Set of the normalized observations Õ,
2: Number of samples λ
3: Output : Subset of agents 9 such that |9| = λ
4: Initialize an empty set: 9 ← φ

5: Select an initial agent i0 from I
6: 9 ← {i0}
7: for n = 1 to λ− 1 do
8: Find the agent in ∈ I \9 according to (8)
9: 9 ← 9 ∪ {in}

10: end for
11: return 9

from the previously selected agents to 9 until λ agents
are selected. To fairly consider multiple observations, the
proposed algorithm normalizes the observations component-
wisely via min-max normalization [35], as follows,

õi =
oi(k)− omin(k)

omax(k)− omin(k)+ δ
, (5)

omin(k) = min{o1(k), . . . , oN (k)}, (6)

omax(k) = max{o1(k), . . . , oN (k)}, (7)

where oi(k) is the kth component of the observation vector
oi, i.e., oi = [oi(1), · · · , oi(K )], and δ is a very small
constant. Accordingly, the proposed FAS algorithm fills
9 until |9| becomes λ by sequentially adding the agent
whose normalized observation vector is the most distant from
observations of all selected agents, and it can be described as
follows:

in = argmax
i∈I\9

min
j∈9

d(õi, õj), . (8)

where 9 ← 9 ∪ {in}. However, performing FAS at every
time step requires a significant amount of computation.
To maintain performance while reducing computational load,
after executing FAS for each episode extracted from the
experience buffer, the most frequently selected agents across
mini-batches are identified. In each mini-batch, the top-λ
most frequently selected agents are input into the mixing
network. It’s important to note that only information from
these selected agents is included in the training process,
ensuring that the neural network focuses on the most
representative datawhilemaintaining efficiency. Note that the
weights are not assigned based on the importance of specific
observations to avoid bias in the algorithm.

3) MIXING NETWORK
It is based on QMIX [6] and it satisfies,

argmax
a

Qtot (τ , a) =


argmax

a1
Q1(τ 1, a1)

...

argmax
an

Qn(τ n, an)

 . (9)

However, we dynamically select λ agents based on episodes
sampled from the experience buffer, and the action-value

functions of the selected agents are only used as inputs to
the mixing network which is parameterized by φ. Let 9 =

{i1, · · · , iλ} and the vectors of their trajectories and actions
are denoted as τ9 ≜ [τ i1 , · · · , τ iλ ] and a9 ≜ [ai1 , · · · , aiλ ],
respectively. Then, our mixing network satisfies,

argmax
a9

Qtot (τ9 , a9 ) =


argmax

ai1
Qi1 (τ

i1 , ai1 )

...

argmax
aiλ

Qiλ (τ
iλ , aiλ )

 , (10)

which represents the partial components of (9). This approach
allows each agent i to participate in decentralized execution
by simply choosing actions greedily based on its own Qi.
There exists a monotonic relationship between each agent’s
Qi and the output of mixing network Qtot , i.e.,

∂Qtot
∂Qi

≥ 0, ∀i ∈ 9. (11)

To satisfy this monotonicity, the weights of the mixing
network are constrained to be non-negative, allowing hyper-
networks to exist independently to generate the weights for
the mixing network. If we update both the agent networks and
mixing networks for many iterations sufficient to select all
agents multiple times to satisfy that their individual argmax
operations on own action-value functions yield the same
result as the global argmax on Qtot (τ , a) as in (9).

4) TRAINING
The parameters of the mixing network and agent network of
selected agents in 9, i.e., φ and θ , are updated as following
equations,

φ← φ − β∇φL(θ ), (12)

θ9 ← θ9 − β∇θ9L(θ ), (13)

where θ9 = [θi, ∀i ∈ 9], and β is the learning rate. Our
proposed algorithm is trained via the iterative minimization
of the following loss function,

L(θ ) =
∑b

i=1
(Oy− Qtot (τ , a, s; θ ))2

=

∑b

i=1

(
Oy− F(Q1(τ 1, a1), · · · ,QN (τN , aN ))

)2
≈ E9

[∑b

i=1

(
Oy− Qtot (τ9 , a9 , s; θ )

)2]
=

1
Ns

∑Ns

n=1

∑b

i=1

(
Oy− Qtot (τ9n , a9n , s;φ, θ9n )

)2
=

1
Ns

∑Ns

n=1

∑b

i=1

(
Oy− F(Qi1 (τ

i1 , ai1 ), · · · ,

· · · ,Qiλ (τ
iλ , aiλ ))

)2
, (14)

where E9 is the expectation with respect to randomly chosen
9, Ns is the number of mini-batch, i.e.,

ŷ = r + γ max
a′

Qtot (τ ′, a′, s′; θ−), (15)
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FIGURE 4. FAS-based agent selection in real-time MARL applications such as real-time
strategy games.

TABLE 1. Various scenarios in SMAC for experimental performance
evaluation.

and 9n = {i1, · · · , iλ} is the set of selected agents based on
the n-th episode sampled from experience buffer.

V. EXPERIMENTS
The performance of the proposed algorithm is evaluated on
two widely used partially observable multi-agent cooperative
tasks, i.e., SMAC [33] and the Predator Prey (PP) [36]. The
training process of the proposed FAS method is compared
with that of the full algorithm and other baseline approaches
through a comprehensive performance analysis. We utilize
the two FAS-applied methods, dynamic FAS (DFAS) and
static FAS (SFAS). DFAS refers to experiments where λ is
adjusted for each episode batch based on the corresponding
variance values, while SFAS denotes experiments conducted
with a fixed value of λ. Additionally, the impact of FAS
is assessed both with a fixed number of agents and by
dynamically determining the number of agents to be selected
for each scenario. This approach provides insights into the
adaptability and efficiency of FAS in varying multi-agent
environments.

When determining λ, we focused on the variance of
each component-wise observation among the agents. Since

the observations are normalized between 0 and 1, where a
higher average variance among agents’ partial observations
indicates greater dissimilarity. Therefore, more agents need
to be included as inputs into the mixing network. Conversely,
a lower average variance suggests similarity in the agents’
partial observations, implying that overlapping observations
need not be redundantly input into the mixing network.
In DFAS experiments, the variance for each observation
component is calculated for every episode, with the average
variance being updated continuously after each episode. The
value λ is then determined based on the ratio of the current
observation variance to the cumulative average, relative to the
total number of agents. This approach ensures that λ indicates
the number of agents to be included in batch learning,
adapting to the dynamic nature of the observations across
episodes. Additionally, to prevent DFAS from selecting all
agents, a limit is set to choose up to a maximum of 80% of
the total agents (i.e., up to 6 agents in scenarios with 8 agents,
and up to 4 agents in scenarios with 5 agents).

The research was conducted using Python 3.7.13, PyTorch
1.12.1, StarCraft II version 4.10, and SMAC version 1.0.0.

A. STARCRAFT MULTI-AGENT CHALLENGE (SMAC)
In SMAC, a team consists of a number of agents and
has the objective of defeating an opponent team, which
is governed by the StarCraft built-in AI algorithm. All
of the experiments are evaluated in the level/difficulty
of 7 (i.e., very hard). We selected environments evaluation
under various conditions: symmetric-homogeneous agents
(8m), asymmetric-homogeneous agents (10m_vs_11m),
symmetric-2 heterogeneous agents (3s5z), and symmetric-
3 heterogeneous agents (MMM). The details of the
composition of agents for each environment are presented in
Table 1.
When setting a static λ, the value of λ significantly impacts

the performance. Fig. 5 illustrates the results of selecting
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FIGURE 5. Performance comparisons on different λ values.

FIGURE 6. Performance comparisons on various SMAC environments.

agents through FAS with varying fixed λ values. Although
there is a clear tendency for performance to improve with
more agents, it is crucial to choose an appropriate λ
considering the trade-off between computational load and
performance. In DFAS experiments in each scenario, the
average λ determined after training is obtained. In the
10m_vs_11m scenario, an average of 5.45 agents were
selected, whereas in the MMM scenario, the number
increased to an average of 7.02 agents. Additionally, DFAS
shows the best performance in Fig. 5-(a), even if fewer
agents are selected on average. It has been experimentally

observed that in scenarios with homogeneous agents, such as
10m_vs_11m, the smaller difference in partial observations
among agents leads to lower variance, which affects the value
of λ.

Fig. 6 describes the test win rate on various SMAC
environments. Additionally, to account for cases where
the full QMIX algorithm can not be used because of the
computational constraint, we have denoted the experiments
that involve inputting only agents with systematic sampling
into the mixing network as ‘‘Systematic.’’ In both the SFAS
and systematic sampling experiments, we only selected
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FIGURE 7. Performance comparisons on predator prey.

four agents. The proposed DFAS demonstrated performance
nearly equivalent to that of the Full QMIX, and the SFAS,
which selects fewer agents than DFAS, also showed its
potential. In the 8m and 3s5z scenarios, DFAS resulted in the
selection of an average of 5.01 and 5.56 agents, respectively.
These results also statistically confirm that more agents need
to be selected in heterogeneous agent scenarios like 3s5z,
where there is greater variance in the agents’ observations.

B. PREDATOR PREY
In PP, N predators chase and surround to try to capture M
preys. When an agent reaches a goal, it receives a reward of
2.0. If all prey are hunted, the agent receives an additional
reward of 10.0. In cases where all goals are achieved, the
agent receives an additional reward based on the length of
the episode. The baselines include the Full QMIX and VDN.
In our experiments, we set N = 5, M = 15 in 20 × 20 grid
and required that all prey be hunted within a maximum
of 250 steps to proceed to the next episode. In the SFAS
scenario of the PP experiment, only 3 out of the 5 selected
Predators are utilized for training. As shown in Fig. 7, the
proposed DFAS and SFAS show acceptable and relatively
superior performance relative to the Full QMIX, although it
only includes less than 80% of the whole agents. In the DFAS
scenario, an average of 3.7 agents out of the total 5 Predators
were used during the training process.

VI. CONCLUDING REMARKS
This paper introduces a novel control method for the multi-
agent reinforcement learning framework that leverages only
a subset of agents instead of inputting all agents into the
centralized neural network. By normalizing each agent’s
observations, we choose a representative subset of agents
from the population. The cooperation among these selected
agents is operated in the mixing network with a classical
QMIX approach. In order to determine the number of agents
to be selected, the variance among the observation of agents
is considered according to the farthest agent selection (FAS)

approach inspired by FPS. Our data-intensive performance
evaluations with real-time strategy game platforms reveal that
the proposed FAS algorithm can attain results comparable to
those of the conventional method, where observations from
all agents are utilized for updating the mixing network in
QMIX. This is achieved while allowing a fewer number
of agents to participate in each epoch, demonstrating the
scheme’s efficiency in balancing performance with reduced
agent involvement. As future research directions, various
applications of our proposed FAS algorithm can be consider-
able such as multi-drone cooperative mobile Internet access
and autonomous surveillance applications. Furthermore, this
approach can provide motivation for artificial intelligence
research that requires the training with the selected agents
from the diverse pool of entire agents.
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