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ABSTRACT This article presents a new robust formation control approach for a system of multiple
Quadcopter Unmanned Aerial Vehicle (QUAV) in complex and challenging flight scenarios with large
lumped uncertainties. The aim is to achieve fast convergence to the desired formation pattern, high
tracking accuracy, and solid robustness. To this end, a novel finite-time nonlinear control strategy, Adaptive
Backstepping Recursive Integral Non-singular Fast Terminal Sliding Mode Control (ABRINFTSMC),
is designed. The formation control system of each QUAV, based on ABRINFTSMC, is divided into an
underactuated position subsystem for the outer loop and a fully actuated attitude subsystem for the inner
loop. A Robust Finite-Time Distributed Consensus Formation Control Protocol (RFDCFCP) is developed
for the outer loop to ensure the convergence of the aircraft to the desired formation pattern in a finite time
and maintain its alignment throughout the flight mission. For the inner loop, a Robust Finite-Time Attitude
Stabilization Control (RFASC) is developed to allow the aircraft to track the desired attitude generated by
the outer loop in a finite time. The stability of the closed-loop system is rigorously analyzed using Lyapunov
theory to ensure convergence of all formation tracking errors to the origin in finite time. Finally, numerical
simulations are performed under different scenarios to validate the performance of the proposed method,
and a comprehensive comparative study with recent formation control approaches is carried out. The results
confirm that the proposed formation control exhibits superior performance regarding fast convergence,
tracking accuracy, and robustness, crucial features for multi-QUAV system flight formation.

INDEX TERMS Distributed formation control, multi-UAV system, nonlinear control, quadcopter.

I. INTRODUCTION
A. CONTEXT AND MOTIVATIONS
In recent years, research on formation control of multi-
ple Quadcopter Unmanned Aerial Vehicles (QUAVs) has
experienced significant growth in the field of aerospace
and control engineering due to their diverse applications in
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society, such as cooperative transport of suspended loads [1],
[2], mapping and inspection of large terrain areas [3], [4],
and search and rescue operations [5], [6], among others.
This interest is due to the distinctive characteristics of
quadcopters as aerial vehicles, which include their flexible
flight capability, small size, and fast maneuverability [7], [8].
Therefore, a group of QUAVs can efficiently collaborate on
complex flight missions, thereby reducing the complexity
inherent in sophisticated tasks and improving efficiency and
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effectiveness, resulting in increased accuracy and coverage
compared to a single aerial vehicle.

With the increasing demand for control of multiple
QUAVs, developing effective flight formation control sys-
tems is crucial. However, the development of these control
systems poses significant challenges for researchers. In gen-
eral, controlling a single QUAV is a difficult task due to its
nonlinear, highly coupled, and underactuated dynamics with
six degrees of freedom and only four control actions [9], [10],
[11]. Moreover, in practical situations, quadcopter aircraft are
subject to considerable and unknown uncertainties, such as
wind gusts, unmodeled internal dynamics, and variations in
vehicle parameters [12], [13]. Controlling multiple QUAVs
to achieve a common goal is even more complex. These
difficulties stem from the control design methodology, the
communication between all agents, the risk of collisions, and
the inherent complexity of quadcopter dynamics [14], [15],
[16]. Therefore, controlling a multi-QUAV system requires
an advanced, reliable and robust control strategy to address
the issues encountered and achieve high performance in flight
formation stability. This strategy must meet fundamental
criteria, such as fast convergence to the desired formation
pattern, accuracy in tracking the reference trajectory, and
solid robustness against large lumped uncertainties, key
features in multiple QUAVs formation control [16], [17].
In this research, a novel flight formation control strategy

that combines nonlinear advancing control theories with
an adaptive gain adjustment method is designed. The
main objective of this study is to address the problem of
formation control of amulti-QUAV system by simultaneously
achieving fast convergence, high tracking accuracy, and solid
robustness, all within the same formation control framework.

B. REVIEW OF THE STATE OF THE ART ON THE CONTROL
OF MULTIPLE QUADCOPTERS
Several advanced control approaches have been proposed in
the scientific literature to address the flight formation of a
multi-QUAV system. For example, in [18], a specific back-
stepping control scheme was developed for this application.
Subsequent research, such as [19], also employed backstep-
ping control theory to design a robust distributed formation
control system using a leader-follower scheme. In [20], a self-
triggering sliding mode control was implemented to achieve
the distributed formation of a group of QUAVs, using graph
theory to manage the communication between the agents.
In turn, [21] proposed a cooperative formation control based
on a leader-follower scheme, using a fractional sliding mode
control strategy and the potential field algorithm.More recent
work [22] combined the backstepping and sliding mode
control theories to develop a robust formation flight control
scheme, further integrating a neural network with radial basis
function to mitigate external disturbances.

Previous research works [18], [19], [20], [21], [22]
focused on the formation control of a multi-QUAV system
using various advanced control approaches. However, these

works presented asymptotic stability, resulting in a slow
convergence of the states to the equilibrium point, with
an unpredictable settling time that cannot be estimated or
adjusted. This characteristic makes them less suitable for
practical applications, where fast convergence to the desired
formation pattern is crucial in the formation control of multi-
QUAV systems [16], [17]. Moreover, approaches [20], [21],
[22] used conventional sliding surfaces that may suffer from
chattering phenomena, which could cause instability and
affect the performance of the control system in complex
flight missions. To overcome these limitations, the scientific
literature has investigated advanced control approaches with
finite-time stability, which aim to improve the formation
control performance and achieve fast convergence to the
desired formation pattern.

C. RELATED WORK
In recent years, the design of finite-time formation control
approaches has been widely investigated in the literature
in multi-agent systems, including mobile robots [23], [24],
underwater robots [25], [26], and quadcopters [27], [28], [29],
[30], [31], [32], [33], [34], [35]. In the field of multi-QUAV
system formation control, a distributed formation control
methodology with online learning capability using neural
networks was proposed in [27]. However, this work focused
only on finite-time control for the rotational dynamics
of QUAVs, without considering finite-time control for the
complete system dynamics; moreover, external disturbances
in flight formation were ignored. In work [28], a distributed
consensus control approach was designed using a continuous
adaptive non-singular terminal sliding mode control strategy.
In [29], a leader with dynamic input was considered to
develop a finite-time distributed tracking formation protocol
employing second-order sliding mode control. Although
these works, [28], [29] addressed finite-time control for
full quadcopter dynamics, like [27], they did not consider
external disturbances and unknown uncertainties in the
aircraft dynamic system, which does not guarantee the
robustness of the proposed control approaches to unknown
uncertainties and external disturbances.

On the other hand, in [30], a formation control approach
with a leader-follower structure was presented using back-
stepping control theory to design finite-time distributed
control algorithms for QUAVs position and attitude. In [31],
a new finite-time control scheme was proposed by design-
ing a distributed formation control strategy based on a
sliding-mode variable surface for the position system and a
fast terminal sliding mode control strategy for the attitude
system. Thework [32] introduced a formation control scheme
based on a finite-time convergent extended state observer
to improve the disturbance rejection capability and flight
formation tracking performance. Based on [32], the authors
in [33] combined a fast terminal sliding mode control strategy
with a disturbance observer to form a robust finite-time
formation control framework. In the recent work [34],
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a distributed robust formation control strategy based on
sliding mode control theory was developed for a group
of heterogeneous quadcopters characterized by different
physical parameters. In themost recent study [35], the authors
developed a novel fixed/finite-time sliding mode control
strategy that employs Taylor series expansion to predict
subsequent sliding surface responses and achieve an optimal
formation control law.

Although finite-time formation control approaches [30],
[31], [32], [33], [34], [35] have achieved interesting results
in terms of convergence speed and have considered external
disturbances in quadcopter dynamical systems, it is crucial
to highlight some limitations. These works did not consider
other types of uncertainties, such as unmodeled internal
dynamics or variations of aircraft physical parameters.
In addition, the external disturbances considered in these
investigations were limited in magnitude without addressing
more realistic and significant external disturbances. In a
real flight scenario, QUAVs are subject to large lumped
uncertainties, such as wind gusts, modeling uncertainties, and
parametric uncertainties. These conditions must be carefully
considered in the design of formation control systems to
ensure robust and reliable performance in challenging flight
environments.

Based on the state-of-the-art review of multi-QUAV flight
formation control approaches, there is a clear need for
further efforts in designing more advanced control methods
that can deal with large uncertainties lumped in complex
flight scenarios and simultaneously achieve properties of fast
convergence, high tracking accuracy, and solid robustness.
Motivated by this need, we propose a novel finite-time
nonlinear control strategy in this research that combines
advanced control theories of sliding mode and backstepping
with a robust adaptive gain tuning method. This approach
is designed to address the above mentioned challenges and
achieve an efficient distributed formation control system in
complex and challenging flight scenarios.

D. CONTRIBUTIONS
The main contributions of this research are the following:

• A novel nonlinear control strategy called Adaptive
Backstepping Recursive Integral Non-singular Fast
Terminal Sliding Mode Control (ABRINFTSMC) is
designed to address the formation control problem of a
multi-QUAV system. Based on this proposed strategy,
the following schemes are developed for the formation
control system of each QUAV: a Robust Finite-Time
Distributed Consensus Formation Control Protocol
(RFDCFCP) for the underactuated position subsystem
and a Robust Finite-Time Attitude Stabilization Control
(RFASC) for the fully actuated attitude subsystem.
In addition, the finite-time stability of the ABRIN-
FTSMC control strategy is demonstrated through an
extensive theoretical analysis using Lyapunov theory
and mathematical lemmas.

• In contrast to robust formation control approaches [30],
[31], [32], [33], [34], [35], which consider only external
disturbances with limited magnitude, this research
addresses large lumped uncertainties, similar to those
that a multi-QUAV system would face in a real
flight scenario. These uncertainties include external
disturbances such as wind gusts, variations in physical
parameters, and unmodeled internal dynamics. As a
result, the proposed approach offers greater adaptability
and robustness to complex scenarios with realistic
lumped uncertainties, making it more suitable for
practical implementation.

• The viability and effectiveness of the proposed control
method are validated through numerical simulations,
compared with recent formation control approaches
such as Distributed Robust Formation Control (DRFC)
[34] and Predictor-based Constrained Fixed-time Slid-
ingMode Control (PCFSMC) [35]. The results obtained,
supported by quantitative comparative analysis, high-
light the advantages and superiority of the proposed
approach in terms of fast convergence, tracking accu-
racy, and robustness, which are key features of the flight
formation of a multi-QUAV system.

E. MANUSCRIPT ORGANIZATION
Section II presents the preliminaries for the control design.
Section III develops the mathematical model of the multi-
QUAV system. In Section IV, the formation control is
designed. The finite time stability is demonstrated in
section V. The results of this investigation are presented
in section VI. Finally, the conclusions of the research are
presented in section VII.

II. PRELIMINARIES
This section presents some mathematical concepts and
lemmas necessary for the design of the formation controller
and the finite-time stability analysis.

A. GRAPH THEORY
This study employs a leader-follower scheme to address the
formation control of multi-QUAV, with one leader (indexed
as 0) and N followers. Graph theory, widely used in multi-
agent systems, defines the communication topology between
the quadcopters.

Consider a group of N quadcopter agents communicating
with their neighbors described by the graph G = (V ,E),
where V and E represent the nodes and edges, respectively.
An edge (Vi,Vj) means that quadcopter agent i can access
the information of quadcopter agent j and vice versa. The
adjacency matrix of a graph is defined as A, whose elements
are aij > 0 if (Vi,Vj) ∈ E and aij = 0 otherwise. The
degree matrix is defined as D = diag(d1, . . . , dN ) ∈ RN×N

with di =
∑N

j=1 aij. Then, the Laplacian matrix can be
expressed as L = D − A. Consider a diagonal matrix
B = diag(b1, . . . , bN ) that describes the interconnection of
the data flow from the leader to the followers, where bi > 0 if
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the leader agent shares its information with the follower agent
i; otherwise, bi = 0.

B. DEFINITIONS AND LEMMAS
Definition 1 ([12] (Finite-time stability)): Consider the

nonlinear system:

ẋ = f (x), x(0) = x0, (1)

where x ∈ Rn, and the nonlinear function f : D → Rn

is continuous on an open neighborhood of the origin D ⊆

Rn. The origin x = 0 is a finite-time global convergent
equilibrium of the nonlinear system (1) if it is globally
asymptotically stable. There is an open neighbourhood U ⊆

D of the origin and a function Tx : U \{0} → (0,∞) such that
each solution x(t, x0) of the nonlinear system (1) starting from
the initial point x0 ∈ U\{0} is well defined for t ∈ [0,Tx(x0)),
and limt→Tx (x0) x(t, x0) = 0. Tx(x0) is defined as the function
of the convergence time, i.e., the settling time (for x0). The
origin is a finite-time stable equilibrium if it is finite-time
convergent and Lyapunov stable. If U = D = Rn, the origin
is said to be a globally stable equilibrium in finite time.
Lemma 1 ([36]): Suppose there exists a positive definite

Lyapunov function V (x(t)) : Rn
→ R, and its derivative

satisfies V̇ (x) ≤ −LVV5 + FV , where LV > 0, 0 < 5 <

1 and FV > 0 are positive definite constants, then the origin
of system (1) is stable in finite time for ∀0 < ϱ < 1, when
the settling time is given by:

Tf =
1

(1 −5)ϱLV

(
V 1−5(x(0)) −

(
FV

(1 − ϱ)LV

) 1−5
5

)
.

(2)

Lemma 2 ([37]): For any Lyapunov function that verifies
the following inequality V̇ (x) ≤ −ϖ1V −ϖ2V5, where the
constants ϖ1 > 0,ϖ2 > 0, 0 < 5 < 1, there exists a finite
time stability so that the settling time is given by:

Tf ≤
1

(1 −5)ϖ1
ln

(
ϖ1V 1−5(x(0)) +ϖ2

ϖ2

)
. (3)

Lemma 3 ([38]): The following Young’s inequality is true
for x, y ≥ 0 and m, n > 1, such that 1

m +
1
n = 1:

xy ≤
xm

m
+
yn

n
. (4)

Lemma 4 ([39]): For the real variables γ1 and γ2, and any
given constants u > 0, v > 0, and κ > 0, the following
inequality holds:

|γ1|
u
|γ2|

v
≤

u
u+ v

κ|γ1|
u+v

+
u

u+ v
κ

−u
v |γ1|

u+v. (5)

Furthermore, based on Lemma 4, let γ1 = 1, γ2 = γ , u =

1−ς , v = ς and κ = ς
ς

1−ς for 0 < ς < 1. Then, equation (5)
becomes:

|γ |
ς

≤ (1 − ς )ς
ς

1−ς + |γ |. (6)

FIGURE 1. Description of the flight formation motion of a multi-QUAV
system.

Lemma 5 ([40]): For γi ∈ R, i = 1, . . . ,N , and 0 < q <
1, the following inequality holds:( N∑

i=1

|γi|

)q

≤

N∑
i=1

|γi|
q

≤ N 1−q
( N∑

i=1

|γi|

)q

. (7)

III. MATHEMATICAL MODEL AND PROBLEM STATEMENT
A. MATHEMATICAL MODEL OF THE MULTI-QUAV SYSTEM
Consider a multi-agent system composed of N quadcopters,
as shown in Figure 1, where the quadcopters are assumed to
be identical and follow the same mathematical model. The
motion of the i-th quadcopter with i ∈ {1, . . . ,N } in space can
be decomposed into translational and rotational motion. Each
aircraft presents two three-dimensional coordinate frames:
one fixed to the earth and one fixed to the i-th body (see
Figure 1). Therefore, the complete mathematical model of the
i-th quadcopter is described as [11]:

ξ̇i = νi,

miν̇i = −migez + Ri,tui,zez + Fi,a + d ext
i,ξ ,

η̇i = Ri,r ωi,
Jiω̇i = −

(
ω̇Ti × Jiω̇i

)
+ τi,m + τi,g + τi,a + d ext

i,η ,

(8)

where ξi = [xi, yi, zi]T , νi = [ui, vi,wi]T ∈ R3, mi and
g ∈ R+ represent the position, linear velocity, mass, and
acceleration of gravity of the i-th QUAV. The magnitude
ui,z ∈ R+ denotes the total thrust force generated by
the four rotors, while Fi,a = −diag(k̄i,x , k̄i,y, k̄i,z) ξ̇i ∈

R3 is the aerodynamic drag force of the same QUAV.
In addition, d ext

i,ξ ∈ R3 represents the external disturbances
in the translational dynamics. On the other hand, ηi =

[φi, θi, ψi]T , ωi = [pi, qi, ri]T ∈ R3 and Ji =

diag(Ji,x , Ji,y, Ji,z) ∈ R3×3 represent the orientation, angular
velocity and moment of inertia of the i-th QUAV. The
vector τi,m = [ui,φ, ui,θ , ui,ψ ]T ∈ R3 represents the motor
torques, τi,g = −

∑4
ϵ=1(η̇i)

T
× Ji,r [0, 0, (−1)ϵ+1�i,ϵ]T ∈
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R3 represents the torques produced by gyroscopic effects,
and τi,a = −diag(k̄i,φ, k̄i,θ , k̄i,ψ )ηTi ηi ∈ R3 denotes the
aerodynamic friction torques. Also, d ext

i,η ∈ R3 represents
the external disturbances in the rotational dynamics, and
ez = [0, 0, 1]T ∈ R3 is a unit vector. Finally, Ri,t y Ri,r
∈ R3×3 represent the rotation matrix and the transformation
matrix, respectively, and are defined as [8]:

Ri,t =

cψicθi cψisθisφi−sψicφi cψisθicφi+sψisφisψicθi sψisθisφi+cψicφi sψisθicφi−cψisφi
−sθi cθisφi cθicφi

 ,
Ri,r =

1 sφi tθi cφi tθi
0 cφi − sφi
0 sφi /cθi cφi /cθi

 , (9)

where s(•), c(•), and t(•) are abbreviations of sin(•), cos(•),
and tan(•), respectively.

The thrust force ui,z and the motor torques τi,m are
the control inputs of the QUAV. These control inputs are
generated by the aircraft actuators and are calculated as a
function of the angular velocities of the four rotors of the
aerial vehicle as follows:

ui,z
ui,φ
ui,θ
ui,ψ

 =


κt κt κt κt

−κt l κt l κt l − κt l
κt l − κt l κt l − κt l
−κd − κd κd κd



�1
�2
�3
�4

 , (10)

where κt ∈ R+ is the thrust coefficient, κd ∈ R+ denotes the
drag coefficient, and l ∈ R+ represents the distance between
the centre of mass of the i-th QUAV and the rotors.
Remark 1: In the design of flight controllers for quad-

copters, it is common to employ Small Angle Approxima-
tion (SAA). This technique approximates the Euler angles
(φ, θ, ψ) to very small quantities [41], [42]. This approxi-
mation is justified because, in practical real-flight situations,
the Euler angles of the QUAV tend to vary minimally, and
aggressive maneuvers involving large changes in these angles
are rarely executed [43], [44].
After performing mathematical operations with the model

of the i-th QUAV given in (8) and considering the approxima-
tion of the Euler angles in Remark 1, the complete translation
and rotation dynamic of the i-th QUAV is expressed as:

ẍi= m−1
i

[
(cφisθicψi + sφisψi)ui,z − k̄i,x ẋi + d ext

i,x
]
,

ÿi= m−1
i

[
(cφisθisψi − sφicψi)ui,z − k̄i,yẏi + d ext

i,y
]
,

z̈i= m−1
i

[
(cφicθi)ui,z − k̄i,zżi + d ext

i,z
]
− g,

φ̈i=J−1
i,x

[
(Ji,y−Ji,z)θ̇iψ̇i−Ji,r θ̇iωi−k̄i,φ φ̇2i +ui,φ+d ext

i,φ
]
,

θ̈i=J−1
i,y

[
(Ji,z−Ji,x)φ̇iψ̇i+Ji,r φ̇iωi−k̄i,θ θ̇2i +ui,θ+d ext

i,θ
]
,

ψ̈i=J−1
i,z

[
(Ji,x−Ji,y)φ̇iθ̇i−k̄i,ψ ψ̇2

i +ui,ψ+d ext
i,ψ ],

(11)

where ωi = �1 − �2 + �3 − �4 is the total residual speed
of the rotor.
Assumption 1: In this research, it is assumed that the drag

force Fi,a, the torques produced by gyroscopic effects τi,g and
the aerodynamic friction torque τi,a constitute the unmodeled

internal dynamics of the QUAV. This is because, in practice,
it is difficult to identify the aerodynamic coefficients of the
aircraft accurately. Therefore, they are considered a type of
uncertainty known as ‘‘modeling uncertainty’’, present in
both the translational and rotational dynamics of the aircraft:

1m
i,ξ =

1m
i,x

1m
i,y

1m
i,z

=Fi,a=

−k̄i,x ẋi
−k̄i,yẏi
−k̄i,zżi

 ,
1m
i,η =

1m
i,φ

1m
i,θ

1m
i,ψ

=τi,a+τi,g=

−k̄i,φ φ̇2i −Ji,r θ̇iωi
−k̄i,θ θ̇2i +Ji,r φ̇iωi

−k̄i,ψ ψ̇2
i

 . (12)

Remark 2: The variation of the QUAV parameters, such
as its mass and moments of inertia, also constitutes another
type of uncertainty known as ‘‘parametric uncertainty’’.
In the translational dynamics, the variation of the mass is
expressed as 1p

i,ξ = (mi +1mi). In the rotational dynamics,
the variation of the moments of inertia is expressed as1p

i,η =

(Ji + 1Ji). Both modeling uncertainties and parametric
uncertainties are part of the unknown internal uncertainties of
the translational dynamics 1int

i,ξ = 1m
i,ξ +1

p
i,ξ and rotational

dynamics 1int
i,η = 1m

i,η +1
p
i,η of the QUAV system.

B. PROBLEM STATEMENT
For the design of a formation control system, the dynamic
model of translation and rotation of the i-th QUAV, given
in (11), can be reformulated in the state space representation
as follows:

ẋi,1 = xi,2,
ẋi,2 = m−1

i

[
(cxi,7sxi,9cxi,11+sxi,7sxi,11)ui,z+1 lum

i,x
]
,

ẋi,3 = xi,4,
ẋi,4 = m−1

i

[
(cxi,7sxi,9sxi,11−sxi,7cxi,11)ui,z+1 lum

i,y
]
,

ẋi,5 = xi,6,
ẋi,6 = m−1

i

[
(cxi,7cxi,9)ui,z+1 lum

i,z
]
− g,

ẋi,7 = xi,8,
ẋi,8 = J−1

i,x

[
(Ji,y−Ji,z)ẋi,10ẋi,12 + ui,φ +1 lum

i,φ
]
,

ẋi,9 = xi,10,
ẋi,10 = J−1

i,y

[
(Ji,z−Ji,x)ẋi,8ẋi,12 + ui,θ +1 lum

i,θ
]
,

ẋi,11 = xi,12,
ẋi,12 = J−1

i,z

[
(Ji,x−Ji,y)ẋi,8ẋi,10 + ui,ψ +1 lum

i,ψ
]
,

(13)

where x = [xi, ẋi, yi, ẏi, zi, żi, φi, φ̇i, θi, θ̇i, ψi, ψ̇i]T ∈ R12 is
the vector of states.
Remark 3: The terms 1 lum

i,κ , where κ = (x, y, z, φ, θ, ψ)
in (13), represent the total lumped uncertainties acting on
the translation and rotation dynamics of the QUAV, respec-
tively. These uncertainties include modeling uncertainties,
parametric uncertainties, and external disturbances. The total
lumped uncertainties are defined as 1 lum

i,ξ = 1 int
i,ξ + d ext

i,ξ =

[1 lum
i,x ,1

lum
i,y ,1

lum
i,z ]T ∈ R3 and 1 lum

i,η = 1 int
i,η + d ext

i,η =
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[1 lum
i,φ ,1

lum
i,θ ,1

lum
i,ψ ]T ∈ R3. It is crucial to note that these

total uncertainties are unknown to the formation control
system and will not be considered for the control design,
which adds an additional challenge.

As is known, QUAV aircraft, in addition to exhibiting
nonlinear and strongly coupled dynamics, are considered
underactuated mechanical systems with six outputs and four
control inputs [9]. To address the underactuation problem,
the model given in (13) can be divided into two subsystems:
an underactuated position subsystem and a fully actuated
attitude subsystem. Therefore, the following two models are
introduced and will be used to design the formation control
system. 

Ẋi,1(t) = Xi,2(t),
Ẋi,2(t) = fi,ξ (Xi,3, t),
Ẏi,1(t) = Xi,1(t),
Ẋi,3(t) = Xi,4(t),
Ẋi,4(t) = fi,η(Xi,4, t) + gi,η(t)ui,η(t),
Ẏi,2(t) = Xi,3(t).

(14)

• Underactuated position subsystem. Let Xi,ξ =

[Xi,1,Xi,2]T ∈ R3×2 be the vector of states of the
underactuated position subsystem, where Xi,1 = ξi =

[xi,1, xi,3, xi,5], Xi,2 = νi = [xi,2, xi,4, xi,6], and
Yi,1 = ξi is the vector of controlled outputs. The function
fi,ξ (Xi,3, t) = [fi,x , fi,y, fi,z]T is defined as:

fi,ξ (Xi,3, t)=

fi,xfi,y
fi,z

=

m−1
i

[
(cφisθicψi+sφisψi)ui,z

m−1
i

[
(cφisθisψi−sφicψi)ui,z
m−1
i

[
(cφicθi)ui,z − g

 .
(15)

Remark 4: The vector fi,ξ (Xi,3, t) represents the virtual
control inputs for the underactuated position subsystem,
corresponding to the forces along the x, y and z
directions. These expressions are introduced to address
the underactuation problem and mitigate the coupling
between the translational and rotational dynamics of the
QUAV system.

• Fully actuated attitude subsystem. Let Xi,η =

[Xi,3,Xi,4]T ∈ R3×2 be the state vector of the fully
actuated attitude subsystem, where Xi,3 = ηi =

[xi,7, xi,9, xi,11], Xi,4 = ωi = [xi,8, xi,10, xi,12], and
ui,η = [ui,φ, ui,θ , ui,ψ ]T ∈ R3 is the vector of control
inputs. Yi,2 = [φi, θi, ψi]T ∈ R3 is the vector of
controlled outputs. The functions fi,η(Xi,4, t) y gi,η(t) are
defined as:

fi,η(Xi,2, t)=

fi,φfi,θ
fi,ψ

=

J
−1
i,x

[
(Ji,y−Ji,z)θ̇iψ̇i

J−1
i,y

[
(Ji,z−Ji,x)φ̇iψ̇i

J−1
i,z

[
(Ji,x−Ji,y)φ̇iθ̇i

 ,
gi,η(t)=

gi,φgi,θ
gi,ψ

=

J
−1
i,x
J−1
i,y

J−1
i,z

 . (16)

C. CONTROL OBJECTIVE
The main objective of this article is to design a robust
formation control strategy for a multi-QUAV system using
a leader-follower scheme to achieve high performance and
robust flight formation capability in the presence of large
lumped uncertainties. To achieve this goal, the formation
control system must meet the following requirements:

• Reach the desired formation pattern in a short time and
maintain its alignment throughout the flight mission
while following the reference Cartesian trajectory.

• The formation tracking errors must converge to zero in
a finite time and remain in the vicinity of the origin, i.e.: lim

t→tf
(ξi − ξj) → (δij),

lim
t→tf

(ξi − ξ0) → (δi0),
(17)

where δξij = [δxij, δ
y
ij, δ

z
ij]
T

∈ R3 represents the desired
position deviation between the i-th aircraft and the j-th
aircraft that determines the desired formation pattern.

• The formation control law must ensure robust adaptive
capability in large lumped uncertainties, similar to those
that a multi-QUAV system would face in a real flight
scenario.

IV. FLIGHT FORMATION CONTROLLER DESIGN
A. ROBUST FINITE-TIME DISTRIBUTED CONSENSUS
FORMATION CONTROL PROTOCOL (RFDCFCP)
Considering the underactuated position subsystem in (14).
We define the consensus formation error for the i-th QUAV
as:

eξi,1 =

N∑
j=1

aij(ξi − ξj − δij) + bi(ξi − ξ0 − δi0),

ėξi,1 =

N∑
j=1

aij(νi − νj) + bi(νi − ν0), (18)

where ξi, νi and ξ0, ν0 denote the position and linear velocity
of the i-th follower QUAV and the group leader, respectively.
δ
ξ
ij = [δxij, δ

y
ij, δ

z
ij]
T

∈ R3 represents the desired position
deviation between the i-th aircraft and the j-th aircraft.
Remark 5: The formation errors in (18) can also be

expressed compactly for a general multi-agent system as
follows:

Eξ = (L + B) ⊗ I3 · [4− ([1, . . . , 1]T )N×1 ⊗ ξ0 −1]T ,

Eν = (L + B) ⊗ I3 · [V − ([1, . . . , 1]T )N×1 ⊗ ξ̇0]T , (19)

where Eξ = [eξ1,1, .., e
ξ
N ,1]

T and Eν = [ėξ1,1, .., ė
ξ
N ,1]

T are
the consensus formation errors, 4 = [ξ1, . . . , ξN ]T and V =

[ν1, ν2, . . . , νN ]T represent the position and velocity of the
QUAV agents. 1 = [δ0j, δ1j, . . . , δNj]T , and ⊗ denotes the
Kronecker product.

Considering (18), we define the first Control Lyapunov
Function (CLF) as:

V ξi,1 =
1
2
(eξi,1)

2. (20)
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Deriving in time (20), we obtain:

V̇ ξi,1 = eξi,1ė
ξ
i,1 = eξi,1

( N∑
j=1

aij(νi − νj) + bi(νi − ν0)
)

= eξi,1

(( N∑
j=1

aij + bi
)
νi −

N∑
j=1

aijνj − biν0

)
. (21)

To guarantee the stability of the first CLF, i.e. V̇ ξi,1 ≤ 0,
we assume νi as the controlling term. Therefore, we introduce
a virtual control input ϒξi , such that νi = ϒ

ξ
i , and define it

as:

ϒ
ξ
i =

1∑N
j=1 aij + bi

( N∑
j=1

aijνj + biν0 − kξ e
ξ
i,1

)
, (22)

where kξ = diag(kx , ky, kz) ∈ R3×3 is a positive definite
diagonal matrix representing the controller parameters, with
parameters kx > 0, ky > 0, kz > 0.
Considering the virtual control input ϒξi , a new consensus

formation error variable defined as:

eξi,2 = νi − ϒ
ξ
i

= νi −
1∑N

j=1 aij + bi

( N∑
j=1

aijνj + biν0 − kξ e
ξ
i,1

)
.

(23)

Deriving in time (23) and considering the underactuated
position subsystem in (14), we obtain:

ėξi,2 = ν̇i −
1∑N

j=1 aij+bi

( N∑
j=1

aijν̇j + biν̇0 − kξ ė
ξ
1

)

= fi,ξ −
1∑N

j=1 aij+bi

( N∑
j=1

aijν̇j + biν̇0 −kξ ė
ξ
1

)
.

(24)

The introduction of eξi,2 forces the derivative in time of the
first CLF to have the following form:

V̇ ξi,1= eξi,1

(( N∑
j=1

aij+bi
)[
eξi,2+ϒ

ξ
i

]
−

N∑
j=1

aijνj−biν0

)

= eξi,1

(( N∑
j=1

aij+bi
)
eξi,2+

(
1∑N

j=1aij + bi

( N∑
j=1

aijνj

+ biν0 − kξ e
ξ
i,1

))( N∑
j=1

aij + bi
)
−

N∑
j=1

aijνj − biν0

)

= −kξ (e
ξ
1)

2
+

( N∑
j=1

aij + bi
)
eξi,1e

ξ
i,2. (25)

It is clear that if eξi2 = 0, V̇ ξ1 ≤ 0 is guaranteed. The goal
now is to achieve that eξi,2 = 0. To address this purpose, in the
present stage of the formation control design, we implement

a recursive second-order sliding mode structure inspired by
the works [45], [46]. To this end, in this research, we propose
a novel integral non-singular fast terminal recursive sliding
surface, defined by:

σi,ξ = eξi,2 +

∫ t

0

[
α
ξ
1e
ξ
i,2 + β

ξ
1 |eξi,2|

λξ sign(eξi,2)
]
dt,

si,ξ = σi,ξ +

∫ t

0

[
α
ξ
2σi,ξ + β

ξ
2 |σi,ξ |

λξ sign(σi,ξ )
]
dt, (26)

where αξ1 , α
ξ
2 , β

ξ
1 , β

ξ
2 ∈ R3×3 are positive definite diagonal

matrices representing the controller parameters. The expo-
nent λξ satisfies 0 < λξ < 1. Deriving in time (26), we obtain
the following expression:

σ̇i,ξ = ėξi,2 + α
ξ
1e
ξ
i,2 + β

ξ
1 |eξi,2|

λξ sign(eξi,2),

ṡi,ξ = σ̇i,ξ + α
ξ
2σi,ξ + β

ξ
2 |σi,ξ |

λξ sign(σi,ξ ). (27)

The robust formation control law required to achieve the
desired formation pattern in a finite time and maintain its
alignment throughout the flight mission is designed for the
i-th QUAV as follows:

fi,ξ =

[
ueqi,ξ + uri,ξ

]
, (28)

where uri,ξ represents the reaching control term and is
responsible for providing fast convergence of the system
states from any initial state to the sliding surface si,ξ by
compensating for nonlinearities and uncertainties, while ueqi,ξ
represents the equivalent control term and is responsible for
maintaining the system states on the sliding surface si,ξ = 0.

To achieve a fast convergence rate in a finite time to the
sliding surface, a reach control term proportional to the power
rate is proposed:

uri,ξ = −k̄ξ1 si,ξ − k̄ξ2 |si,ξ |λξ sign(si,ξ ), (29)

where k̄ξ1 and k̄ξ2 are positive definite diagonal matrices
representing the gains of the reaching control term. The
exponent λξ satisfies 0 < λξ < 1.
On the other hand, the equivalent control term ueqi,ξ can be

obtained from the sliding mode recursive structure (26). For
this purpose, we define the second CLF as follows:

V ξi,2 =
1
2
(si,ξ )2. (30)

Deriving in time (30) and substituting (27), we obtain:

V̇ ξi,2 = si,ξ (ṡi,ξ )

= si,ξ

(
σ̇i,ξ + α

ξ
2σi,ξ + β

ξ
2 |σi,ξ |

λξ sign(σi,ξ )
)

= si,ξ

(
ėξi,2 + α

ξ
1e
ξ
i,2 + β

ξ
1 |eξi,2|

λξ sign(eξi,2)

+ α
ξ
2σi,ξ + β

ξ
2 |σi,ξ |

λξ sign(σi,ξ )
)

= si,ξ

(
fi,ξ−

1∑N
j=1aij+bi

( N∑
j=1

aijν̇j+biν̇0−kξ ė
ξ
1

)
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+ α
ξ
1e
ξ
i,2 + β

ξ
1 |eξi,2|

λξ sign(eξi,2) + α
ξ
2σi,ξ

+ β
ξ
2 |σi,ξ |

λξ sign(σi,ξ )
)
. (31)

The stability of the second CLF is guaranteed when the
sliding manifold is reached, i.e., si,ξ = ṡi,ξ = 0. Thus, for
this in (31), we consider fi,ξ = ueqi,ξ . Therefore, the equivalent
control term is designed as follows:

ueqi,ξ =
1∑N

j=1aij + bi

( N∑
j=1

aijν̇j+biν̇0−kξ ė
ξ
1

)
− α

ξ
1e
ξ
i,2 − β

ξ
1 |eξi,2|

λξ sign(eξi,2) − α
ξ
2σi,ξ

− β
ξ
2 |σi,ξ |

λξ sign(σi,ξ ). (32)

Now, the total thrust force ui,z and the desired attitude
angles (φdi , θ

d
i ) are defined as a function of the virtual

forces (fi,x , fi,y, fi,z), so recalling the expression in (15) and
combining with (28), and performing some mathematical
operationswe obtain the total thrust ui,z and the desired angles
for the i-th QUAV as:

ui,z = mi
√
(fi,x)2 + (fi,y)2 + (fi,z + g)2,

φdi = asin
[
mi
ui,z

(
fi,x sinψd

i − fi,y cosψd
i
)]
,

θdi = atan
[

1
fi,z + g

(
fi,x cosψd

i + fi,y sinψd
i
)]
.

(33)

B. ROBUST FINITE-TIME ATTITUDE STABILIZATION
CONTROL (RFASC)
Considering the fully actuated attitude subsystem in (14).
We define the attitude tracking error for the i-th QUAV as
follows:

eηi,1 = ηi − ηdi ,

ėηi,1 = η̇i − η̇di , (34)

where ηi = [φi, θi, ψi]T ∈ R3 and ηdi = [φdi , θ
d
i , ψ

d
i ]
T

∈ R3

represent the Euler orientation angles and the desired attitude
signal, respectively.

In this case, the control law that allows tracking the desired
attitude angles, generated by the outer loop RFDCFCP, stably
and in a finite time for the i-th QUAV, is designed as:

ui,η = g−1
i,η

[
u eq
i,η + uri,η

]
, (35)

where u eq
i,η and uri,η represent the equivalent control term

and the reaching control term for the fully actuated attitude
subsystem, respectively. Therefore, performing the same
procedure as the RFDCFCP, the reach control term uri,η and
the equivalent control term u eq

i,η are designed as follows:

uri,η = −k̄η1 si,η − k̄η2 |si,η|ληsign(si,η), (36)

and

u eq
i,η = η̈di −kηė

η
i,1 − α

η
1e
η
i,2 − β

η
1 |eηi,2|

ληsign(eηi,2)

− α
η
2σi,η − β

η
2 |σi,η|

ληsign(σi,η) − fi,η, (37)

where the sliding surfaces σi,η and si,η are defined as:

σi,η = eηi,2 +

∫ t

0

[
α
η
1e
η
i,2 + β

η
1 |eηi,2|

ληsign(eηi,2)
]
dt,

si,η = σi,η +

∫ t

0

[
α
η
2σi,η + β

η
2 |ση|

ληsign(σi,η)
]
dt. (38)

Remark 6: In a practical situation of flight formation,
QUAVs are subject to large lumped uncertainties, such as
wind gusts, variation of aircraft physical parameters (e.g.,
transport of a suspended load), and unmodeled internal
dynamics, as discussed in Remark 3. It is difficult to acquire
precise knowledge of these uncertainties and their upper
bounds due to their complex nature, which makes them
completely unknown to the controller and could affect its
performance in a practical situation. Therefore, it is necessary
to implement robust adaptive techniques to the control system
that can handle large lumped uncertainties during a flight
formation mission.

C. ADAPTIVE LAW DESIGN
In this section, the design of a robust adaptive tuning method
is presented to adaptively tune the controller gains without
knowing the upper bound of the lumped uncertainties, i.e.,
counteracting the uncertainties by mitigating the chattering
effect. For this purpose, the reach control terms of the
RFDCFCP and RFASC presented in (29) and (36) are
modified as follows:{

uri,ξ = −k̂ξi,1si,ξ − k̂ ξi,2|si,ξ |
λξ sign(si,ξ ),

uri,η = −k̂ηi,1si,η − k̂ ηi,2|si,η|
ληsign(si,η),

(39)

where k̂ξi,1, k̂
ξ
i,2, k̂

η
i,1 and k̂

η
i,2 are the adjustable control gains.

Then, the adaptive laws for the reach controller are given by:{
˙̂k ξi,1 = k ξ1 |si,ξ |2;

˙̂k ξ2 = k ξ2 |si,ξ |λξ+1,
˙̂k η1 = k η1 |si,η|2;

˙̂k η2 = k η2 |si,η|λξ+1,
(40)

where k ξ1 , k
ξ
2 , k

η
1 and k η2 are the adaptive gains employed to

tune k̂ξi,1, k̂
ξ
i,2, k̂

η
i,1 and k̂

η
i,2 respectively.

Remark 7: With the control laws designed in (28)
and (35), together with the adaptive laws developed in (40),
an efficient and effective formation control law with finite
time stability is obtained; this proposed approach eliminates
the need for prior knowledge of the upper bounds of lumped
uncertainties. Moreover, this adaptive control approach
mitigates the chattering phenomenon.

V. STABILITY ANALYSIS
This section investigates the finite-time stability of the
closed-loop control system under the proposed control law.
To analyze the stability, we consider the following theorem:
Theorem 1: Considering the dynamic model of the

multi-QUAV system described in (11) and under the
formation control law design according to (28) and (35),
together with the adaptive laws designed in (40), the
closed-loop control system is stable in finite time. This
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implies that the formation tracking errors converge to zero
in finite time and are constantly maintained in a small region
around the origin.
Proof 1: The proof of Theorem 1 consists of two steps: 1)

Convergence during the reaching phase:We prove that the
reaching time is bounded, i.e., the states of the multi-QUAV
system reach the sliding surface from any initial condition in
finite time Tr . 2) Convergence during the sliding phase:
After reaching the sliding surface, we prove that all signals
within the closed-loop control system are bounded and
that the states of the multi-QUAV system converge to the
equilibrium point in finite time Ts.
Step 1. In this step, we demonstrate the convergence of

the states of the multi-QUAV system to the sliding surface.
To achieve this, using the expression of the sliding surface
given in (26) and its derivative in the time given in (27) and
replacing the expression (24), we obtain:

ṡi,ξ = σ̇i,ξ + α
ξ
2σi,ξ + β

ξ
2 |σi,ξ |

λξ sign(σi,ξ )

= ėξi,2 + α
ξ
1e
ξ
i,2 + β

ξ
1 |eξi,2|

λξ sign(eξi,2)

+ α
ξ
2σi,ξ + β

ξ
2 |σi,ξ |

λξ sign(σi,ξ )

= fi,ξ −
1∑N

j=1aij + bi

( N∑
j=1

aijν̇j + biν̇0−kξ ė
ξ
1

)
+ α

ξ
1e
ξ
i,2 + β

ξ
1 |eξi,2|

λξ sign(eξi,2) + α
ξ
2σi,ξ

+ β
ξ
2 |σi,ξ |

λξ sign(σi,ξ ). (41)

Substituting the control law expression (28) into (41),
results in the following expression:

ṡi,ξ =
1∑N

j=1aij+bi

( N∑
j=1

aijν̇j+biν̇0−kξ ė
ξ
1

)
−α

ξ
1e
ξ
i,2

−β
ξ
1 |eξi,2|

λξ sign(eξi,2)−β
ξ
2 |σi,ξ |

λξ sign(σi,ξ )

−α
ξ
2σi,ξ−

1∑N
j=1aij+bi

( N∑
j=1

aijν̇j+biν̇0−kξ ė
ξ
1

)
+ α

ξ
1e
ξ
i,2 + β

ξ
1 |eξi,2|

λξ sign(eξi,2) + α
ξ
2σi,ξ

+ β
ξ
2 |σi,ξ |

λξ sign(σi,ξ ) + uri,ξ . (42)

By performing some mathematical operations, we obtain:

ṡi,ξ = uri,ξ = −k̄ξ1 si,ξ − k̄ξ2 |si,ξ |λξ sign(si,ξ ). (43)

Then, we choose the following candidate Lyapunov
function:

Vsξ =

N∑
i=1

1
2
(si,ξ )2. (44)

Deriving in time (44), substituting (43), and performing
the corresponding mathematical operations, we obtain the
following expression:

V̇sξ =

N∑
i=1

si,ξ (ṡi,ξ )

=

N∑
i=1

si,ξ
(
− k̄ξ1 si,ξ − k̄ξ2 |si,ξ |λξ sign(si,ξ )

)
= −k̄ξ1

N∑
i=1

s2i,ξ − k̄ξ2

N∑
i=1

|sξ |λξ+1

= −2k̄ξ1

[ N∑
i=1

1
2
s2i,ξ

]
− 2

λξ+1
2 k̄ξ2

[ N∑
i=1

1
2
s2i,ξ

] λξ+1
2

≤ −2k̄ξ1

[ N∑
i=1

1
2
s2i,ξ

]
− 25k̄ξ2

[ N∑
i=1

1
2
s2i,ξ

]5
≤ −2k̄ξ1

[
Vsξ

]
− 25k̄ξ2

[
Vsξ

]5
, (45)

where 5 =
λξ+1
2 .

Then, according to Lemma 2, it follows that the states of
the multi-QUAV system reach the sliding surface si,ξ = 0 in
a finite time given by:

Tr =
1

2k̄ξ1 (1 −5)
ln

[2k̄ξ1V 1−5
sξ (0) + 25k̄ξ2

25k̄ξ2

]
. (46)

Step 2. In this step, we demonstrate that the consensus
formation errors in (18) and (23), the control law designed
in (28), and the adaptive laws designed in (40) will not lead
the multi-QUAV system to instability and will converge to the
equilibrium point in finite time. To achieve this, the following
candidate Lyapunov function is defined:

Vξ =
1
2

N∑
i=1

(eξi,1)
2
+

1
2

N∑
i=1

(eξi,2)
2
+

1
2

N∑
i=1

(σi,ξ )2

+
1
2

N∑
i=1

(si,ξ )2 +
1
2

N∑
i=1

ζ
ξ
1 (k̃

ξ
i,1)

2
+

1
2

N∑
i=1

ζ
ξ
2 (k̃

ξ
i,2)

2,

(47)

where k̃ξi,1 and k̃ξi,2 are the adaptive estimation errors. Then

k̃ξi,1 = k̂ξi,1 − k̄ξ1 , k̃
ξ
i,2 = k̂ξi,2 − k̄ξ2 , and the constants ζ

ξ
1 , ζ

ξ
2 are

considered greater than zero.
Deriving in time (47), we obtain:

V̇ξ =

N∑
i=1

eξi,1(ė
ξ
i,1) +

N∑
i=1

eξi,2(ė
ξ
i,2) +

N∑
i=1

σi,ξ (σ̇i,ξ )

+

N∑
i=1

si,ξ (ṡi,ξ ) +

N∑
i=1

ζ
ξ
1 k̃

ξ
i,1(

˙̃k ξi,1) +

N∑
i=1

ζ
ξ
2 k̃

ξ
i,2(

˙̃k ξi,2).

(48)

By replacing the adaptive parameters into (43), substituting
the expression of ṡi,ξ into (48), adding and subtracting some
terms, we obtain the following:

V̇ξ =

N∑
i=1

eξi,1(ė
ξ
i,1) +

N∑
i=1

eξi,2(ė
ξ
i,2) +

N∑
i=1

σi,ξ (σ̇i,ξ )

+

N∑
i=1

si,ξ
(
− k̂ξi,1si,ξ − k̂ ξi,2|si,ξ |

λξ sign(si,ξ )
)
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+

N∑
i=1

ζ
ξ
1 k̃

ξ
i,1(

˙̃k ξi,1) +

N∑
i=1

ζ
ξ
2 k̃

ξ
i,2(

˙̃k ξi,2)

=

N∑
i=1

eξi,1(ė
ξ
i,1) +

N∑
i=1

eξi,2(ė
ξ
i,2) +

N∑
i=1

σi,ξ (σ̇i,ξ )

+

N∑
i=1

(
−k̂ξi,1(si,ξ )

2
−k̂ ξi,2|si,ξ |

λξ+1)
+

N∑
i=1

ζ
ξ
1 k̃

ξ
i,1(

˙̂k ξi,1)

+

N∑
i=1

ζ
ξ
2 k̃

ξ
i,2(

˙̂k ξi,2) +

N∑
i=1

(
k̄ξ1 (si,ξ )

2
− k̄ξ1 (si,ξ )

2

+ k̄ξ2 |si,ξ |λξ+1
− k̄ξ2 |si,ξ |λξ+1). (49)

Substituting the adaptive laws into (49), we obtain:

V̇ξ =

N∑
i=1

eξi,1(ė
ξ
i,1) +

N∑
i=1

eξi,2(ė
ξ
i,2) +

N∑
i=1

σi,ξ (σ̇i,ξ )

+

N∑
i=1

(
− k̃ξi,1(si,ξ )

2
−k̃ ξi,2|si,ξ |

λξ+1)
+

N∑
i=1

ζ
ξ
1 k̃

ξ
i,1k

ξ
1 (si,ξ )

2
+

N∑
i=1

ζ
ξ
2 k̃

ξ
i,2k

ξ
2 (si,ξ )

λξ+1

+

N∑
i=1

(
− k̄ξ1 (si,ξ )

2
− k̄ξ2 |si,ξ |λξ+1). (50)

By grouping common terms together, the following
expression is obtained:

V̇ξ =

N∑
i=1

eξi,1(ė
ξ
i,1) +

N∑
i=1

eξi,2(ė
ξ
i,2) +

N∑
i=1

σi,ξ (σ̇i,ξ )

+

N∑
i=1

−
[
(si,ξ )2 − ζ

ξ
1 k

ξ
1 (si,ξ )

2]k̃ξi,1+
+

N∑
i=1

−
[
|si,ξ |λξ+1

− ζ
ξ
2 k

ξ
2 |si,ξ |λξ+1]k̃ ξi,2

+

N∑
i=1

(
− k̄ξ1 (si,ξ )

2
− k̄ξ2 |si,ξ |λξ+1). (51)

By substituting the expressions of ėξi,1, ė
ξ
i,2, and σ̇i,ξ

into (51), we get:

V̇ξ =

N∑
i=1

eξi,1
(
−kξ e

ξ
i,1

)
+

N∑
i=1

eξi,2
(
− α

ξ
1e
ξ
i,2

− β
ξ
1|e

ξ
i,2|

λξ sign(eξi,2)
)
+

N∑
i=1

σi,ξ
(
− α

ξ
2σi,ξ

− β
ξ
2 |σi,ξ |

λξ sign(σi,ξ )
)
−

N∑
i=1

µ1k̃
ξ
i,1−

N∑
i=1

µ2k̃
ξ
i,2

+

N∑
i=1

(
− k̄ξ1 (si,ξ )

2
− k̄ξ2 |si,ξ |λξ+1)

= −

N∑
i=1

kξ (e
ξ
i,1)

2
+

N∑
i=1

(
−α

ξ
1(e

ξ
i,2)

2
−β

ξ
1|e

ξ
i,2|

λξ+1)
+

N∑
i=1

(
−α

ξ
2 (σi,ξ )

2
− β

ξ
2 |σi,ξ |

λξ+1)
−

N∑
i=1

µ1k̃
ξ
i,1

−

N∑
i=1

µ2k̃
ξ
i,2 +

N∑
i=1

(
− k̄ξ1 (si,ξ )

2
− k̄ξ2 |si,ξ |λξ+1),

(52)

where µ1 = (si,ξ )2 − ζ
ξ
1 k

ξ
1 (si,ξ )

2 and µ2 = |si,ξ |λξ+1
−

ζ
ξ
2 k

ξ
2 |si,ξ |λξ+1. Employing Young’s inequality according to

Lemma 3, expression (52) can be rewritten as follows:

V̇ξ = −

N∑
i=1

kξ (e
ξ
i,1)

2
+

N∑
i=1

(
− α

ξ
1 (e

ξ
i,2)

2

− β
ξ
1

12 + (eξi,2)
2(λξ+1)

2

)
+

N∑
i=1

(
− α

ξ
2 (σi,ξ )

2

− β
ξ
2
12 + (σi,ξ )2(λξ+1)

2

)
+

N∑
i=1

(
− k̄ξ1 (si,ξ )

2

− k̄ξ2
12 + (si,ξ )2(λξ+1)

2

)
−

N∑
i=1

µ1

(12 + (k̃ξi,1)
2

2

)

−

N∑
i=1

µ2

(12 + (k̃ ξi,2)
2

2

)
. (53)

Performing the mathematical operations and applying the
distributive property to the terms where Lemma 3 was used,
the resulting expression is:

V̇ξ = −

N∑
i=1

2kξ
(eξi,1)

2

2
+

N∑
i=1

(
− 2αξ1

(eξi,2)
2

2

−
β
ξ
1

2
− β

ξ
1

(eξi,2)
2(λξ+1)

2

)
+

N∑
i=1

(
− 2αξ2

(σi,ξ )2

2

−
β
ξ
2

2
− β

ξ
2
(σi,ξ )2(λξ+1)

2

)
+

N∑
i=1

(
− 2k̄ξ1

(si,ξ )2

2

−
k̄ξ2
2

− k̄ξ2
(si,ξ )2(λξ+1)

2

)
−

N∑
i=1

(
µ1

2
+ µ1

(k̃ξi,1)
2

2

)

−

N∑
i=1

(
µ2

2
+ µ2

(k̃ ξi,2)
2

2

)
. (54)

Multiplying and dividing some terms by 2λξ+1 and
grouping the constant terms, the following expression is
obtained:

V̇ξ = −

N∑
i=1

2kξ
(eξi,1)

2

2
+

N∑
i=1

(
− 2αξ1

(eξi,2)
2

2

−
2λξ+1β

ξ
1

2

(eξi,2)
2(λξ+1)

2λξ+1

)
+

N∑
i=1

(
− 2αξ2

(σi,ξ )2

2
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−
2λξ+1β

ξ
2

2
(σi,ξ )2(λξ+1)

2λξ+1

)
+

N∑
i=1

(
− 2k̄ξ1

(si,ξ )2

2

−
2λξ+1k̄ξ2

2
(si,ξ )2(λξ+1)

2λξ+1

)
−

N∑
i=1

(
µ1

(k̃ξi,1)
2

2

)

−

N∑
i=1

(
µ2

(k̃ ξi,2)
2

2

)
−
β
ξ
1

2
−
β
ξ
2

2
−
k̄ξ2
2

−
µ1

2
−
µ2

2
.

(55)

Using the change of variable 5 = λξ + 1 for a better
representation, we obtain:

V̇ξ = −

N∑
i=1

2kξ
(eξi,1)

2

2
+

N∑
i=1

(
− 2αξ1

(eξi,2)
2

2

− 25−1β
ξ
1

[ (eξi,2)2
2

]5)
+

N∑
i=1

(
− 2αξ2

(σi,ξ )2

2

− 25−1β
ξ
2

[
(σi,ξ )2

2

]5)
+

N∑
i=1

(
− 2k̄ξ1

(si,ξ )2

2

− 25−1k̄ξ2

[
(si,ξ )2

2

]5)
−

N∑
i=1

(
µ1

(k̃ξi,1)
2

2

)

−

N∑
i=1

(
µ2

(k̃ ξi,2)
2

2

)
−
β
ξ
1

2
−
β
ξ
2

2
−
k̄ξ2
2

−
µ1

2
−
µ2

2
.

(56)

Applying Lemma 4 to certain terms, the following
expression is obtained

V̇ξ =−

N∑
i=1

2kξ

{[(eξi,1)2
2

]5
−4

}
−

N∑
i=1

(
2αξ1

{[(eξi,2)2
2

]5
−4

}

− 25−1β
ξ
1

[(eξi,2)2
2

]5)
−

N∑
i=1

(
2αξ2

{[
(σi,ξ )2

2

]5
−4

}

− 25−1β
ξ
2

[
(σi,ξ )2

2

]5)
−

N∑
i=1

(
2k̄ξ1

{[
(si,ξ )2

2

]5
−4

}

− 25−1k̄ξ2

[
(si,ξ )2

2

]5)
−

N∑
i=1

µ1

{[ (k̃ξi,1)2
2

]5
−4

}

−

N∑
i=1

µ2

{[ (k̃ ξi,2)2
2

]5
−4

}
−
β
ξ
1

2
−
β
ξ
2

2
−
k̄ξ2
2

−
µ1

2
−
µ2

2
,

(57)

where4 = (1−5)5
5

1−5 . Then, applying Lemma 5 and per-
forming some mathematical operations, the expression (57)
can be rewritten as:

V̇ξ≤−{2kξ }
[ N∑
i=1

(eξi,1)
2

2

]5
−{2αξ1+25−1β

ξ
1 }

[ N∑
i=1

(eξi,2)
2

2

]5

−{2αξ2+25−1β
ξ
2 }

[ N∑
i=1

(σi,ξ)2

2

]5
−{2k̄ξ1 +25−1k̄ξ2 }

[ N∑
i=1

(si,ξ)2

2

]5

− {µ1}

[ N∑
i=1

(k̃ξi,1)
2

2

]5
−{µ2}

[ N∑
i=1

(k̃ ξi,2)
2

2

]5
+

{
2kξ4

+ 2αξ14+ 2αξ24+ 2k̄ξ14+ µ14+ µ24

−
β
ξ
1

2
−
β
ξ
2

2
−
k̄ξ2
2

−
µ1

2
−
µ2

2

}
≤ −LVV5 + FV , (58)

where LV = max{2kξ , 2α
ξ
1+25−1β

ξ
1, 2α

ξ
2 + 25−1β

ξ
2 , 2k

ξ
1 +

25−1k̄ξ2 , µ1, µ2}. FV = max{2ki,ξ4+ 2αξi,14 + 2αξi,24 +

2k̄ξ14+ µ14+ µ24−
β
ξ
i,1
2 −

β
ξ
i,2
2 −

k̄ξ2
2 −

µ1
2 −

µ2
2 }.

This analysis shows that the Lyapunov candidate function
defined in (47) gradually decreases, implying that Vξ ≤ 0.
As a result, Vξ is bounded, ensuring all signals within the
system are bounded and do not diverge to infinity. Therefore,
according to Lemma 1, the states of the multi-QUAV system
converge to the equilibrium point in a finite time, defined as:

Ts =
1

(1 −5)ϱLV

(
V 1−5(x(0)) −

(
FV

(1 − ϱ)LV

) 1−5
5

)
.

(59)

Finally, the total time required for the closed-loop control
system to reach the desired stability in finite time and for
the consensus formation errors (eξi,1, e

ξ
i,2) of the RFDCFCP

to stabilize at zero equilibrium during the sliding motion
(si,ξ = 0) is given by T ξF = Tr + Ts. Thus, completing the
proof.
Remark 8: Following the same procedure used in the proof

of Theorem 1, it can be shown that the attitude tracking errors
(eηi,1, e

η
i,2) of RFASC stabilize at zero equilibrium during

sliding motion (si,η = 0) at finite time T ηF .

VI. RESULT AND DISCUSSION
To validate the theoretical findings and demonstrate the
effectiveness of the proposed control system for flight
formation of a multi-QUAV system, the control approach
was implemented in the Matlab/Simulink environment under
different flight scenarios. For this purpose, we configured
two complex and challenging flight scenarios with large
uncertainties, similar to real flight conditions QUAVs
would encounter. In addition, to evaluate the convergence
time, tracking accuracy, and robustness properties of the
proposed control method, we conducted a comparative
analysis with two recent multi-QUAV formation control
approaches: Distributed Robust Formation Control (DRFC)
[34] y Predictor-based Constrained Fixed-time Sliding Mode
Control (PCFSMC) [35].

The flight formation consists of a virtual leader and
three follower QUAVs. The virtual leader is responsible for
providing the reference Cartesian trajectory for the multi-
QUAV system. The communication topology between the
agents is described by a directed graph, where the desired
formation pattern is set as an equilateral triangle, as shown in
Figure 2. For this purpose, the adjacency matrix, the degree
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FIGURE 2. Communication topology between QUAV agents and the
desired formation pattern.

matrix, and the palace matrix are defined as:

A =

0 0 0
1 0 0
0 1 0

 ,D =

0 0 0
0 1 0
0 0 1

 ,L =

 0 0 0
−1 1 0
0 − 1 1

 .
(60)

The desired position deviation between the leader and the
followers is set as follows:

δ
ξ
10 = δ

ξ
1 − δ

ξ
0 ,

= ([0,
√
3, 0]T − [0, 0, 0]T ),

δ
ξ
20 = δ

ξ
2 − δ

ξ
0 ,

= ([
√
3cos

(
5π
6

)
,
√
3sin

(
−π

6

)
, 0]T − [0, 0, 0]T ),

δ
ξ
30 = δ

ξ
3 − δ

ξ
0 ,

= ([
√
3cos

(
−π

6

)
,
√
3sin

(
−π

6

)
, 0]T − [0, 0, 0]T ).

(61)

The Adjacency Distance (AD) between the follower
QUAVs is set to 3 meters, and the Relative Distance (RD)
between the followers and the virtual leader is set to
1.73 meters. This ensures that the desired formation pattern
has the geometric shape of an equilateral triangle with 3-
meter sides.

The simulations were performed using the DJI-F450
quadcopter model, whose physical parameters are detailed
in Table 1. The parameters of the formation control are
presented below:

• RFDCFCP. i) Equivalent control: kx = ky = kz =

1.5, αx1 = α
y
1 = αz1 = 0.0025, βx1 = β

y
1 = βz1 =

0.0013, αx2 = α
y
2 = αz2 = 1.2, βx2 = β

y
2 = βz2 =

4, λx = λy = λz = 0.2. ii) Reach control: kx1 = ky1 =

kz1 = 2, kx2 = ky2 = kz2 = 1.67, λx = λy = λz = 0.2
• RFASC: i) Equivalent control: kφ = kθ = 60, kψ =

5, αφ1 = αθ1 = α
ψ

1 = 0.176, βφ1 = βθ1 = β
ψ

1 =

0.001, αφ2 = αθ2 = α
ψ

2 = 4.4, βφ2 = βθ2 = β
ψ

2 =

TABLE 1. Physical parameters of the DJI-F450 quadcopter [12].

2, λφ = λθ = λψ = 0.2.ii)Reachcontrol :kφ1 = kθ1 =

kψ1 = 2, kφ2 = kθ2 = kψ2 = 1.67, λφ = λθ = λψ = 0.2

A. FLIGHT SCENARIO 1
In this scenario, different uncertainties such as wind gusts,
modeling uncertainties, and parametric uncertainties are
considered; these lumped uncertainties acting on QUAVs are
divided as external disturbances and internal uncertainties,
which are defined as:

a) External disturbances: External disturbances affecting
the quadcopter dynamics are represented as wind gusts
injected into the multi-QUAV system at instant t = 15s.
The expressions of these external disturbances are given as
follows [47]:

d ext
i,x =−1.6sin(0.1t)+0.8sin(0.44t)+0.16sin(1.75t)+

0.112sin(0.28t) m/s2,
d ext
i,y = sin(0.4t) + cos(0.7t) m/s2,

d ext
i,z = 0.8cos(0.7t) m/s2,
d ext
i,φ = d ext

i,θ = d ext
i,ψ = 0.02cos(0.7t) rad/s2.

(62)

b) Internal uncertainties: b1) Modeling uncertainties:
Represents the unmodeled dynamics of the QUAV, as dis-
cussed in Assumption 1. b2) Parametric uncertainties:
Represents the variation of the physical parameters of the
QUAV; for this, we consider parametric uncertainties of
+20%on themass andmoments of inertia, i.e.mi = 1.963kg,
Ji,x = 0.027kg m2, Ji,y = 0.029kg m2, Ji,z = 0.041kg m2.
For this scenario, the initial positional conditions of the

three QUAVs are set as ξ1(0) = [−1, 3, 0.01]Tm, ξ2(0) =

[−1,−1, 0.01]Tm, ξ3(0) = [1,−3, 0.01]Tm. The initial
velocities of the three aircraft are configured to zero. The
following Cartesian trajectory is established for the virtual
leader:

ξ0 = [x0, y0, z0]T = [2.5cos(0.2t), 2.5sin(0.2t, ), 3]Tm.,

(63)

while the yaw angle of each aircraft for this and the other
scenarios should be stabilized to zero, i.e., ψd

i = 0 rad.
The results for this scenario are presented in Figures 3-6.

The temporal position response of the three QUAVs is shown
in Figure 3. In this figure, the proposed RFDCFCP approach
allows the aircraft to reach the desired formation quickly.
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FIGURE 3. Temporal position response of the quadcopters, including the
virtual leader.

FIGURE 4. Linear velocity of the quadcopters.

Moreover, the formation has been successfully maintained
while following the reference Cartesian trajectory despite
large lumped uncertainties. The linear velocity is illustrated
in Figure 4, where it can be seen that all three aircraft achieve
a fast and stable consensus to maintain the desired formation.
The temporal attitude response of the QUAVs is presented in
Figure 5, where it is noted that the proposed RFASC approach
allows tracking the attitude angles stably, adjusting to the
desired attitude generated by the RFDCFCP. The four control
inputs of the three QUAVs are illustrated in Figure 6.

For a more comprehensive evaluation, we compared
our formation control system with the DRFC [34] and
PCFSMC [35] control methods. The results of the three
control methods are presented in Figures 7-12. Figure 7
shows the flight formation of the three QUAVs in 3D and
2D under the proposed control system. Our control method
succeeds in achieving and maintaining the desired formation
pattern stably throughout the flight mission, with accurate
tracking of the reference Cartesian trajectory. Although the
PCFSMC and DRFC formation controllers in Figures 8 and 9

FIGURE 5. Temporal attitude response of the quadcopters.

FIGURE 6. Control inputs.

also succeed in maintaining the desired formation pattern,
our proposed method exhibits better tracking accuracy
than the other controllers. This is clearly evidenced in
the 2D flight formation in Figures 7(b), 8(b), and 9(b),
where with our proposed method, all three QUAVs robustly
track the reference Cartesian trajectory. Moreover, lumped
uncertainties affect our proposed method significantly less,
demonstrating its superiority in robustness and adaptability.

On the other hand, the formation tracking errors, adjacent
distances, and relative distances for this flight scenario under
the three formation controllers are presented in Figures 10,
11, and 12, respectively. The formation tracking errors of the
proposed control system in Figure 10(a) achieve fast conver-
gence to zero in finite time and are consistently maintained in
the neighborhood of the origin, even in the presence of large
lumped uncertainties. Furthermore, the adjacent distances
and relative distances presented in Figure 10(b) demonstrate
that the desired formation pattern has been successfully
maintained without any geometric deformation. The indices
converge rapidly to their desired values of 3 meters and
1.73 meters, respectively, and remain constant throughout
the flight formation. Compared to the PCFSMC and DRFC
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FIGURE 7. Results of the formation control of the proposed method (a) Viewed in 3D (b) Viewed in 2D.

FIGURE 8. Results of the formation control of the PCFSMC method (a) Viewed in 3D (b) Viewed in 2D.

FIGURE 9. Results of the formation control of the DRFC method (a) Viewed in 3D (b) Viewed in 2D.

control methods shown in Figures 11 and 12, the formation
errors also converge to zero. However, by reviewing and
comparing the zoomed regions in the interval [30-70]s,

as well as the adjacent and relative distances, it can be clearly
seen that our control system demonstrates superior robustness
and tracking accuracy compared to the PCFSMC and DRFC
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FIGURE 10. Results of the proposed method: (a) Formation errors (b) Adjacent and relative distances.

FIGURE 11. Results of the PCFSMC method: (a) Formation errors (b) Adjacent and relative distances.

FIGURE 12. Results of the DRFC method: (a) Formation errors (b) Adjacent and relative distances.

methods. Furthermore, it is observed that due to variations
in the physical parameters of the aircraft, such as mass
and moments of inertia, the altitude formation errors of the
PCFSMCandDRFC controlmethods never reach zero origin.

In contrast, our proposed control method maintains these
errors at the zero origin throughout the flight mission. This
is clearly illustrated in the zoomed regions of Figures 10(a),
11(a), and 12(a), respectively.
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FIGURE 13. Wind speed generated by the Dryden model.

FIGURE 14. Temporal position response of the quadcopters, including the
virtual leader.

FIGURE 15. Linear velocity of the quadcopters.

To provide a more accurate quantitative comparison of the
obtained results and confirm the theoretical findings of the
proposed control system, we use the performance indices of

FIGURE 16. Temporal attitude response of the quadcopters.

FIGURE 17. Control inputs.

TABLE 2. Convergence time analysis.

settling time and RMSE. The settling time is defined as the
time it takes for the system tracking errors to converge and
stabilize within a range of 2.5% concerning the origin. On the
other hand, RMSE is a metric that evaluates the performance
of the control system in terms of tracking accuracy and
robustness. These indices are calculated for each control
system and are presented in Tables 2 and 3, respectively.

Table 2 shows that our proposed control system exhibits
lower convergence times for all errors than the PCFSMC and
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FIGURE 18. Results of the formation control of the proposed method (a) Viewed in 3D (b) Viewed in 2D.

FIGURE 19. Results of the formation control of the PCFSMC method (a) Viewed in 3D (b) Viewed in 2D.

FIGURE 20. Results of the formation control of the DRFC method (a) Viewed in 3D (b) Viewed in 2D.

DRFC controllers. This confirms the outstanding property of
fast convergence in finite time of our control system. On the

other hand, Table 3 shows that our control system exhibits
lower RMSE values compared to the PCFSMC and DRFC
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TABLE 3. RMSE analysis.

controllers. This confirms the remarkable robustness and
tracking accuracy property of our control system. Overall,
the quantitative results obtained in Tables 2 and 3 verify the
superiority of our control method proposed in this research
regarding fast convergence in finite time, tracking accuracy,
and robustness.

B. FLIGHT SCENARIO 2
For further evaluation of the robustness and adaptability
capabilities of the proposed control system, this flight
scenario simulates the entry of the QUAVs into a windy area
with more realistic wind speeds than in the previous scenario.
In addition, uncertainties of unmodeled internal dynamics
and variations of aircraft physical parameters are considered.
This approach reflects practical conditions where all these
large lumped uncertainties simultaneously affect the aircraft
dynamics. For this purpose, lumped uncertainties are defined
as:

a) External disturbances: Suppose that the QUAVs enter
a windy area with wind speeds that can reach a velocity of
8m/s, as shown in Figure 13. For this purpose, the Dryden
windmodel is considered an external disturbance in this flight
scenario [48]. Therefore, the components of d ext

i,ξ along the
three axes are expressed as:

d ext
i,x = −Kd,x(ẋi −Wx)2 sign(ẋi −Wx) m/s2,

d ext
i,y = −Kd,y(ẏi −Wy)2 sign(ẏi −Wy) m/s2,

d ext
i,z = −Kd,z(żi −Wz)2 sign(żi −Wz) m/s2.

(64)

where Kd,x ,Kd,y,Kd,z ∈ R+. The terms Wx ,Wy,Wz
represent the total wind speeds along the three axes. b) Inter-
nal uncertainties: b1) Modeling uncertainties: Similar
to the modeling uncertainties of the previous scenario.
b2) Parametric uncertainties: For this flight scenario,
parametric uncertainties of +30% on the mass and moments
of inertia are considered.

The initial positional conditions of the three QUAVs
are configured as ξ1(0) = [−1, 4, 0.01]Tm, ξ2(0) =

[0.01,−2, 0.01]Tm, ξ3(0) = [1, 1, 0.01]Tm. The initial
velocities of the three aircraft are set to zero. The fol-
lowing Cartesian trajectory is established for the virtual

TABLE 4. Convergence time analysis.

leader:

ξ0 = [x0, y0, z0]T = [2.5cos(0.2t), 2.5sin(0.4t, ), 3]Tm.

(65)

The results for this scenario are presented in Figures 14-
17. The temporal position and linear velocity response
of the three QUAVs are shown in Figures 14 and 15,
respectively. These figures reveal that, despite being subject
to realistic wind gusts and internal uncertainties, the proposed
RFDCFCP approach allows the aircraft to reach the desired
formation quickly. Furthermore, it can be observed that the
aircraft achieves a consensus, maintaining the desired for-
mation satisfactorily while following the reference Cartesian
trajectory. The temporal attitude response of the QUAVs is
presented in Figure 16, where it is noticed that the proposed
RFASC approach allows tracking the attitude angles stably,
adjusting to the desired attitude generated by the RFDCFCP.
The four control inputs of the three QUAVs are presented in
Figure 17.
The comparison results of our proposed control system

with the PCFSMC and DRFC methods are presented in
Figures 18-23. Figure 18 shows the flight formation of
the three QUAVs in 3D and 2D under our proposed
control system. As in the previous scenario, our proposed
method achieves and maintains the desired formation pattern
stably throughout the flight mission, with accurate tracking
of the reference Cartesian trajectory. In comparison, the
PCFSMC control method, although maintaining the desired
formation pattern, demonstrates to be sensitive to large
lumped uncertainties. This is evidenced in Figure 19, where
wind gusts and internal uncertainties clearly affect the
control performance of the QUAVs, resulting in a loss
of accuracy in tracking the reference Cartesian trajectory.
On the other hand, the DRFC control method is the most
affected in this comparison. This controller demonstrates low
robustness and lower tracking accuracy, as seen in Figure 20.
Overall, the proposed formation control system demonstrates
its superiority in robustness and adaptability, unlike the
PCFSMC andDRFCmethods, which exhibit more noticeable
deviations and fluctuations in their formation, especially
visible in the 2D flight formation in Figures 19(b) and 20(b).
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FIGURE 21. Results of the proposed method: (a) Formation errors (b) Adjacent and relative distances.

FIGURE 22. Results of the PCFSMC method: (a) Formation errors (b) Adjacent and relative distances.

FIGURE 23. Results of the DRFC method: (a) Formation errors (b) Adjacent and relative distances.

The formation tracking errors, adjacent distances, and
relative distances for this flight scenario under the three

formation controllers are presented in Figures 21, 22, and 23,
respectively. Figure 21(a) highlights that the formation
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TABLE 5. RMSE analysis.

tracking errors of our proposed control system achieve faster
convergence to zero and consistently remain close to the
origin neighborhood despite realistic wind gusts, modeling
uncertainties, and variations of aircraft physical parameters.
This demonstrates that the desired formation pattern has
been successfully maintained without any geometric defor-
mation, as seen in the 3D flight formation in Figure 18.
This behavior is supported by observing that the adjacent
distances and relative distances of the three QUAVs in
Figure 21(b) rapidly converge to their desired values of
3 meters and 1.73 meters, respectively, and remain constant
throughout the flight formation. In contrast, the PCFSMC
and DRFC methods show that the formation tracking errors
(see Figures 22(a) and 23(a), respectively) are inevitably
affected by the large lumped uncertainties, experiencing
more significant fluctuations and deviations. Looking at the
zoomed regions in the interval [20-80]s, it can be seen that
the errors of these control methods do not remain close to
the neighborhood of the origin, indicating that the desired
formation pattern has not been satisfactorily maintained and
geometrical deformations have occurred. This is evidenced
by looking at the adjacent distances and relative distances of
the PCFSMC and DRFCmethods in Figures 22(b) and 23(b),
along with their 3D flight formation in Figures 19 and 20,
respectively.

The settling time and RMSE performance indices are
calculated for each control method and presented in Tables 4
and 5 to provide a quantitative comparison of the obtained
results. Table 4 shows that our proposed control system
exhibits lower convergence times in all formation track-
ing errors compared to the PCFSMC and DRFC control
methods. This confirms the outstanding finite-time fast
convergence property of our control system. Moreover,
in Table 5, it is observed that our control system exhibits
lower RMSE values compared to the PCFSMC and DRFC
controllers, which ratifies the remarkable robustness and
high tracking accuracy of our control system. Overall,
the quantitative results obtained in Tables 4 and 5 verify
the superiority of our control strategy proposed in this
research regarding fast convergence in finite time, tracking
accuracy, and robustness in a complex and challenging
flight scenario with realistic wind gusts and large internal
uncertainties.

VII. CONCLUSION AND FUTURE WORK
In this research, a distributed robust control system has
been designed to address the flight formation control of
a multi-QUAV system in complex and challenging flight
scenarios with large lumped uncertainties. For this purpose,
a novel nonlinear control strategy, ABRINFTSMC, has been
designed. Based on this proposed strategy, an RFDCFCP has
been developed for the underactuated position subsystem, and
for the fully actuated attitude subsystem, an RFASC has been
developed. The effectiveness of the proposed method has
been verified by numerical simulations and compared with
recent formation control methods.

The obtained results have demonstrated the outstanding
capability of our proposed control system to quickly achieve
and consistently maintain the desired formation pattern
throughout the flight mission, even in challenging environ-
ments with the presence of realistic wind gusts, unmodeled
internal dynamics, and varying physical parameters of the
QUAVs. By performing quantitative comparative analysis
with PCFSMC and DRFC works, the superiority of our
proposed control method in terms of fast convergence in
finite time, tracking accuracy, and robustness has been
evidenced.

In future works, we include the practical implementation
of the proposed control system for formation control
with DJI-F450 physical aircraft in a real flight envi-
ronment. In addition, we plan to implement the pro-
posed method for the cooperative transport of suspended
payloads.
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