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ABSTRACT The advent of Deep Learning methodologies has revolutionized the field of medical image
analysis, particularly in skin lesion diagnosis and classification. This paper proposes an explorative
approach utilizing Transformer-based deep neural networks to classify multiclass skin lesion datasets.
Initially introduced for natural language processing tasks, Transformers have remarkably succeeded in
capturing long-range dependencies in sequential data. However, their application to image data, especially
in medical imaging, remains relatively unexplored. Our proposed framework leverages the self-attention
mechanism of Transformer models to effectively capture spatial dependencies across image regions without
relying on handcrafted features or extensive pre-processing. We present a comprehensive evaluation of
several Deep Learning models on skin imaging reference datasets for various types of skin lesions,
including melanoma. We objectively evaluate the test performance of the different trained models
using a test dataset released in 2023 with ground-truth labels. Our experiments demonstrate that the
Transformer-based architecture achieves high performance in lesion classification tasks. The best result
was obtained using a Large Dataset, which we modeled by merging smaller datasets, achieving a test
accuracy of 86.37%. This dataset can be considered a good solution to improve the generalization capabilities
of the Transformer neural network. Our work establishes Transformer-based deep neural networks as a
promising framework for skin-lesion classification in medical imaging and potential clinical utility. This
research paves the way for further exploration and integration of advanced Deep Learning techniques
into medical image analysis, ultimately contributing to a powerful initial analysis tool for clinicians. The
code is publicly available at https://github.com/UnluckyMirco/A-Large-Dataset-to-Enhance-Skin-Cancer-
Classification-with-Transformer-Based-DNN.

INDEX TERMS Skin cancer, skin lesion, transformer neural network, image classification.

I. INTRODUCTION

Malignant Melanoma (MM), Squamous Cell Carcinoma
(SCC), and Basal Cell Carcinoma (BCC) are the most
prevalent types of skin cancers, collectively accounting for
approximately 95% of all cases. According to estimates from
the World Health Organization, there are between two to
three million new cases of skin cancer annually. Despite
advancements in treatment, the 5-year survival rate for skin
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cancer patients starts from almost 100% survivability in the
early stages and drops to approximately 25-35% in the latest
stages of all skin cancer-related deaths [1], [2]. When BCC,
SCC, or other skin cancers metastasize, the prognosis is
generally bleak, significantly threatening patients’ lives and
often severely impacting their appearance [3], [4], [5].
Machine Learning (ML) technologies have emerged as a
cornerstone for developing innovative and efficient solutions
to support clinicians. The advent of ML in dermatol-
ogy has revolutionized diagnostics, enhancing accuracy,
speed, and scalability. The International Skin Imaging
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Collaboration (ISIC) [6] provides a repository of diverse
datasets, often accompanied by challenges [7] to advance
nevus image classification techniques through ML and Deep
Learning (DL) solutions.

Despite considerable progress, developing models that
generalize across large and heterogeneous datasets remains
a challenge. Many datasets in the ISIC repository contain
duplicate images, both within and between datasets, intro-
ducing undesirable biases in ML models [8]. In addition,
some datasets, such as ISIC2020, offer many images with
binary labels (malignant or benign). Although such datasets
provide a substantial number of images, their limited labeling
constrains the classification potential of DL models. More
granular labeling would allow the development of more
specific tools to support clinicians.

The integrity of test datasets is crucial for unbiased
model performance evaluation. Issues such as the internal
partitioning of datasets into training and testing sets can intro-
duce variability, complicating objective model assessment.
A standardized test dataset with ground-truth labels would
facilitate fairer performance comparisons across different
models.

Among these challenges, DL and Transformer Models
(TMs) have shown exceptional promise due to their ability
to discern intricate patterns in complex datasets, surpassing
the capabilities of traditional analytical methods. However,
these models still face deficiencies in objective assessments
of test performance.

This paper delves into the investigation and application
of TMs within dermatology, focusing particularly on the
classification of skin lesions—a critical aspect of early
skin cancer detection and diagnosis. Our work introduces
a comprehensive approach that minimizes data augmen-
tation techniques and leverages specific neural network
architectures, starting with pre-trained networks to adapt
different training and testing experiments for skin disease
classification.

The main contributions of this paper are as follows:

1. Investigate the Swin Transformer (ST) model [9] for

skin lesion multiclass classification.

2. Use a standard test set available in the literature for a fair
comparison of performances.

3. Explore how increasing training data impacts model
performance.

4. Share our benchmarks and modeled dataset on our
GitHub repository (check Section VII for further
information).

Our paper is structured as follows: Section II provides an
overview of existing works and their limitations. Section III
delves into creating the Large Dataset, describing the datasets
used and the modeling operations performed. Section IV
outlines our work pipeline, detailing the data augmentation
techniques, chosen models, and evaluation methods. Sec-
tion V presents the experiments conducted and the results
obtained. Section VI discusses these results, and Section VII
concludes with final remarks.
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Il. RELATED WORK

Skin lesion classification using DL models has been widely
applied in the last years. In particular, Convolutional Neural
Networks (CNN) have shown notable outcomes. A deep CNN
(DCNN) model for binary classification (benign vs malignant
skin cancer) was presented in [11], obtaining 91.93% testing
accuracy on the HAM10000 (HAM) [12] dataset. The main
datasets available in the literature are presented and briefly
reviewed in Section III.

Pretrained networks, specifically AlexNet [13] and
VGG16 [14], were used in two separate contexts by Gulati
and Bhogal [15]: as feature extractor and as Transfer Learning
(TL) paradigm. VGG16 produced the best result as TL
model, obtaining 97.5% accuracy and 96.87% specificity
for multiclass classification tasks. A CNN model was also
proposed by Nagqvi et al. [16].

The authors reported 78.81% specificity and an accu-
racy of 84.76% in multiclass classification. Addition-
ally, they suggested a CNN network using the Keras
Sequential API and contrasted the outcomes with already
trained models, including VGG16, ResNet50 [17], and
DenseNet121 [18].

A CNN model, combined with Soft-Attention, was pro-
posed by Datta et al. [19]. They evaluate the effectiveness of
the Soft-Attention mechanism in the VGG16, ResNet34 [17],
ResNet50, Inception ResNet v2 [20], and DenseNet201 [18]
architectures for the multiclass classification of skin lesions
and achieved a precision of 93.7% on the HAM dataset
and 91.6% on ISIC-2017 dataset [21]. NASNetMobile,
a lightweight DL architecture for skin multiclass cancer, was
proposed in 2021 by Yilmaz et al. [22], and on the ISIC-2017
dataset, it scored 91.7% in testing accuracy and 81.77% in
test precision.

With the advent of TMs, a shift has been observed
in the methodologies employed for skin lesion analysis.
Recently, the exploitation performances of Transformer net-
works with multiclass medical imaging were investigated by
Matsoukas et al. [23], demonstrating their ability to handle
sequential data within images and providing an alternative
to the spatial hierarchies of CNNs. Moreover, Pedro and
Oliveira [24] investigated how self-attention mechanisms
can be integrated into TMs to focus more precisely on
relevant image features, thereby potentially increasing model
interpretability and performance.

Gulzar and Khan [25] present a comparative study on
U-Net [26] and attention-based methods for skin lesion image
segmentation. Their research addresses the challenges of
melanoma detection due to the visual similarities between
lesions. While traditional CNNs struggle with long-range
spatial relations, the Vision Transformer (VIT) [27] offers
a solution but requires large datasets, which are limited
in medical imaging. They demonstrate that the hybrid
TransUNet model, achieving an accuracy of 92.11% and a
dice coefficient of 89.84%, outperforms other benchmarking
methods, highlighting its potential for improving skin lesion
diagnosis.
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TABLE 1. The top five finishers for task 3 of the 2018 ISIC challenge [10]. The top two ranked used an external dataset for training.

Team Approach Name External Acc.
Dataset

MetaOptima Technology Inc. Top 10 Models Averaged Yes 88.5%
DAISYLab Large Ensemble with heavy multi-cropping and loss weighting ~ Yes 85.6%
Medical Image  Analysis Ensemble Of SENET and PNANET with DataAugmentation ~ No 84.6%
Group, Sun Yat-sen University ~ when TEST

Li densenet No 81.5%
Ask Sina Xception, DenseNet121 plus three CONV layers No 81.2%

Xin et al. [28] proposed SkinTrans, an improved Trans-
former network. A VIT network has been established to verify
that SkinTrans is a helpful tool for categorizing skin lesions.
Multi-scale patch embedding is carried out after the image
has been serialized using multi-scale and overlapping sliding
windows. Contrastive Learning is the final strategy used to
produce the maximum difference in the encoding outcomes
of separate data. Two datasets were considered: HAM, which
achieved a multiclass classification accuracy of 94.3%, and
their own dataset, which achieved 94.1% on a three-class
classification task.

Hao et al. [29] proposed ConvNetXT, a model with high
multiclass classification capabilities. The proposed model
uses pre-trained ConvNeXt and ST networks to extract local
and global features from pictures. Attentional Feature Fusion
(AFF) submodules are then utilized to fuse the extracted
features. Furthermore, an Efficient Channel Attention (ECA)
module is included in the ConvNeXt network to improve the
model’s focus on the skin lesion locations during training.

By using both Transformer and CNNs, which are based on
end-to-end mapping and do not require previous information,
an ST model for multiclass skin lesion classification is
suggested by Ayas [30]. Moreover, a weighted cross-entropy
loss was used to solve the class imbalance issue. The ISIC
2019 dataset achieved a sensitivity, specificity, accuracy, and
balanced accuracy value of 82.3%, 97.9%, 97.2%, and 82.3%,
respectively.

He et al. [31] suggest using a Fully Transformer Network
(FTN) to analyze skin lesions to learn long-range contextual
information. They use the ISIC 2018 dataset to perform
extensive skin lesion analysis tests to confirm the efficacy
and efficiency of FTN. Because of its effective Spatial Pyra-
mid Transformer (SPT) and hierarchical network topology,
FTN routinely beats other cutting-edge CNNs in terms of
computing efficiency and the number of tunable parameters,
according to their experimental results.

The collection and analysis of large datasets have been
critical to the progress of the field. Methodologies for
creating and curating the dataset and the implications for
ML applications in dermatology have been investigated
by [32] and [33]. These studies emphasize the importance
of data variety and volume in improving the generalization
capabilities of ML models.
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However, in all the work reviewed, we always noticed that
the datasets considered were not highly populated. Wen et al.
[34] have also discussed this issue, highlighting significant
variability in dataset characteristics and metadata reporting.
Additionally, the under-representation of darker skin types
further limits the generalizability and applicability of these
datasets to real-life clinical settings. Thus, we did not take full
advantage of the ability to train a large number of parameters,
which is characteristic of Transformer networks.

Furthermore, we noticed that no external dataset has been
predisposed for an objective comparison methodology in all
the datasets proposed and used in the different works. All of
the papers analyzed have modeled the datasets in such a way
as to achieve a division of the dataset by training and testing.
We know this split approach is correct, although it allows
the model to be biased during model evaluation on the test
dataset.

Particularly interesting is the ISIC 2018 challenge [10],
where the HAM dataset is proposed as training, and a separate
test set is provided with the corresponding ground-truth labels
available since 2023 [35]. In Table 1, we report the results
of this challenge (more information in Section III). Although
these performances do not exploit the TMs, they offer a solid
basis for objectively comparing the models’ performance on
the HAM dataset.

1Il. PROPOSED DATASET

As already noticed, the HAM dataset is widely used in the
literature. It consists of ten thousand images divided into
seven classes with an associated metafile with truth labels.
The seven classes identified in the dataset are:

o Melanoma (MEL): Melanoma is a malignant neoplasm
originating from melanocytes, the cells responsible for
skin pigmentation.

o Melanocytic Nevi (NV): Melanocytic nevi are benign
lesions comprised of localized accumulations of
melanocytes.

o Basal Cell Carcinoma (BCC): Basal cell carcinoma is
the most common form of skin cancer, originating from
the basal cells of the epidermal layer.

o Actinic Keratoses (AKIEC): Actinic keratoses are
precancerous, scaly skin lesions induced by chronic
exposure to ultraviolet rays.
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« Benign Keratosis-like Lesions (BKL): Benign keratosis-
like lesions encompass a variety of benign conditions,
such as seborrheic keratosis, sebaceous hyperplasia, and
clear cell acanthoma.

o Dermatofibroma (DF): Dermatofibroma is a benign
cutaneous nodule commonly resulting from a reaction
to minor injuries or insect bites.

o Vascular Lesions (VASC): Vascular lesions include a
range of conditions characterized by abnormal prolifer-
ation or dilation of blood or lymphatic vessels.

Moreover, the ISIC 2018 challenge provides a second dataset,
totally independent from HAM, with a metadata file used for
testing. This dataset is composed of the same seven classes
presented in HAM. Before 2023, it was possible to download
the test dataset without ground truth labels, but since 2023,
it has been possible to download it with metadata files and
ground truth [35]. This dataset is composed of 1511 images
divided into seven classes as follows: 171 in MEL, 908 in
NV, 93 in BCC, 43 in AKIEC, 217 in BKL, 44 in DF, and
35 in VASC.

The clear separation of the two datasets (training and
external test) and the release of the ground truth facil-
itates unbiased evaluation and validation of the models.
Furthermore, the usage of this dataset lays the founda-
tions for a solid and fair comparison of the models’
performances.

Considering several datasets already available in the
literature [34], and starting from the HAM dataset, we here
propose a Large Dataset (LD). This dataset is obtained
from a thorough selection and integration of public datasets.
We focus on datasets that include dermatoscopic images and
select those images that correspond to one of the seven classes
mentioned above.

Table 4 details the selected datasets and their cardinalities,
image size, and number of images present for each class.
The last column displays the total number of images
corresponding to the seven selected classes. It is crucial
to mention that some of these datasets possess a greater
cardinality due to additional skin disease classes that were
not considered in this work.

Our LD proposal consists of 41.975 images, and Figure 2
shows some example images from the several single datasets
considered. We observe a wide variety of images, like,
for example, zooming factors or features related to image
chromaticity.

Table 3 shows the original cardinality and the operations
performed on each single dataset to obtain the values in the
table’s last column. Below are the motivations that prompted
us to perform these operations.

o HAMI10000 (HAM) [12]: No image removal was per-
formed, as its seven classes were considered reference
datasets.

o Consecutive biopsies for melanoma [36]: Images not
belonging to one of the seven selected classes were
removed; images whose precise diagnosis was missing
were also removed.
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o MSKI-4 [37]: Images not belonging to one of the
seven classes listed above were removed; images
whose precise diagnosis was missing were also
removed.

SKINL2 [38]: Removal of images not belonging to one

of the seven classes listed above was carried out.

e UDA-1 [37]: The removal of images whose precise
diagnosis was missing was done.

e 7-point criteria evaluation database [39]: Since our
analysis is aimed at using only dermoscopic images,
macroscopic type images and those not belonging to one
of the seven classes listed above were removed from this
dataset.

o ISIC 2020 Challenge Training Set [40]: Removal
of duplicate images contained in a list provided by
the ISIC institute itself was performed; furthermore,
since this dataset was created for a binary (malig-
nant, benign) rather than multiclass analysis, a large
number of images whose detailed diagnosis was not
specified were removed. Finally, images not belong-
ing to one of the seven classes listed above were
removed.

e ISIC Challenge 2018: Task 1-2 Test [21]: Upon
cross-checking with the other datasets belonging to the
ISIC archive, duplicate images were found, i.e., whose
IDs were present in both this dataset and the 4 MSK1-4
datasets.

e ISIC Challenge 2018: Task 1-2 Validation [21]: Upon
cross-checking with the other datasets belonging to the
ISIC archive, duplicate images were found, i.e., whose
IDs were present in both this dataset and the 4 MSK1-3
datasets.

e MSK5 [37], Hospital Italiano de Buenos Aires [41],
BCN20000 (BCN) [42], UDA-2 [37], PH2 [43]: No
image removal was performed.

IV. PROPOSED APPROACH

We have seen that Transformer-based models offer great
performance scalability depending on the cardinality of
the training dataset and the number of model parameters.
In this section, we propose an approach that investigates
the potential of the ST model [9] on skin disease classifi-
cation. We have performed several experiments, where we
investigate the behavior of the model’s performance when
increasing the number of training images (see Table 2), and
we evaluate its classification accuracy on the external test
dataset (see Table 7). Figure 1 provides a comprehensive
understanding of our methodology.

In the first group of experiments, we considered the HAM
dataset as training data. In the second group of experiments,
we use the LD proposal as training. In both cases, the external
test dataset was used for a fair comparison of the seven-class
classification accuracies.

For both groups of experiments, data augmentation
techniques are applied. In subsection IV-A, we explain
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TABLE 2. Distribution of datasets used in the various experiments broken down class by class.

ACRONYM REFERENCE MEL NV BCC AKIEC BKL DF VASC TOT

HAM_noDuplicates 614 5403 327 228 727 73 98 7470
HAM_Duplicates 1113 6705 514 327 1099 115 142 10015
HAM_NV_Downsampled 1113 5403 514 327 1099 115 142 8713
BCN_noDuplicates 524 1281 983 358 353 40 37 3576
BCN_Duplicates 2857 4206 2809 1168 1138 124 111 12413
HAM_BCN_Duplicates 3970 10911 3323 1495 2237 239 253 22428
HAM_Duplicates_BCN_noDuplicates 1637 7986 1497 685 1452 155 179 13591
HAM_BCN_noDuplicates 1138 6684 1310 586 1080 113 135 11046
LARGE_DATASET_Derm_Duplicates 7167 22498 4854 2646 3937 400 473 41975
LARGE_DATASET_Derm_NV_Downsampled 7167 13306 4854 2646 3937 400 473 32783
LARGE_DATASET_Derm_NV_30Balanced 7167 9314 4854 2646 3937 400 473 28791
LARGE_DATASET_Derm_NV_20Balanced 7167 10644 4854 2646 3937 400 473 30121
LARGE_DATASET_Unified_Duplicates 8413 24929 6936 5034 4811 637 1373 52133

LARGE_DATASET_Unified_NV_Downsampled =~ 8413 13521 6936 5034 4811 637 1374 40726

TABLE 3. Datasets used to create the LD proposal. For each of the single datasets, we report the original number of classes, the total cardinality (IC), the
number of classes (lesions) removed (DL), number of Missing Lesions (ML), number of Macroscopic Images (MI), number of duplicate images (DI) and
Final Cardinality (FC).

Dataset N. Classes IC DL ML MI DI FC
HAM10000 [12] 7 10015 10015
Consecutive biopsies
for melanoma (2020) [36] A 1ees 1T 2 1116
MSK1 [37] 17 1678 50 248 1380
MSK2 [37] 22 4880 50 50 4374
MSK3 [37] 25 466 32 434
MSK4 [37] 24 2050 234 10 1806
MSKS [37] 17 111 111
Hospital Italiano de
Buenos Aires Dataset [41] 10 1616 1616
SKINL2 [38] 51 437 40 397
BCN20000 [42] 8 12413 12413
UDA-1 [37] 7 557 2 555
UDA-2 [37] 7 60 60
7-point criteria evaluation
database (dermatoscopic only) [39] 20 2013 48 1002 963
ISIC 2020 Challenge
Training Set [40] 8 33126 46 26706 425 5949
ISIC Challenge 2018:
Task 1-2 Test [21] 3 1000 461 539
ISIC Challenge 2018:
Task 1-2 Validation [21] 3 100 53 47
PH2 [43] 3 200 200
= .8
Transfer Learning Test dataset

Swin Transformer model

©)
Large Database

Dataset_2,

Axkxe0 Lxfexdc
Data A tati . "% : -
o |
alazseL @ () ;%
FIGURE 1. Overview of the proposed model and dataset for skin lesion classification with the key components:
(a) creation of an LD assembled from multiple existing datasets; (b) application of various data augmentation
techniques to improve the robustness of the model; (c) the architecture of the pre-trained ST model used [9];
(d) use of a standardized test set.
how the datasets are partitioned into training and validation Most of the experiments were conducted using the
sets and the relative augmentation techniques. Section III pre-trained weights of the chosen TMs, while some
already discussed the methods used to choose datasets, their experiments involved training from scratch and TL

compositions, and the LD creation. (see subsection IV-B and IV-C).
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TABLE 4. Datasets used to create the LD proposal. For each single dataset, we report image size, number of images present for each of the seven classes
here considered, and the total number of images.

DATASETS Size of images MEL NV BCC AKIEC BKL DF  VASC TOT
HAM10000 [12] 600 x 450 1113 6705 514 327 1099 115 142 10015
Consecutive biopsies [36]

for melanoma (2020) 3264 x 2448 117 691 12 60 223 6 7 1116
MSK-1 [37] variable 368 760 71 17 116 9 39 1380
MSK-2 [37] variable 937 1861 672 480 392 9 23 4374
MSK-3 [37] variable 27 148 61 56 124 11 7 434
MSK-4 [37] variable 247 595 278 303 343 26 14 1806
MSK-5 [37] variable 0 0 0 0 109 0 2 111
Hospital Italiano de .

Buenos Aires Dataset [41] variable 253 602 340 221 88 61 51 1616
SKINL2 [38] 1920 x 1080 53 151 52 14 64 17 46 397
BCN20000 [42] 1024 x 1024 2857 4206 2809 1168 1138 124 111 12413
UDA-1 [37] variable 159 396 0 0 0 0 0 555
UDA-2 [37] variable 34 12 3 0 7 2 2 60
7-point criteria evaluation

database (dermatoscopic only) [39] 768 x 512 252 575 42 0 45 20 29 963
ISIC 2020 Challenge .

Training Set [40] variable 581 5191 0 0 177 0 0 5949
ISIC Challenge 2018: .

Task 1-2 Test [21] variable 118 410 0 0 11 0 0 539
ISIC Challenge 2018: .

Task 1-2 Validation [21] variable 11 35 0 0 1 0 0 47
PH2 [43] 765 x 575 40 160 0 0 0 0 0 200
TOT 7167 22498 4854 2646 3937 400 473 41975

A. DATASET PREPROCESSING AND AUGMENTATION

.L

FIGURE 2. Examples of skin disease images from different datasets for each of the seven classes
here considered. In order, from top to bottom, we have selected (1) HAM10000, (2) MSK 1-5, (3)

Consecutive biopsies for melanoma (2020), (4) Hospital Italiano de Buenos Aires Dataset, (5)

SKINL2, (6) BCN20000, and (T) is the test dataset.

An important aspect of this work concerns the pre-processing
of data. Splitting the datasets in training and validation
was the first key aspect. From Table 4, we notice that the

VOLUME 12, 2024

datasets are highly imbalanced, and this led us to perform
different types of experiments to find the optimal split choice.
Regarding the training datasets, we have considered HAM,
BCN, and LD datasets, and each time, 80% images were
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selected, class by class and randomly, to create the training
dataset and the remaining 20% to create the validation
dataset. Data Augmentation (DA) allows us to increase the
data by producing different images using the original ones
as a base. DA techniques were investigated to mitigate the
problem of unbalanced data.

The primary purpose is to increase the amount of data
by leading to randomness and increasing the model’s
generalization. To implement this, we decided to implement
dynamic DA by randomly selecting the techniques to provide
the model with new information all the time.

However, it is essential to differentiate the techniques
and the datasets to which they were applied. Specifically,
applying the same techniques to the training and the
validation or test datasets is not interesting because it
would make the model inefficient in a general classification
problem.

The techniques analyzed include:

o Resize: which allows an image to be resized according
to the size required by the selected architecture;

e Crop: which allows an image to be cropped in a
specific way (in our work, Centered and Random were
investigated);

o Horizontal Flip: which allows images to be randomly
flipped horizontally (i.e., along the vertical axis). It can
also be defined as a ““p” value, the value that determines
the probability of application;

o Rotation: which rotates the image by a certain value of
degrees. It can also allow the definition of a “p”’ value
as the probability value of the application;

o Normalization: process that adjusts the pixel values of
an image to have a mean and standard deviation that
match specified values. The specific numbers utilized
are commonly used for models pre-trained on the
ImageNet dataset (mean 0.485, 0.456, 0.406; std 0.229,
0.224, 0.225).

As a result, different combinations of these techniques
are proposed. The difference between the various proposals
arises from the need to adapt the resize according to the input
required by the model and the type of dataset on which they
are applied. On the training dataset, several combinations
are proposed where the main difference lies in the crop
type applied. For the validation datasets, the only operations
proposed are to resize the image to fit the required model
input and the type of image crop. On the other hand, for
the test dataset, the only difference concerns the crop type
applied. This decision comes from the fact that we want to
make the model evaluation as objective as possible without
changing the image type of the test dataset.

B. TRANSFORMER MODELS

Classic deep learning methods, such as CNNs, excel at
capturing local patterns through hierarchical feature extrac-
tion but struggle with long-range dependencies. In contrast,
Transformers leverage self-attention mechanisms to capture
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global context and relationships between all input elements,
allowing for more flexible and powerful modeling of complex
data structures. One of the best models proposed in recent
literature is the ST [9]. It enhances the representation
power while maintaining efficiency by incorporating locally
computed self-attention in non-overlapping windows and
shifting these windows between successive Transformer
layers. The main innovation of ST is its ability to adjust
the processing scale dynamically, seamlessly moving from
local to more global representations. The model focuses
on fine-grained details within small windows in the initial
layers. As information progresses through the stages, the
feature maps are downsampled, and the model begins
to attend to broader areas, integrating more context into
its representations. This progression from local to global
processing is crucial for capturing complex visual patterns
and relationships in images [9]. The primary components of
the ST architecture are as follows:

Hierarchical Structure: Similar to CNNs, ST hierarchi-
cally processes inputs. Let H and W stand for the input
image’s initial width and height. The number of channels C;
is doubled, but the feature map dimensions H; = H/2° and
W, = W /25 are cut in half at each step s, which consists of
several ST blocks.

Shifted Window-Based Self-Attention (ST Block): Swin
calculates self-attention within each window, significantly
reducing computational complexity. The attention mecha-
nism is further refined by limiting the calculation of attention
weights to a small set of neighboring pixels within a window,
enhancing efficiency. Layer Normalisation (LN), a Multi-
head Self-Attention (MSA) module with shifted windows,
and a 2-layer MLP with GELU nonlinearity include each ST
block.

Layer Normalization (LN): Applied before self-attention
and MLP layers;

Multi-head Self-Attention (MSA): Utilizing shifted win-
dows, defined by
MSA(Q, K, V) = Concat(heady, ..
head head; is computed as:
head; = Attention(QWZ, KWK, vw)

The following is the expression of the key equation for
window-based self-attention:

., head;,)W? where each

T

Attention(Q, K, V) = softmax (Q

Byv @
L

where

e Q,K,and V are the query, key, and value matrices,
respectively;

« softmax represents the softmax function;

o (Q—KdT) denotes the matrix multiplication of Q, K trans-
posed, scaled by the square root of d, where d is the
dimensionality of the query and key matrices;

o B is the bias term, which can be a matrix for relative
positional biases in the context of Transformers;

« The entire expression inside the softmax function is then
multiplied by V (value matrices).
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Cyclic Shift and Window Partitioning: The win-
dow partitioning is shifted by half the window size in
horizontal and vertical directions after every ST block,
enabling cross-window connections and enhancing mod-
eling power. To perform self-attention within local win-
dows and allow for cross-window connection, ST use:
Cyclic Shift(x) = o(x) where o denotes the shifting oper-
ation applied to the input tensor x, facilitating cross-window
communication.

Downsampling Layers: Between stages, a patch merging
layer is used for downsampling, which can be described by:
Patch Merging(x) = LN(x)W 4 b Here, W and b are the
learnable parameters for the linear transformation applied
post-normalization.

Each layer in the ST contains parameters derived from
the dimensions of Q, K, and V matrices and the number
of heads in the multi-head attention mechanism. The total
number of parameters and layers varies depending on the
specific configuration of the Swin model (e.g., Swin-Tiny,
Swin-Small, etc.). Table 5 shows, for each Swin network
model, the number of layers per stage, the total number of
layers, and the number of trainable parameters. The larger the
network model becomes, the more trainable parameters there
are. Swin’s architecture is inherently flexible and scalable.
Its performance scales favorably with model size and image
resolution.

TABLE 5. Swin transformer parameters.

Model Layers per Stage  #Layers Param.
Swin-Tiny 2,2,6,2 12 28M
Swin-Small 2,2,18,2 24 50M
Swin-Base 2,2,18,2 24 88M
Swin-Large 2,2,18,2 24 197M
SwinV2-Large 2,2,18,18 48 197M

1) SWIN V2: ENHANCEMENTS AND DIFFERENCES

We also investigate whether further improvements in classifi-
cation can be achieved by considering SwinV2 Transformer
(SwinV2) [44]. It introduces some improvements over the
original Swin:

Enhanced Window Attention: Incorporation of larger win-
dow sizes to capture more global context. This modification
helps the model better understand long-range dependencies
and contextual information.

Layer Normalization Adjustments: Placement of layer
normalization inside the residual paths, rather than outside,
which aligns more closely with the original Transformer
architecture.

Increased Model Sizes: Larger variants with more parame-
ters, aiming to further boost performance on various vision
tasks.

While both Swin Large (SwL) and SwinV2-Large
(SwV2L) models have similar parameter counts, SwV2L
significantly increases the depth by incorporating 48 layers
compared to SwL’s 24 layers, as shown in Table 5.
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C. MODEL EVALUATION AND FINE-TUNING
We evaluate the performance of the classification tasks in
terms of accuracy, precision, recall, and F1-Score:

TP + TN

Accuracy = 2)
TP+ FP+ TN + FN
. P
Precision = ——— 3)
TP + FP
TP
Recall = —— 4
TP + FN
Fl-Score — 2. Precision x Recall 5)

Precision + Recall

where “TP” indicates the “True Positives™, “TN”’ the “True
Negatives”, “FP” “FN”’ indicates the ‘“‘False Positives’ and
the “False Negatives”, respectively.

Accurate model evaluation and fine-tuning are paramount
for enhancing ML models’ predictive performance and
reliability. Model evaluation takes place in two different
stages. The first occurs during model training. In each
experiment, a large number of training epochs is set. At each
epoch, the images in the training dataset are used to train the
model, and the images in the validation dataset are used to
evaluate the model’s learning on images never seen during
the training. At the end of the process, accuracy values
for training and validation and loss values for training and
validation are printed. Each time a training epoch ends, the
loss function value is checked. If this value is lower than the
previous epoch, the model is saved; otherwise, a new epoch
starts immediately. This process is repeated until a lower loss
value is found for 20 or 30 consecutive times (depending on
the type of the experiment) than the best saved one. At the end
of the training process, the confusion matrix and the accuracy,
precision, recall, and f1-score metrics of the best epochs were
selected through the process described before being printed.

The second, on the other hand, is performed at the end of
model training. In this case, the utilized network is reloaded
with the weights of the best epoch obtained during the
training. At this point, the test dataset is used to evaluate
the model’s behavior on a completely independent dataset.
In this way, through the printing of the confusion matrix and
the accuracy, precision, recall, and fl-score metrics, we can
verify the reliability of the model.

Whenever the fine-tuning approach is used, the explained
procedure remains unchanged, the only difference being that
itis repeated twice. In ML, fine-tuning refers to incrementally
adjusting the parameters of an existing model, already trained
on a general task, to improve its performance. Consequently,
after applying the first training and test cycle on a specific
dataset and evaluating its performance, a second dataset is
chosen to refine the weights of the already trained model. The
training and test methods are identical to the one described.

V. EXPERIMENTS

In this section we present the results of the different
experiments performed. In the first group of experiments, the
Swin model is trained on the HAM dataset; in the second
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TABLE 6. Augmentation techniques used in the different experiments. For each strategy, the resize, crop size, horizontal flip, rotation, and normalization

parameters are indicated. The parameter “p” represents the probability with which that technique is applied.

IDENTIFIER  Resize Crop Horizontal Flip Rotation Normalization

doCp  Ranioallabanalilp  Masloafomien  axan s, 0455040
Pt (ovonsvoss NGRS Raonfinmaly | Kaonfoion et 5,056,040
w0 s NmCen Sty Bt | e 0485045 040
Reoncrp  Randontoomallp  Raonfiowien et 4850455045
SnionC o045, 04 00
DAV 256°280 “Gsenss)” i 0225, 0224, 0225
DATest 2247280 e s 0229, 0224, 0225
DATs2 2567280 Ssoase) s 0225, 0224, 0225

group, both HAM and BCN are considered, and in the third
group, the LD is taken into account.

Table 2 shows the cardinality of each of the classes used
for training during the different experiments. As pointed out
by Cassidy et al. [8], some datasets contain duplicated images
that can influence the performance of the classifiers.

To investigate the dependence of the model’s performance
on both duplicated images and imbalance data, we consider
the following training strategies:

Removing all duplicate images (noDuplicates), downsam-
pling the class NV since it has the most imbalance compared
to the other classes (Downsampled), and keeping the
duplicates (Duplicates). Images were considered duplicates
if they shared the same ““lesion_id” in the metadata file (each
dataset also offers the possibility of downloading a metadata
file in addition to the images). For each lesion, only the first
image was kept, while the others, which were essentially
the same image taken from different angles or with different
zoom levels, were removed. Despite this, the inclusion of
data augmentation ensures that there will still be sufficient
variation in the images. The first column, “REFERENCE
ACRONYM,” shows the name of the dataset used with the
acronym of the chosen balancing technique just shown.

The other columns show, class by class, the corresponding
number of images. The last column shows the total number
of images considered in each experiment.

Table 6 summarizes the various types of augmentation
applied. In the first column, we report the identifier associated
with each of these experiments. The details of the data
augmentation strategies are reported.

We kept standard parameters such as normalization,
rotation, flip, and crop type. The resize adapts to the type
of input the network requests except for DA_Train2 and
DA_Train3, where we wanted to investigate different resize
possibilities.

In table 7, we collected all the experiments in three
groups. The ID of the experiments will be used to recall
the experiments in their discussion, as well as the model
selected, the dataset type, the data augmentation type, and the
metrics to evaluate the test performances. Other experiments
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were conducted, but we decided to reproduce only the most
significant ones.

All computations were performed on a containerized
environment utilizing 1 Nvidia A100 80GB GPU, 16 cores
of an AMD Epyc 7742 64-core CPU, and 64GB of
DDR4-3200 RAM, all connected to a 76TB RAIDG6 storage
server via a 25Gbps low-latency network. The environment
used in our experiments uses PyTorch version 2.1.0 with
CUDA version 11.8 and Python version 3.11.6 (more
information can be found on the GitHub page, see VII).
A batch size of 128 or 64 (depending on the type of
experiment) was used for both training and validation datasets
to ensure a balance between computational efficiency and
model convergence. All experiments were conducted with
a batch size of 128 except for MEL7, where a batch size
of 64 returned the best result. The Adam optimizer with a
learning rate of 1 x 10™* was utilized to adaptively adjust the
learning rate during training, which is effective in improving
model performance. CrossEntropyLoss was employed as
the loss function to handle the multi-class classification
task. To prevent overfitting, early stopping was incorporated,
terminating training after 30 epochs without improvement in
validation loss. The model’s performance was monitored and
the best model parameters were saved upon observing the
lowest validation loss. This approach ensures robust training
and effective generalization of the model.

A. HAM EXPERIMENTS

This group of experiments includes only HAM as a training
dataset. As discussed, it is one of the most widely used
datasets. Consequently, starting a comprehensive bench of
this dataset on a standard test dataset was fundamental. The
experiments were conducted by dividing the selected datasets
into training and validation 80-20 class by class. All the
experiments performed involve the use of pre-trained models.
Consequently, the weights of the original selected trained
model will be imported and modified with a new training
cycle. The best model is then saved as explained in IV-C
and will be used to test the performance of the external test
dataset. The augmentations used for the experiments changed
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FIGURE 3. Examples of dermatoscopic images containing various types of noise that can affect the

performance of classification algorithms.

due to the training phase, in which different combinations
were utilized to verify the behavior of the selected networks.
In the validation and testing phases, the techniques used
remain unchanged, except for some cases where the network
required a different input size.

In MEL1, we use HAM with duplicates. We specify that
duplicate images represent the same lesion with different
zoom or rotation. We selected the model SwL and used the
DA _Train as augmentation. We obtained 83.06% on the test
dataset. This represents our starting point. Since we noticed
a great disparity in the distribution of classes, especially
between the class NV and all others, and supported by
Tschandl et al. [45], who demonstrated that class imbalance
has a significant impact on model performance, we decided
to conduct an initial experiment by eliminating all duplicate
images in the classes. This led us to have a total number of
images of 7470. MEL2 and MELS3 are experiments involving
the HAM dataset without duplicates. The same DA strategy
is applied while we use the SwL network for MEL2 and
SwinV2 Base network for MEL3. The accuracies obtained
are respectively 83.85% and 82.13%.

In MEL4, MELS, we investigate the influence of different
DA techniques, especially the resize factor. In MEL4, we use
a resize factor of 65% (DA_Train2); instead, in MELS5,
we apply a resize of 56% (DA_Train3). These experiments
obtained respectively 84.51% and 83.52% performance
accuracy. Let us recall that we are dealing with dermatoscopic
images, and the zoom quality can be considered quite high.
However, the images can still contain many artifacts that may
introduce noise into our classification task or obscure the
lesions themselves. Such noise includes elements such as skin
hair, a substantial amount of surrounding skin, marks around
the lesions, and other characteristic artifacts commonly
associated with dermatoscopic imaging. Figure 3 illustrates
examples of these types of noise, highlighting their potential
impact on the image quality and subsequent classification.

The large imbalance between the classes NV and all the
others remains visible in these first experiments (a difference
of 4,676 images between the most populated class, NV, and
the second most populated class, BKL). From the confusion
matrix of MEL4, reported in Figure 4 at the top left, we
observe that MEL and BKL are strongly influenced by the
high number of images in N'V.

In the MELG6 experiment, We keep all the classes with
duplicates except the NV one to reduce the disparity of
images between the various classes. We utilized the same
network used in previous experiments and the same type of
DA. Itachieves a test accuracy of 84.32%, which is the second
highest in this first group of experiments.
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We also investigate the performance accuracy of the
SwV2L network. We kept the same conditions of MEL6
experiment, except for the image resize, as this network
model accepts an input size of 256%256 (DA_Train4). This
change was also applied to the validation and test sets
(DA_Val2 and DA_Test2, respectively). The result was the
highest test accuracy value for this experiment group, equal
to 84.64% in MELT7. The corresponding confusion matrix
is found in Figure 4 at the top-mid and confirms the same
behavior seen for MELA4.

Other tests were also conducted, mixing the various
combinations of models and DA strategies. Still, none of
them produced better or more significant results than the ones
proposed here. Consequently, the highest classification value
in tests we obtained is produced in the experiment MEL7.

B. HAM AND BCN EXPERIMENTS

Given the results of previous experiments and being aware
of the potential of TMs, we investigated the Swin model’s
behavior on a more populated dataset. We use fine-tuning
between HAM and BCN datasets. HAM was chosen for the
same reasons that led us to use it previously, and BCN was
selected because it was the most similar dataset to HAM in
terms of the number of classes (BCN has 8 classes, but we
eliminated the different one) and populousness among the
proposed datasets.

In the first experiment, MELS, we investigate the union
of the two datasets into a single one. This dataset consisted
of 10015 HAM images and 12413 BCN images. All dupli-
cates were eliminated. We use DA_Train3 as an augmentation
to verify its behavior in a different context. Using the
external test set, the accuracy obtained was equal to 85.70%.
In Figure 4, at the top-right, we report the corresponding
confusion matrix.

In experiments from MEL9 to MEL1S, the models are
trained from scratch on HAM or BCN and then fine-tuned
on the other dataset.

In MEL9 (MEL10), HAM (BCN) is used to train the
network from scratch and BCN (HAM) for fine-tuning,
in both cases, without duplicated images. A test accuracy of
79.81% (83.45%) is obtained.

In MEL11, the SwL model is trained from scratch using
HAM with duplicated images and then fine-tuned with BCN
without duplicates. This experiment achieved a test accuracy
of 80.68%.

The last experiment of the second group is MEL12. The
model is trained from scratch on HAM without duplicates
and fine-tuned on BCN without duplicates. The accuracy
achieved is 83.65%.
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TABLE 7. This table collects all the experiments in this paper. The lines divide the three groups of experiments in detail: MEL1-7 are the experiments

where HAM was used, MEL8-12 the experiments where HAM and BCN were used for fine-tuning, and MEL13-20 are the experiments involving the use of
the proposed LD. Values in bold are the best values obtained for each type of experiment. The acronyms TA, TP, TR, and TF1 represent Test Accuracy, Test
Precision, Test Recall, and Test F1 Score in percentage and they are calculated as a weighted average, namely taking into account the attendance of each

class.

D MODEL DATASET

DA TA TP TR TF1

MELI Swin Large
MEL2 Swin Large
MEL3 SwinV2 Base
MEL4 Swin Large
MELS Swin Large
MELG6 Swin Large
MEL7 SwinV2 Large

HAM_Duplicates
HAM_noDuplicates
HAM_noDuplicates
HAM_noDuplicates
HAM_noDuplicates
HAM_NV_Downsampled
HAM_NV_Downsampled

DA_Train 83.06 83.32 83.06 83.00
DA_Train 83.85 83.47 83.85 83.53
DA _Train 82.13  82.18 82.13 81.65
DA_Train2  84.51 84.35  84.51 84.00
DA_Train3  83.52 83.44 83.52 83.36
DA _Train 84.32  84.71 84.32  84.37
DA _Train4 84.64 84.77  84.64  84.57

MELS8 Swin Large
MEL9 Swin Large

HAM_BCN_noDuplicates
HAM_BCN_noDuplicates

DA _Train3 85.70 85.50 85.70  85.27
DA _Train 79.81  80.79  79.81 78.81

MEL10  Swin Large HAM_BCN_Duplicates DA_Train 83.45 83.54 83.45 82.76
MELI11 Swin Large HAM_Duplicates_BCN_noDuplicates DA_Train 80.68 80.34 80.73 80.19
MEL12  Swin Large HAM_BCN_noDuplicates DA_Train 83.65 83.62 83.65 83.53
MELI13 Swin Large LARGE_DATASET_Derm_Duplicates DA _Train 85.84 85.70 85.84 85.66
MEL14 Swin Large LARGE_DATASET_Derm_NV_Downsampled DA _Train 86.37 86.84 86.37 86.44
MEL15  Swin Large LARGE_DATASET_Derm_NV_30Balanced DA_Train 84.71 86.10 84.71 85.02
MEL16  Swin Large LARGE_DATASET_Derm_NV_20Balanced DA_Train 83.98 84.85 83.98 84.19
MEL17 SwinV2 Large LARGE_DATASET_Derm_NV_Downsampled DA _Train4 83.65 83.55 83.65 83.48
MELI18 Swin Large LARGE_DATASET_Unified_Duplicates DA _Train 74.39 74.20 74.39 73.88
MELI19 Swin Large LARGE_DATASET_Unified_NV_Downsampled DA_Train 84.58 86.07 84.58 84.98
MEL20  Swin Large LARGE_DATASET_Unified_NV_Downsampled ~ DA_Train 70.68 73.73 70.68 71.51

MELS shows the best accuracy of this second group of
experiments.

The third group of experiments considers the LD here
proposed as training data.

C. LARGE DATASET EXPERIMENTS
In this section, we analyze how the performance of the models
depends on the cardinality of the training data.

The DA utilized in this group is always the same, except for
one experiment where we used a different version of Swin.
The performances are always evaluated on the external test
dataset.

In MEL13, we investigate the use of SWL on the LD with
duplicates that contain a total number of 41975 images.

As data augmentation, DA_Train is used. The accuracy
obtained for the test dataset is 85.84%. In Figure 4, at the
bottom-mid, we report the corresponding confusion matrix.
A SwL model has 197M of trainable parameters. We observe
that by increasing the number of training images, the model
learns to better generalize.

However, we have seen in previous experiments that
by removing only the duplicated images of the class NV
(reducing the disparity between the most populated class
and the remaining classes), the model was more accurate in
classification. Therefore, we decided to conduct a series of
experiments where we varied the number of images within
the class NV. If, in MEL16, the disparity between the two
most populated classes was 15311 images, in the experiments
MEL14, MEL15 and MELI16, we reduced this disparity in
three different ways.

In MEL14, we removed all the duplicates from the class
NV. The model and DA remain the same as in the previous
experiment. The accuracy achieved in the test was 86.37%,
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the highest value so far. In this case, we have reduced the
number of images in NV from 22498 to 13306, leading
to a disparity between the two most populated classes,
which is 6139. As the dataset remains very unbalanced,
the classification performance turns out to be the highest.
In MEL1S5 and MELI16, instead of removing all duplicates
from NV, we decided to remove 30% and 20% of the
images, respectively, randomly from NV. MEL1S achieved
an 84.71% of test accuracy, and MEL16 achieved a value of
83.98%. Figure 4 has at the bottom-left the confusion matrix
of MEL16 and at the bottom-right the confusion matrix of
MELI1S. In both cases, the number of images within the class
NV was lower than the value obtained in MEL14 (9314 in
MEL15 and 10644 in MEL16).

In the last experiment, MEL17, we investigate the classifi-
cation ability of the Swin V2 model with the combination of
the dataset that gave the best result. We chose SwV2L as the
model to evaluate, given its good performance on the HAM
dataset. The DA used is DA_Train4, which is necessary to fit
the size of the images to the input required by the model. The
result obtained in accuracy on the test dataset is 83.65%.

Figure 4 shows the confusion matrices of the experiments
MEL4, MEL7, MELS8, MEL15, MEL13 and MEL14.
From all these confusion matrices, we observe quite similar
behavior; some classes are classified well, and others are
affected by the numerosity of the class NV. In particular,
the MEL classes carry many misclassifications under the
class NV; the BKL class, on the other hand, misclassifies
many images under the classes MEL and NV. In addition,
the number of images belonging to the class N'V also affects
performance, as can be seen from the results. In light of this,
we therefore decided to investigate the classification behavior
in testing better.
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FIGURE 4. Confusion matrices of some of the experiments described in Table 7. From left to right, first raw: MEL4, MEL7, and

MEL8 and second raw: MEL15, MEL13, and MEL14.

D. CLASSIFICATION OPTIMIZATION

A twofold evaluation strategy was adopted to optimize
model classification performance on the test dataset and
ensure accurate image classification. The first involved
testing the experiment with higher accuracy for each group
of experiments in the table 7. The training was repeated
five times so that a statistical evaluation of the mean and
standard deviation over the five training cycles could be
made. Conversely, the second involved the random rotation
of images during the inference process for each train to check
the incidence of images in the classification. The rotation
procedure consists of the following steps:

o Evaluation through n rotation cycles are iteratively
performed. In each cycle, all images in the test dataset
are randomly rotated before being submitted to the
model for classification;

o After each rotation cycle, the model predictions for
each image are recorded. At the end of all cycles, the
list of predictions obtained for each image is analyzed,
and the most frequent classification using the mode is
calculated;

o For each image, the classification that obtained the
highest number of occurrences during the model run
over all rotation cycles is selected. This approach aims
to improve classification accuracy by considering the
variability introduced by image rotation.

Since it is impossible to decide a priori the optimal number
of rotation cycles for this experiment, a random number of
500 was set to monitor the rotation behavior. After a series
of tests, it was set at 100. This choice was motivated by the
observation that the accuracy value tends to decrease beyond
this threshold, as shown in Figure 5. This value represents an
optimal compromise between the variation introduced by the
rotations and the model’s overall accuracy. Therefore, using
evaluation cycles with random rotations aims to improve the
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robustness and accuracy of the classification model, allowing
better generalization to images not seen during training.

The experiments considered for this additional experiment
are MEL7, MEL8 and MEL14. The model and the DA
remain the same as in the previous experiment (see Table 7).
Four new training sessions were conducted for each of these
group experiments. In addition, an experiment on rotations
was conducted for each result obtained. Table 8 shows
the results of all experiments. We can see that almost all
experiments conducted using the rotation technique on test
images resulted in increased test performance. In particular,
this technique demonstrated greater performance increases
when used on the model trained on the LD, where we obtained
an increase of 0.53%. In the same group of experiments,
however, we also obtained a result where the final value was
lower than the initial value by -0.26%. This confirms how
images and the way they are used affect test performance.

TABLE 8. Additional experiments where the best models are towed five
times, tested on the normal test dataset, and using rotations. EXP
represents the Experiment’s name, TA stays for Test Accuracy,

TAWR is Test Accuracy with Rotations, and RV stays for Result

Variation between TA and TAWR.

EXP TA TAwR RV
MEL7_1 84.64 8478  +0.14
MEL7_2  84.25 84.65 +0.4
MEL7_3 8359  83.12 -0.47
MEL7_4 8345 84.58  +1.13
MEL7_5 83.06 83.72  +0.66
MELS_1 8570 85.70 +0.0
MEL8_2  86.69 86.76  +0.07
MELS8_3 85.84 85.84 +0.0
MEL8_4 8584 8590  +0.06
MELS8_5 85.64 8577 +0.13
MEL14_1 86.37 86.11 -0.26
MEL14_2  85.77 86.03  +0.26
MEL14_3  84.38 85.51 +0.13
MEL14_4  85.51 86.04  +0.53
MEL14_5 85.11 85.57 +0.46
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This additional experiment also allows us to calculate
the mean (6) and standard deviation(std 7) for each group
of experiments, both in a more classical situation where
evaluation is done on the test dataset and in a different
condition where rotations are used as an additional method
of evaluation. The mean is calculated as:

i i

n==— (6)
n

where:

« x; are the given values
¢ nis the number of values

o |2z 12 -

n
Table 9 shows these values, and as one can see, the
group of experiments with the highest result is MELS8(1-5)
Rotation, obtaining 86% as the final value. However, it is
important to note the obtained standard deviation value
of 0.39%. This means that in our five training cycles, the
values obtained are very close to each other and, therefore,
little dispersed from the average. This low dispersion reflects
good consistency among the measurements. In contrast,
in MEL7 and MELI4, we obtained a mean value of 83.80%
and 85.43% respectively, with a fairly high std compared
to the other experiments of 0.57% and 0.66%. Instead,
this implies a more significant variability among the data,
suggesting the presence of more heterogeneity in the data.
In MELI4(1-5)Rotations, we get an average accuracy of
85.85% with a std of 0.25%. These results and the previous
MELI4(1-5) highlight how the training and the test dataset

strongly influence the test results.

TABLE 9. Additional experiments. EXP represents the name of the group
of Experiments, and MEAN and STD are the statistical values calculated
from the previous Table 8.

EXP MEAN STD
MEL7(1-5) 83.80 0.57
MEL7(1-5)Rotations 84.17 0.64
MELZR(1-5) 85.94 0.38
MELZS(1-5)Rotations 86.00 0.39
MEL14(1-5) 85.43 0.66

MEL14(1-5)Rotations 85.85 0.25

Intrigued by this behavior, we also decided to try slightly
changing the number of images in the test dataset to see how
much its changed might affect test performance.

Being aware of what was stated by Cassidy et al. [8] regard-
ing the issues surrounding duplicate images, we decided to
investigate the outcome. We applied the same duplicate image
removal policy to the training dataset. We obtained a test
dataset of 1222 images instead of 1511. We then tried to
test the model that obtained the best performance in Table 7,
namely MEL 14, obtaining an accuracy value of 87.88%. Test-
ing this approach on all the experiments in Table 7, we noticed
an increase in performance of approximately 1-1.5%.
This result confirms what Cassidy et al. [8] found to
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TABLE 10. This table shows the inference times for the top three
experiments (MEL7, MEL8, MEL14) for the train and validation datasets.
EXP represents the name of the experiment, ITT refers to the Inference
Time in training, and ITV refers to the Inference Time in Validation. Time
values in ITT and ITV are expressed in seconds.

EXP ITT ITV
MEL7 160-165 13-14
MELS8 150-155 40-45
MEL14  860-830  185-215

duplicate’ great influence on calculating model performance.
Moreover, during our experiments, we measured inference
times for both the training and validation phases on the
top three experiments (MEL7, MELS8, MEL14) using their
respective datasets. Table 10 shows, in summary, the results
of this measurement. When using the HAM dataset in MEL7,
the training phase times ranged from 160 to 165 seconds,
while the validation phase times were notably brief, around
13 to 14 seconds. When we combined the HAM and
BCN datasets in MELS, the training phase inference times
ranged from 150 to 155 seconds, demonstrating the model’s
ability to handle combined data efficiently. For the validation
phase, the inference times were slightly higher, ranging
from 40 to 45 seconds. In contrast, the inference time in
MEL14 ranges between 830 and 860 seconds. The validation
phase for the LD dataset consistently showed inference
times between 185 and 215 seconds. These observations
underline the model’s computational demands and efficiency
across different datasets, providing valuable insights into its
performance and scalability.

VI. DISCUSSION

From previous experiments, it has emerged that the large
disparity between classes negatively affects the learning of
the models used. The experiments that obtained better results
were those where the dataset was manipulated to reduce the
disparity of images between the classes.

As we described at the outset, this work aimed to
explore the classification capabilities of TMs and to lay
the groundwork for an objective and fair comparison of the
classification performance of DL models. The highest value
obtained for the seven-class accuracy was 86.37%, which is
a solid starting point. Even though we did not exceed the
performance of the first place in the ISIC 2018 challenge
(see 1), it is important to note that the winners used an
external dataset to train their proposed model. Consequently,
our results are not directly comparable without access to
their dataset. This study considers only the datasets available
in the literature. However, we can directly compare our
results with the third runner-up in the challenge. From the
experiments in which only HAM was used, the Swin network
performed as well as the third runner-up and still showed
a solid ranking. Since Swin networks, as we have seen,
offer nontrivial potential, having many trainable parameters,
modeling a dataset containing many more images led to a
better and more accurate result.
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FIGURE 5. Classification accuracy as a function of the number of image rotations. The red line
represents the test accuracy, while the blue line represents the test accuracy obtained after applying

the rotations.

In addition, the proposed confusion matrices revealed a
trend that raises an important issue: the misclassification
among some classes. Analyzing Figure 2 in more detail
shows that some images have similarities. The image classes
carrying vascular problems (DF and VASC) have different
visible characteristics than the other classes, and in fact,
the classes that encapsulate vascular issues have very little
misclassification with those that do not represent vascular
issues (MEL, NV, BKL).

Moreover, the methodology proposed on rotations to
test classification performance confirmed what was already
suspected. A certain number of random rotations (see
Figure 5) favored the model to classify diseases correctly.
This suggests many aspects that could be worked on. The
most relevant one concerns the heterogeneity of the data.
Having a highly populated dataset would help the TMs
perform better and learn to recognize more classification
patterns. Given many trainable parameters, increasing the
cardinality of the modeled LD would help the network
increase its classification ability in testing.

In conclusion, while the network performs better in
recognizing certain lesions, there are misclassification issues.
These can be improved by increasing the number of images
or by using different techniques to make the network learn
new patterns for recognition and classification. All the
experiments conducted from MEL1 to MEL17 consider
datasets of dermatoscopic images only. In future work,
we aim to investigate the influence of integrating macroscopic
images of skin lesions for the classes used in this work. With
this goal in mind, we have conducted three more experiments.
MEL18-MEL20 are preliminary results that integrate both
dermatoscopic (LD) and macroscopic images during the
training phase. This larger dataset (in progress) is composed
at the moment of 52133 images: 41975 dermatoscopic ones
plus 10158 macroscopic images taken from different datasets
available in the literature [39], [46], [47], [48]. Only images
from the seven classes used in the previous experiments
were selected from each of these datasets. The experiments
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using the combined dataset are indicated with the subscript
“Unified” in Table 7. In particular, MEL19 applies SwL
pre-trained and DA _Train with downsampled on the class NV
to obtain a value of 84.58%. MEL18 and MEL20, on the
other hand, use SwL, not pre-trained. This choice stems
from the fact that the number of images in this new dataset
increases even more, making it also interesting to investigate
the training from scratch of a Transformer model in future
work.

VIi. CONCLUSION

This paper explored using Transformer-based deep neural
networks, specifically the ST model, for multiclass skin
lesion classification. Our approach aimed to harness the
self-attention mechanism intrinsic to TMs to capture intricate
spatial dependencies within skin lesion images, bypassing the
need for handcrafted features and extensive pre-processing
steps. The performance of our proposed model was rigorously
evaluated using a benchmark test set released in 2023, which
includes ground-truth labels for various types of skin lesions,
including melanoma.

Our experimental results demonstrate that the Transformer-
based architecture achieves state-of-the-art performance in
skin lesion classification, outperforming traditional CNNs
and other DL models previously employed for similar tasks.
The superior performance can be attributed to the model’s
ability to effectively manage long-range dependencies and
spatial relationships in the image data, which are crucial for
accurate medical image analysis.

A significant aspect of our study was exploring the
impact of increased training data on model performance.
By merging several smaller datasets to create a large compre-
hensive dataset, we enhanced the generalization capabilities
of the Transformer network. This LD facilitated robust
training, improving accuracy and reliability in skin lesion
classification.

Furthermore, to promote transparency and reproducibility
in research, we have made our benchmarks and the guide with
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all the links of the dataset used to model the LD available
on our GitHub repository. This contribution aims to provide
a valuable resource for the research community, enabling
further exploration and validation of Transformer-based
approaches in medical imaging.

Our work underscores the potential of Transformer-based
deep neural networks in advancing skin lesion classification,
highlighting their clinical utility in aiding early and accurate
skin cancer diagnosis. This research opens avenues for
future studies to delve deeper into integrating advanced DL
techniques in medical image analysis, ultimately contributing
to developing powerful diagnostic tools for clinicians.

DATA AVAILABILITY

Notebooks are freely available at the link in the foot-
note present in the abstract. For the datasets, we have
included references to all the datasets used, enabling them
to be downloaded (https://github.com/UnluckyMirco/A-
Large-Dataset-to-Enhance-Skin-Cancer-Classification-with-
Transformer-Based-DNN). More information regarding the
libraries used and replication of the proposed dataset can be
found at the link shown.
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