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ABSTRACT Power converters with tightly regulations are known to behave as constant power loads, which
can degrade the stability of the system. Therefore, system stabilization using the pole placement technique,
in which the feedback gains are optimized by the adaptive Tabu search (ATS) algorithm, is introduced in
this paper. Additionally, the averaging model of the power converter is used to compute the system response
and eigenvalues during the searching process. Therefore, better output responses can be provided by the
resulting feedback gains than those designed by the conventional method. Moreover, the application of the
pole placement technique designed by the ATS algorithm confirms the operation of the system under stable
conditions. The effectiveness of the proposed design technique is verified using simulation and experimental
results.

INDEX TERMS Instability mitigation, pole placement technique, optimal controller design, adaptive Tabu
search.

I. INTRODUCTION
With the current advancement of power electronic technolo-
gies [1], the use of power converters in numerous engineering
applications, such as aerospace and submarine industries,
grid connections, and appliances, has been increasing. These
technologies are continuously developed to address the needs
of various power ranges of alternating current (AC) and
direct current (DC) electricity. Most of these converters might
be controlled to serve the desired purposes. However, the
controlled power converters behave as negative impedances,
called ‘‘constant power loads (CPLs)’’ [2], [3], [4], that
can degrade the stability of the system, in which unstable
operation might occur under the rated power. The unstable
operation of the system over an unstable point is dangerous
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for system components and users. Hence, the stability anal-
ysis is required to clarify the difficulty encountered at the
unstable point. From the literature reviews [5], [6], [7], [8],
[9], numerous methods to analyze system stability, in which
two major groups can be categorized as linear and nonlinear
stability analysis. Stability analysis via the time-invariant
model utilizes both groups [10], [11], [12]. For the nonlinear
stability analysis, predicting the unstable point using the non-
linear time-invariant model is more complicated than using
the small-signal theorem. Thus, the linear stability analysis
is used in this paper to avoid the unstable point of the power
system. However, the stability analysis can only predict the
unstable point, in which the considered system cannot be
employed until the rated power [10], [13]. Therefore, miti-
gation methods for the unstable point of the power system
using the pole placement technique will be presented in this
paper [14], [15] in which it can be applied in almost all
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applications feeding the CPLs. When the pole placement
technique is added to the system, it can prevent system
instability.

Literature reviews [16], [17], [18] reveal passive and active
damping to mitigate the unstable point. Passive damping
is easy to design and simple to implement. However, the
insertion of passive components into the system will increase
power losses. In addition, the costs of system modification
and passive devices in passive dampingmight be more expen-
sive than in active damping. Hence, active damping will be
presented in this paper to mitigate the system instability for
the AC–DC power system feeding a controlled buck con-
verter. The active technique can be modified for the feeder
and load sides or even added to the auxiliary circuit [10].
However, the considered system lacks switches at the feeder
side, and the additional auxiliary circuit can increase the costs
of the system. Fortunately, the controlled buck converter is on
the load side of the considered system and can be modified
by the active damping in the controller. Thus, the stabilization
of active damping through the considered system at the load
side is presented in this paper. Several approaches [18], [19],
[20] to the active damping technique have been presented to
eliminate the effect of CPLs. One of these approaches is the
pole placement method [14], [21], which can be employed
to design the dominant poles of the system. These poles
can be fixed at the desired location using the feedback pole
placement loop gains, facilitating the stable operation of the
system when the dominant poles are located on the left-hand
side (LHS) of the s-plane [22]. The limitation of the pole
placement method lies in the complexity of designing all state
feedback gains. The participation factor is also used in this
paper to reduce the number of state feedbacks and eliminate
some state variables that are not significant to the instability.
Afterward, the remaining state variables are crucial and will
be multiplied by the designed pole placement gains. The
SimPowerSystem® block set on the MATLAB program can
be used to confirm the stable operation via the simulation
result. Despite the stability of the system using the proposed
technique, the performance of the system response should
still be considered. The artificial intelligence (AI) techniques
reported in [23], [24], [25], and [26] are used in numerous
engineering applications to achieve optimal system response.
The adaptive Tabu search (ATS), which has been reported on
the searching performance to achieve the global solution [27],
[28], will be utilized for the pole placement gain design to
realize the optimal response. The proposed design is expected
to yield superior results to the conventional design. The main
advantages of the proposed optimal design are as follows:

1) The system instability can be mitigated by employing
the pole placement technique. However, the important state
variables are also evaluated by the participation factor to
reduce the number of state feedbacks.

2) The ATS is applied to design the feedback gains to
provide optimal output voltage response of the controlled
buck converter, which has not been reported in previous
studies.

3) Other AI techniques can also be applied to provide
optimal feedback gains by following the concept presented
in this paper.

Simulation and experimental results are used to verify the
effectiveness of the proposed mitigation method.

The results show that the system can be stabilized using
the proposed mitigation technique until the rated power is
realized. Moreover, the pole placement parameters obtained
from the ATS can provide superior performance compared
with those from the conventional design.

This paper is organized into six sections. Section I intro-
duces the background problems. Section II provides the
considered system with a constant power load, which is
affected by the system stability. In addition, this section
provides the details of stability analysis via the eigenvalue
theorem. Section III presents the pole placement technique
used to mitigate the unstable operation and the participa-
tion factor used to reduce the number of state variables.
Section IV addresses the designmethod of the pole placement
parameters using conventional methods and the proposed
ATS algorithm. SectionV shows the experimental results, and
Section VI presents the conclusions.

II. CONSIDERED SYSTEM WITH THE CPL EFFECT
Fig. 1 (gray area) depicts the AC–DC power system feeding
a controlled buck converter. This system comprises three
parts: the first part is the source side, which has a balanced
three-phase voltage source and a transmission line feeding
the power into the six-pulse diode rectifier, including the
DC link filters. This rectifier is used to convert AC to DC.
For the second part, the load of the considered system is a
regulated buck converter used for stepdown voltage from the
output of the diode rectifier. The last part is the cascade PI
controller used for the output voltage regulation of a buck
converter. For the cascade PI controller, the outer loop is
used for voltage regulation, while the current through the
inductor is controlled using an inner loop. The buck converter
behaves as a constant power load when its output voltage is
controlled, and the CPL can substantially degrade the stability
of the system [29]. Hence, the stability analysis is crucial to
provide information when the system is unstable and avoid
the unstable point.

The mathematical model is required for the stability anal-
ysis. The literature reviews [11], [30], [31], [32] revealed
several techniques to derive the time-invariant mathemati-
cal model, which is suitable for stability analysis. The DQ
method [11] is highly popular for the three-phase power
system, while the DC/DC converter can be derived using
the GSSA method [30]. The time-invariant model can be
obtained for the considered system using a combination of
these methods. Furthermore, the basic circuit theory involv-
ing Kirchhoff’s voltage law and Kirchhoff’s current law is
applied. Therefore, the time- invariant model of the con-
sidered AC–DC power system feeding a controlled buck
converter can be expressed in (1), as shown at the bottom of
the next page.
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FIGURE 1. Considered system with stabilization by pole placement technique.

Extensive details to derive the proposed model are pre-
sented in [20]. Equation (1) presents a time-invariant model
of the considered AC–DC power system feeding a controlled
buck converter without using the pole placement technique
to mitigate the unstable operation. However, this nonlinear
model has a state variable multiplication. The eigenvalue
theorem for the stability analysis cannot be applied to the
model of (1). Thus, the first-order term of Taylor’s series
expansion [33] is used to linearize the model of (1) to obtain

the linearized model, as shown in (2).{
δ

·
x = A(x0,u0)δx + B(x0,u0)δu

δy = C(x0,u0)δx + D(x0,u0)δu
(2)

where the state variables are δ x = [δIsd δIsq δVbus,d δVbus,q
δIdc δVdc δIL δVo δXv δXi]T , the input variables are δu =

[δVm δV ∗
o ]
T , and the output variables are δy = [δIdc δVdc δIL



·

Isd = −
Req
Leq

Isd + ωIsq −
1
Leq

Vbus,d +
1
Leq

√
3
2
Vm cos(λ)

·

Isq = −ωIsd −
Req
Leq

Isq −
1
Leq

Vbus,q +
1
Leq

√
3
2
Vm sin(λ)

·

Vbus,d =
1
Ceq

Isd + ωVbus,q −

√
3
2
2
√
3

πCeq
Idc

·

Vbus,q =
1
Ceq

Isq − ωVbus,d

·

Idc =

√
3
2
2
√
3

πLeq
Vbus,d −

(rµ + rL + rC )
Ldc

Idc −
1
Ldc

Vdc

+
rCKpvKpi
ArLdc

V ∗
o IL −

rCKpvKpi
ArLdc

VoIL +
rCKpiKiv
ArLdc

XvIL +
rCKpi
ArLdc

I2L +
rCKii
ArLdc

XiIL
·

Vdc =
1
Cdc

Idc −
KpvKpi
Cdc

V ∗
o IL +

KpvKpi
Cdc

VoIL −
KpiKiv
Cdc

XvIL +
Kpi
Cdc

I2L −
Kii
Cdc

XiIL
·

IL =
KpvKpi
L

V ∗
o Vdc −

KpvKpi
L

VoVdc +
KpiKiv
L

XvVdc −
Kpi
L
ILVdc +

Kii
L
XiVdc −

Vo
L

·

Vo =
1
C
IL −

1
RC

Vo
·

Xv = V ∗
o − Vo

·

Xi = −IL − KpvVo + KpvV ∗
o + KivXv

(1)
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δVo]T . The details of matrices A, B, C, and D can be found
in the Appendix.

After the linearizedmodel is obtained, the stability analysis
using the eigenvalue theorem can be calculated using (3).

det [λI − A] = 0 (3)

The system remains in a stable operation if realλi < 0 while
i is the pole amount of the system. For the considered system,
the value of power (PCPL) will change when the command
output voltage (V ∗

o ) of the controlled buck converter is varied.
The eigenvalues for varying PCPL can be illustrated in Fig. 2,
and the system parameters are shown in Table 1.

Fig. 2 shows the variation of V ∗
o from 46 V to 50, 54,

and 58 V, corresponding to 211.6, 250, 291.6, and 336.4 W,
respectively. The zoom area in Fig. 2 shows the movement
of the dominant poles. When the V ∗

o is equal to 54 V
(PCPL = 291.6 W), the dominant poles are located in the
right-hand side (RHS) of the s-plane. Therefore, the system
has an unstable operation at this power level based on the
eigenvalue’s theorem [9]. Fig. 3 depicts the simulation results
using the SimPowerSystem® block set on the MATLAB
program to verify the results from the stability analysis.

As shown in Fig. 3, the Vo will be increased. After
t = 3 s, the Vo is equal to 54 V (291.6 W), and the unstable

TABLE 1. System parameters.

FIGURE 2. Eigenvalues for stability analysis.

FIGURE 3. Simulation result for stability analysis.

operation will occur in the considered system. The responses
after t = 3 s will be inconsistent with the steady-state value,
thereby damaging the system components. Thus, the unstable
operation may occur before the rated power (300 W) can be
realized. However, the unstable operation not only affects the
performance of the system but may also be risky for their
clients. In this case, the stability analysis can only predict
the unstable point and fails to stabilize the operation of the
system until the rated power is realized. Therefore, instability
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mitigation is necessary to maintain the stable operation of the
considered system until a rated power of 300 W is realized.
Section III describes the stabilization using the proposed pole
placement method.

III. INSTABILITY MITIGATION USING POLE PLACEMENT
TECHNIQUE
The pole placement technique is applied in this paper to
mitigate the instability of the system. The principle of the
pole placement approach [14], [15] lies in all state variable
feedbacks through the gains of the inner K vector, as shown
in Fig. 4.

FIGURE 4. Pole placement principle.

The state space model without the K feedback can gener-
ally be expressed in (4). As shown in Fig. 4 (gray line), if the
pole placement is focused, then all state variables (x) will be
multiplied with the K vector to obtain the feedback signal as
the new input variable of the model, as shown in (5).{

·
x= A(x,u)x + B(x,u)u
y = C(x,u)x + D(x,u)u

(4)

u = −Kx (5)

The state space model, including the pole placement feed-
back, can be shown in (6) by substituting (5) in (4). This
model is theK vector, that is, the unknown values depending
on the number of state variables. Conventionally, the K vec-
tors could be designed by the characteristic equation set equal
to the polynomial equation of the desired poles, as shown
in (7) [34]. {

·
x=(A(x,u) − B(x,u)K)x
y =(C(x,u) − D(x,u)K)x

(6)

det(sI − (A(x,u) − B(x,u)K)) =

n∏
i=1

(s− pi) (7)

where
n∏
i=1

(s− pi) are the sum of the multiplication obtained

from the desired dominant pole (pi) locations, and n is the
maximum order of the polynomial equation in which it is
equal to the amount of state variables.

The mentioned pole placement principle can be applied to
several available systems to provide a similar state variable

model to the model in (1). However, the proposed model
demonstrates some variables (not all states) that can be mea-
sured in the practical testing rig as follows: Idc, Vdc, IL ,
andVo. These signals can be obtained via the current and volt-
age sensors for feeding into themicrocontroller board. Hence,
the pole placement technique applied to the considered sys-
tem for instability mitigation can only be designed from four
unknown variables in the K vector. The participation factor
is utilized to reduce the amount of state variable feedback.
The participation factor is used to identify the substantial
variables affecting the system stability [20]. Three steps for
analyzing the participation factor are presented as follows: the
first step involves the process of eigenvaluematrix calculation
from (3). In addition, the right eigenvector (v) and the left
eigenvector (w) matrices can be calculated by (8) and (9),
respectively. Both eigenvector matrix values can be found in
the appendix. For the second step, the dominant mode of the
eigenvalue matrix is defined as follows: if any real values (σi)
of the eigenvalue (λi = σi ± jωi) have |σi| < ε (near the
imaginary axis) or σi > 0 (located at RHS) at the unstable
operation, then this mode is considered dominant. The third
step is the participation matrix calculation by (10) for identi-
fying the maximum values at the dominant mode. The rows
of the participation matrix can provide the significant state
variables that have the most effect on the system stability.
Table 2 shows the result of the participation factor process.

Av = λv (8)

wTA = λwT (9)

Participation Matrix = |w · v| (10)

TABLE 2. Participation matrix for considered system without mitigation
case.

As shown in Table 2, Idc and Vdc are the most important
variables for the dominant mode. The parameters related to
the important variables are Ldc and Cdc. If the current through
Ldc and voltage across Cdc can be adjusted using the KIdc
and KVdc values, respectively, of the inner K vector, then the
dominant poles of the considered AC–DC power system will
be also relocated. Therefore, the pole placement technique
used in this paper to mitigate the unstable operation will use
only Idc and Vdc can be multiplied with the designed KIdc
and KVdc feedback values, respectively, into the controller.
The advantage of the participation factor process lies in its
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FIGURE 5. PI controller of buck converter modified with the pole placement
gains.

reduction of the irrelevant state variables. In addition, this
factor is used to evaluate the prominent values for decreasing
the complicated calculation.

As shown in Fig. 1 (blue area), the pole placement feedback
gains can be added into the conventional cascade PI controller
to modify the control structure of the considered system at
the load side. Fig. 5 illustrates the zoom area from Fig. 1.
The KIdc and KVdc will be multiplied with the Idc and Vdc,
respectively, to calculate the compensated control signal dstab.
Fig. 5 reveals the dstab, which can be calculated using (11).

dstab = KIdc Idc + KVdcVdc (11)

The dstab will be subtracted from the conventional output
control signal of the cascade PI controller (dx), as shown in
Fig. 5. Thus, the d∗, in which the time-invariant model of the
considered system, including the pole placement technique,
can be calculated in (12), as shown at the bottom of the next
page, to mitigate the unstable operation as shown in (13), as
shown at the bottom of the next page.

After obtaining the dynamic model of the considered
power system with the pole placement technique, the pro-
posed technique variables (KIdc and KVdc ) are not only found

in the rows of
·

Idc and
·

Vdc but are also in
·

IL , as shown
in (13). These variables will be used for instability mitigation
to demonstrate their independence. In the first step before
the KIdc and KVdc designed by the ATS algorithm, these gains
can be designed to demonstrate the dominant pole relocation
using trial and error. The dominant poles at the V ∗

o equal
to 54 V (291.6 W) can relocate from the RHS using KIdc =

1.0 and KVdc = −0.025, as depicted in Fig. 6. This condition
is the instability mitigation because the dominant poles can be
moved back to the LHS of the s-plane. The simulation results
are illustrated in Fig. 7 to confirm the mentioned mitigation
concept. These results are categorized into two scenarios:
stabilization using KIdc = 1.0 and KVdc = −0.025 and
nonstabilization (KIdc = 0 and KVdc = 0) cases.

As shown in the simulation results in Fig. 7, in the case
of nonstabilization, the system will be unstable after t = 2 s
while the V ∗

o was increased from 50 V (250 W) to 54 V
(291.6 W). Otherwise, the considered system can still main-
tain a stable operation at the same condition by setting KIdc =

1.0 andKVdc = −0.025. The results confirm that the proposed

concept for the stabilization using the pole placement is
successful. Section IV describes the design methods of these
gains of pole placement technique using the ATS method.

IV. POLE PLACEMENT DESIGN
As described in the principle in Section III, the pole place-
ment technique is used to stabilize the considered system.
This section will present the design methods of KIdc and
KVdc , in which two methods are presented in this paper. The
first method is the sufficiently small value evaluation called
‘‘conventional pole placement design.’’

The eigenvalue theorem is used to inspect the dominant
poles based on the mathematical model. The ATS approach is
another method used to provide the optimal pole placement
parameters. The details of the two methods are presented as
follows:

A. CONVENTIONAL POLE PLACEMENT DESIGN
The evaluation of KIdc and KVdc using the conventional pole
placement design has a sufficiently small value to mitigate
the unstable operation.

The system poles of the considered system at V ∗
o =

58V(336.4 W) are evaluated when the gains KIdc and KVdc are
varied, as shown in Fig. 8. As shown in Table 2, the KIdc is
slightly more dominant than KVdc . Hence, KIdc is initially var-
ied, while KVdc will be fixed equal to 0, as shown in Fig. 8(a).
The dominant poles will be moved to LHS when KIdc is
increased. Thus, the sufficiently small value [34] is chosen,
in which theKIdc will be equal to one. In Fig. 8(b),KIdc is fixed
equal to 0, while the KVdc will also be varied. It differs from
the KIdc case in which the KVdc must be decreased to mitigate
the unstable operation. Fig. 8(b) shows that the dominant
poles will be located in the LHS when KVdc = −1.5. This
method will provide the KIdc = 1 and KVdc = −1.5 to sta-
bilize the considered system; thus, selecting these parameters
due to the randomness ofKIdc andKVdc is complicated. Hence,
this paper will introduce another way to design these gains
using the AI technique, as described below.

B. OPTIMAL POLE PLACEMENT DESIGN
The pole placement gains will be designed in this section
using the ATS algorithm to provide the superior performance
to those designed using the conventional method. The block
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FIGURE 6. Trajectory dominant poles involving pole placement gains.

diagram of the optimal pole placement design is illustrated
in Fig. 9, which presents comprehensive details of the ATS,
as shown in [20] and [27]
As shown in Fig. 9, the Vo response can be calculated

from the linearized model. This response will be used to
calculate the cost value (W ) depending on rise time (Tr ),

settling time (Ts), and overshoot percentage (P.O.). The ATS
techniquewill tune theKIdc andKVdc valueswithin the defined
boundary to calculate the W . The ATS will search the pole
placement gains until the minimum W is achieved. The fol-
lowing presents details of the searching process to provide the
optimal pole placement parameters:
Step 1: Set the ATS parameters such as radius (R) equal

to 20, and the maximum iteration (Roundmax) is equal to
100. The boundaries of KIdc and KVdc are set equal to
(0.0–20.0) and (−3.0–0.0), respectively, in this paper. Fig. 8
shows the estimated values from the conventional pole place-
ment design. However, the KVdc is set to the lower boundary
as −3.0 because the dominant poles will be backward to the
RHS after KVdc < −3.0, as depicted in Fig. 8(b).
Step 2: Randomly set the initial solution (S0) in the search-

ing boundary area, as shown in Fig. 10. In this step, the S0
can be called ‘‘local solution’’ andmatched to best_neighbor .
Thus, the KIdc and KVdc are random in the defined boundaries
and assumed to be the best_neighbor in the next step.
Step 3: Randomly choose N (neighborhood) as the new

solutions around S0 within the boundary of radius R. Define
S1(r) as a solution set with N number of solutions, as shown
in Fig. 11. Therefore, the KIdc and KVdc are random in the
defined boundaries according to the R radius as the solution
set. In this paper, N was set equal to 40; thus, KIdc and KVdc
have solutions that are equal to 40 sets.


d∗

=
1
Ar

(dx − dstab)

d∗
=

1
Ar

(
KpvKpiV ∗

o − KpvKpiVo + KpiKivXv − KpiIL + KiiXi
) (12)



·

Isd = −
Req
Leq

Isd + ωIsq −
1
Leq

Vbus,d +
1
Leq

√
3
2
Vm cos(λ)

·

Isq = −ωIsd −
Req
Leq

Isq −
1
Leq

Vbus,q +
1
Leq

√
3
2
Vm sin(λ)

·

Vbus,d =
1
Ceq

Isd + ωVbus,q −

√
3
2
2
√
3

πCeq
Idc

·

Vbus,q =
1
Ceq

Isq − ωVbus,d

·

Idc =

√
3
2
2
√
3

πLeq
Vbus,d −

(rµ + rL + rC )
Ldc

Idc −
1
Ldc

Vdc +
rCKpvKpi
ArLdc

V ∗
o IL −

rCKpvKpi
ArLdc

VoIL +
rCKpiKiv
ArLdc

XvIL −
rCKpi
ArLdc

I2L

+
rCKii
ArLdc

XiIL −
rCKIdc
ArLdc

IdcIL −
rCKVdc
ArLdc

VdcIL
·

Vdc =
1
Cdc

Idc −
KpvKpi
ArCdc

V ∗
o IL +

KpvKpi
ArCdc

VoIL −
KpiKiv
ArCdc

XvIL +
Kpi
ArCdc

I2L −
Kii

ArCdc
XiIL +

KIdc
ArCdc

IdcIL +
KVdc
ArCdc

VdcIL
·

IL =
KpvKpi
ArL

V ∗
o Vdc −

KpvKpi
ArL

VoVdc +
KpiKiv
ArL

XvVdc −
Kpi
ArL

ILVdc +
Kii
ArL

XiVdc −
KIdc
ArL

IdcVdc −
KVdc
ArL

V 2
dc −

Vo
L

·

Vo =
1
C
IL −

1
RC

Vo
·

Xv = V ∗
o − Vo

·

Xi = −IL − KpvVo + KpvV ∗
o + KivXv

(13)
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FIGURE 7. Simulation results for instability mitigation.

Step 4: Evaluate the members of S1(r) using the objective
function. The S1 will be set as the best solution of S1(r). The
best solution is assigned as the best_neighbor1, as shown in
Fig. 11. This step is used to evaluate the entire S1(r) members,
providing the best solution with members that are random
values of KIdc and KVdc .
As shown in Fig. 8, the Vo obtained from the mathematical

model depends on system parameters and pole placement
loop gains (KIdc and KVdc ). If these gains are varied while
other parameters are fixed, then dominant poles will be
moved and the Vo response will be changed. Therefore, eval-
uating the entire S1(r) members is important to achieve the
stable operation in each iteration by adjusting KIdc and KVdc
values. These values are not only used tomitigate the unstable
operation but are also affected by system performance. KIdc
and KVdc are obtained from S1(r) members to evaluate the
system performance, and the Vo will be used to calculate
the Tr,ATS , Ts,ATS , and P.O.ATS . In addition, the Tr,CONV ,
Ts,CONV , and P.O.CONV values can be obtained from conven-
tional pole placement design (KIdc = 1 and KVdc = −1.5),
as expressed in (14).

W = α

(
Tr,ATS
Tr,CONV

)
+ β

(
Ts,ATS
Ts,CONV

)
+ γ

(
P.O.ATS

P.O.CONV

)
(14)

where α, β, and γ are the concerned weight coefficients.

The weight coefficients will be defined in this paper as
equal because Tr,ATS , Ts,ATS , and P.O.ATS are equally sig-
nificant, and the summation of these values will be 100%.
For stability analysis, the eigenvalues are also calculated via
the linearized model for each solution during the searching
process. If the Re (λi) < 0 is unsatisfied (unstable operation),
then the W is set to the large value (W ≈ 10000) as the
penalty for the minimization problem. Therefore, the opti-
mal pole placement parameters can provide the best system
response, including the achievement of stable operation in
this step.
Step 5: If best_neighbor1 has a better value than

best_neighbor , then best_neighbor will be set equal to
best_neighbor1 in the Tabu list and S0 = best_neighbor ,
as depicted in Figs. 12 and 13, respectively. However, if the
best_neighbor1 remains unidentified, then the searching pro-
cess returns to step 3 until the best solution is achieved under
the Roundmax. Thus, the best value in every iteration will be
identified and used as the new center point of searching in
the next iteration. Fig. 14 illustrates the next process when
best_neighbor1 is obtained.
Step 6: This step was added to the conventional Tabu

search [35], in which the backtracking mechanism and the
adaptive radius exist. For the backtracking mechanism, the
best solution from the Tabu list will be selected and then
assigned as the new initial solution for the next iteration,
as shown in Fig. 15.
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FIGURE 8. Conventional pole placement design.

FIGURE 9. Block diagram of the pole placement design.

The maximum iteration of the repeated best solution is set
equal to 10 for this research. The backtracking mechanism
will return to the best solution in the Tabu list after the best
solution repeats more than 10 times. This mechanism can
change in a new direction, which is a different route for
discovering the global solution. As for the adaptive radius, the
searching boundary will be decreased, as shown in Fig. 16.
The equation for decreasing radius can be calculated in (15),
in which the decreasing factor (D.F .) will be equal to 1.5,
rapidly determining the global solution. The proposed con-
cept can be applied with other AI algorithms, but the ATS is

FIGURE 10. Random S0 in searching the boundary.

FIGURE 11. Random neighborhood around S0 as a solution set S1(r ).

FIGURE 12. Define the new best_neighbor .

FIGURE 13. Define the new S0 = best_neighbor .

still used in this paper because this algorithm can escape the
local solution until the global solution is achieved [27]. The
specifications of the personal computer which was used for
the ATS are as follows: Intel(R) Core(TM) i7-10700 CPU @
2.90GHz, RAM 16 GB, and 64-bit operating system on Win-
dows 10. This computer consumes the computational cost,
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FIGURE 14. Searching process in the next iteration.

FIGURE 15. New direction obtained from the backtracking mechanism.

FIGURE 16. Adaptive radius of ATS.

running time, and inference time for the proposed optimal
controller design using the ATS as shown in Table 3 where
these values can be counted from theMATLAB program. The
definitions of these values can be found in [36].

radiusnew =
radiusold
D.F .

(15)

FIGURE 17. Eigenvalue evaluation of the considered system at V ∗
o equal

to 58 V (336.4 W).

TABLE 3. Pole placement parameters at V ∗
o equal to 58 V (336.4 W).

Table 3 shows the resulting gains after the ATS is com-
pleted in 100 iterations which are the stop time criteria for
ATS processes. Compared with the conventional design, the
optimized pole placement parameters can provide the best.
Hence, the pole placement parameters obtained from the ATS
algorithm can be used to mitigate the unstable operation with
a superior response compared with the conventional design.

The dominant poles will be depicted in Fig. 17 to confirm
the pole placement parameters from Table 3, in which V ∗

o
equal to 58 V (336.4 W) is the concerned operating point.

As shown in Fig. 17, the dominant poles can be moved to
the LHS of the s-plane using both pole placement designs.
Therefore, the considered system can be stabilized with
the proposed mitigation technique. However, the system
responses should also be considered because the superior
output response should be achieved as expected from the ATS
design technique. Fig. 18 illustrates the simulation results
using the SimPowerSystem® block set in MATLAB.

As shown in Fig. 18, after t = 1.5 s, the system
will be an unstable operation in the case before mitigation
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FIGURE 18. Simulation results at V ∗
o equal to 58 V (336.4 W).

FIGURE 19. Experimental rig of considered system.

(KIdc = 0 and KVdc = 0). However, the system responses will
be stabilized using the proposed technique after mitigation
(gray area). The zoom area of Fig. 18 is displayed to com-
pare the response performance, in which the black and blue
lines are the responses from conventional and ATS methods,
respectively. The pole placement parameters from the ATS
design can provide better performance compared with those
from the conventional design. In addition to the simulation
comparison, this paper will also introduce the experimental
results in Section V.

V. EXPERIMENTAL RESULTS
Fig. 19 illustrates the testing rig used in this research.
This rig comprises a three-phase programable AC voltage
source for feeding the power into the six-pulse diode rec-
tifier circuit. The output voltage and current of rectifier

FIGURE 20. Experimental results operated with pole placement
mitigation.

are filtered by an LC filter. The DC output voltage of the
buck converter is regulated using the cascade PI controllers
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FIGURE 21. Work flow diagram of the proposed method.

implemented by the ArduinoMega 2560 as a microcontroller.
For the mitigation process, the voltage and current sensors
are required to measure the voltage and current signals from
the filter circuit. These signals are sent to the microcon-
troller and used for calculating the compensated control
signal by the pole-placement method. In addition, the oscillo-
scope is used to collect the responses from the experimental
rig.

As shown in Fig. 17, the dominant poles are located
in the RHS in the case without mitigation (KIdc = 0
and KVdc = 0) after the eigenvalues are analyzed.
However, these poles can be moved to LHS when KIdc
and KVdc are used. The results from the testing rig can
be illustrated in Fig. 20 to confirm this analysis using the
experiment.

Fig. 20(a) shows the unstable operation of the system
underrated power in the case without mitigation. Conversely,
the system is stabilized beyond the rated power (300 W)
when the KIdc and KVdc are used in the pole placement

TABLE 4. Performance comparison at V ∗
o 58 V (336.4 W).

loop, as shown in Fig. 20(b). The two design methods
proposed in this paper can be used for instability miti-
gation. However, in terms of performance, the parameters
of the pole placement technique obtained from the ATS
design can provide better performance compared with the
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conventional design. Fig. 20(b) shows the improved perfor-
mance of the system. The performance comparison focuses
on the values of overshoot percentage, rise time and settling
time as addressed in Table 4. The simulation and experi-
mental results show that the mitigation parameters designed
from theATS can provide the superior performance compared
with those designed from the conventional method.

VI. CONCLUSION
This paper presents the pole placement technique to mitigate
the unstable operation of the AC–DC power system feed-
ing a controlled buck converter. The work flow diagram of
the entire process and the procedure of the ATS algorithm
for designing the pole-placement gains can be summarized
as shown in Fig. 21. From the stability analysis via the
eigenvalue theorem, the system instability occurred before
the rated power. The proposed technique can be used to

stabilize the system until the rated power is realized. In addi-
tion, the principle of pole placement technique is introduced,
and the participation factor is applied to reduce the number
of state feedbacks. The remaining variables are significantly
dominant to system stability. In addition, two design meth-
ods for the pole placement parameters are presented in this
paper. However, the proposed technique still requires the
voltage and current sensors installed into to the DC bus.
These sensors are used for measuring the essential data for
the microcontroller board. The simulation results using the
SimPowerSystem® in MATLAB show that the parameters
obtained from the ATS design can yield superior perfor-
mance compared with the conventional design. Moreover,
the experimental results are presented to ensure that the
proposed technique can be used to mitigate the unstable
operation in accordance with the analysis and simulation
results.

A(x0,u0) =
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TABLE 5. Right eigenvector matrix.

TABLE 6. Left eigenvector matrix.

APPENDIX
The details of Jacobian’s matrix in (2) are presented as fol-
lows, A(x0,u0), B(x0,u0), C(x0,u0) and D(x0,u0) as shown
at the bottom of the previous page.

The details of right eigenvector (v) and left eigenvector (w)
in (8) and (9) are presented as follows, see Tables 5 and 6.
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