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ABSTRACT The paper presents a novel framework for ship International Maritime Organization (IMO)
number Identification using unmanned aerial vehicles (UAVs). It comprises three integrated modules:
ship IMO region detection, text detection within detected IMO regions, and IMO number extraction
from detected text. Furthermore, considering real-world implementation, the paper details the framework’s
practical deployment on UAV and proposes an algorithm for efficiently extracting IMO numbers from the
detected text. To ensure robust performance evaluation, a comprehensive evaluation metric is established for
screening various ship IMO region detection, text detection, and recognition algorithms. Through extensive
experimentation, YOLOx_S, DB_R18, and SVTR were identified as optimal for ship IMO region detection,
text detection, and text recognition respectively. Finally, we acknowledge the presence of potential false
detections in the results and emphasize that while the comprehensive evaluation metric offers valuable
insights, it should not be the sole criterion for algorithm selection.

INDEX TERMS Ship detection, IMO number identification, UAV-based recognition, deep learning

framework.

I. INTRODUCTION

As integral components of international trade and maritime
transport, ships play a pivotal role globally. However,
accurately detecting and identifying the identity information
of ships is crucial for maritime safety, ocean management,
and port operations. The technology for UAV-based detection
and recognition of ship IMO numbers is of paramount
importance, necessitating research in this field. Moreover,
the application of UAV-based ship IMO number detection
and recognition holds significant importance in the maritime
domain.

a) Enhancing Maritime Security: The ship’s IMO number
serves as a unique identifier, containing specific information
about the ship, such as the ship owner, type, and dimensions.
Utilizing UAV-based detection and recognition technology
for ship IMO numbers allows for the remote acquisition
of this information. By cross-referencing the obtained IMO
numbers with relevant databases, the legitimacy and safety
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of the ship can be ensured. This technology aids in reducing
the presence of illegal ships, thereby elevating the level
of maritime security and preventing potential threats and
unlawful activities.

b) Promoting Ocean Management and Regulation: In terms
of ocean management and regulation, accurately detecting
and identifying ship IMO numbers is vital for supervising
maritime traffic, managing port operations, and enforcing
marine environmental protection policies. UAVs, equipped
with aerial surveillance and intelligent image processing
technologies, can monitor and identify ships across extensive
sea areas, providing marine managers with real-time ship
information and data support. This capability enhances the
management and utilization efficiency of marine resources.

¢) Increasing Port Operation Efficiency: UAV-based detec-
tion and recognition of ship IMO numbers play a significant
role in port operations. Traditionally, ports rely on manual
inspections and record-keeping, which are inefficient and
prone to errors. By employing UAV technology, automatic
detection and identification of ships within the port area can
be achieved, improving operational efficiency and accuracy.
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This reduces the time ships spend entering and leaving ports
and optimizes the utilization of port resources.

d) Driving Technological Innovation: UAV-based detection
and recognition of ship IMO numbers is a relatively emerging
field of research that encompasses multiple disciplines,
including UAV technology, ship recognition algorithms, and
image processing. Research in this area fosters technological
innovation and method improvements, such as advancements
in UAV image acquisition technology, optimization of target
detection and recognition algorithms, and the construction of
ship information databases. These innovations and improve-
ments will support the development of the maritime field and
the intelligent advancement of ship transportation.

Although UAV-based detection and recognition of ship
IMO numbers offer numerous potential advantages, several
challenges and limitations must be addressed:

a) Image Quality and Angle: Ship IMO numbers are
typically located on the side or stern of the ship. When UAV's
capture images from various angles and altitudes, factors
such as lighting conditions, ship orientation, and distance can
affect image quality, making the IMO number difficult to
recognize clearly.

b) Complex Background and Occlusion: During aerial
photography, UAVs may encounter complex background
environments, such as waves, buildings, and other ships.
These background elements can interfere with the recognition
of the ship’s IMO number, rendering it blurred or unclear.
Additionally, the ship may be partially obscured by other
structures or equipment, further complicating the identifica-
tion process.

c¢) Algorithm Accuracy and Real-Time Processing: Ship
IMO number detection and recognition algorithms need to
be highly accurate and capable of real-time processing to
promptly identify the IMO number and provide accurate
results. The performance of these algorithms depends on
the quality of image processing techniques, the training and
updating of machine learning models, and other factors,
necessitating continuous improvement and optimization.

To address the aforementioned challenges and issues,
we have developed a UAV-based framework for the detection
and recognition of ship IMO numbers, along with an imple-
mentation process for this framework on UAVs. Additionally,
we have proposed an algorithm for extracting IMO numbers
based on the text in the ship IMO region. We collected a
dataset containing images of ships and their IMO regions
from MarineTraffic. Furthermore, we introduced a compre-
hensive evaluation metric for selecting the most effective
algorithms for ship IMO number detection and recognition.
Through detailed discussions of the experimental results,
we fine-tuned the selection process and identified the
algorithms best suited for UAV-based ship IMO number
detection and recognition.

Il. RELATED WORK
The related work on the UAV-based framework for detecting
and recognizing ship IMO numbers primarily involves three
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technical domains: the application of artificial intelligence
in UAVs, research on deep learning-based object detection
algorithms, and research on deep learning-based text detec-
tion and recognition algorithms. Below, we introduce relevant
research work in these three areas:

A. APPLICATION OF ARTIFICIAL INTELLIGENCE IN UAVS
As artificial intelligence technology rapidly evolves, its
applications in the UAV field are advancing swiftly, show-
casing immense potential. Currently, the application of
Al technology in UAVs is primarily concentrated in the
following two areas:

1) AUTONOMOUS NAVIGATION AND FLIGHT CONTROL
Artificial intelligence can be utilized to develop autonomous
navigation and flight control systems for UAVs. By employ-
ing machine learning and deep learning algorithms, UAVs
can learn tasks such as environmental perception, path
planning, and obstacle avoidance, enabling them to achieve
autonomous flight and navigation capabilities.

Wang et al. [1] proposed a deep reinforcement learning
method that allows UAVs to perform navigation tasks in
complex environments. This method enhances UAV’s ability
to navigate autonomously by learning from interactions with
the environment. Tullu et al. [2] introduced a real-time
3D path planner based on deep learning, which enables
UAVs to navigate through obstacle-free paths to reach
their destinations. Lee et al. [3] addressed the limitations
of existing active obstacle avoidance systems for small
aircraft. They proposed an autonomous navigation method
for small UAVs in plantations, demonstrating how Al can
be tailored to specific operational environments. He et al.
[4] developed a path planner based on an interpretable deep
neural network for quadcopters to navigate autonomously
in unknown environments. Zhang et al. [5] introduced a
deep reinforcement learning (DRL) method that enables
UAVs to navigate in environments with random and dynamic
obstacles. This method allows UAVs to adapt to changing
conditions and avoid collisions.

Dooraki and Lee [6] described the use of a deep rein-
forcement learning self-training controller for autonomous
navigation in both static and dynamic environments. The
algorithm learns to generate continuous actions to control the
UAV effectively. Obaid et al. [7] proposed a novel training
data selection method that accelerates training convergence,
significantly enhancing the UAV’s obstacle avoidance capa-
bilities. Badrloo et al. [8] conducted a comprehensive survey
on various image-based obstacle detection techniques. The
survey reviewed over 110 papers published in 23 high-
impact computer science journals over the past 20 years.
It categorized techniques into monocular (single-camera) and
binocular obstacle detection methods. Monocular methods
are more suitable for small robots such as Micro Aerial
Vehicles (MAVs) and compact UAVs, which often have
limited processing power. The study also highlighted that
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until recently, both monocular and binocular methods relied
on traditional image processing techniques, which are
inadequate for real-time applications. Consequently, deep
learning networks have become the focus for developing
fast and reliable obstacle detection solutions. The research
identified that detecting narrow, small, and moving obstacles,
as well as achieving rapid obstacle detection, remains a
significant challenge that future studies need to address.

2) OBJECT DETECTION AND TRACKING

Artificial intelligence can significantly enhance the capa-
bilities of UAVs in object detection and tracking. Utilizing
computer vision and deep learning technologies, UAVs can
identify and track ground targets, vehicles, pedestrians,
and more, enabling applications in surveillance, search and
rescue, and beyond.

Nousi et al. [9] demonstrated that a sophisticated neural
network-based detection and tracking system could achieve
real-time operation on embedded hardware. Hong et al.
[10] addressed the challenge of target detection in wildlife
monitoring. By developing deep-learning models and uti-
lizing aerial images from UAVs, they successfully detected
and identified bird species across various environments.
This method provides high accuracy and speed, offering an
effective solution for bird monitoring and disease spread
prediction.

Wang et al. [11] showcased the use of SiamMask,
a simple yet effective approach for visual object tracking
and semi-supervised video object segmentation. This method
demonstrated real-time performance and achieved state-of-
the-art results on general datasets. Zhang et al. [12] proposed
a coarse-to-fine object detection method for UAV imagery,
utilizing a lightweight convolutional neural network (CNN)
and deep motion saliency to enhance detection accuracy and
efficiency. Rabah et al. [13] introduced a strategy to integrate
commonly used object detection and tracking algorithms with
UAV control software, designed to run on heterogeneous
resource-limited computing units on UAVs.

Isaac-Medina et al. [14] explored the benchmarking
of UAV target detection and tracking by evaluating four
detection architectures and three tracking frameworks across
three datasets, providing insights into performance under
various conditions. Saetchnikov et al. [15] investigated the
challenges of CNNs in detecting objects from UAV aerial
imagery, addressing issues such as limited camera perspective
and spatial resolution, as well as insufficient training data for
certain object classes. The study examined the effectiveness
of different deep neural networks on target detection with
limited pre-trained datasets. Wei et al. [16] utilized UAVs
(DJI Phantom4RTK) and the YOLOv4 (You Only Look
Once) object detection deep neural network to collect images
of mature rice crops and detect rice ears, generating density
prescription maps for the crops.

The integration of UAVs and Al offers numerous other
advantages, such as more efficient data collection and sensing
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capabilities, precise mapping and 3D modeling, and quick
response and flexibility. This synergy creates opportunities
for innovation and improvement across various industries and
applications.

B. DEEP LEARNING-BASED OBJECT DETECTION
ALGORITHMS

Deep learning has achieved remarkable breakthroughs in
the field of object detection, becoming one of the most
influential technologies in computer vision. The objective of
object detection is to accurately identify and locate specific
objects within images or videos. Based on whether there is a
pre-selection box extraction network involved in the detection
process, deep learning-based object detection algorithms can
be divided into two-stage and one-stage algorithms.

1) TWO-STAGE DETECTION ALGORITHMS

Two-stage deep learning algorithms consist of two learning
phases. The first phase uses selective search or region
proposal networks (RPNs) to extract candidate regions
(pre-selection boxes). The second phase classifies these
regions to obtain the final object detection results.

R-CNN: Initially, CNNs were primarily used for binary
image classification tasks [17]. However, they could
not handle multi-object detection tasks. To address this,
Girshick et al. [18] proposed the Region-based Convolutional
Neural Network (R-CNN), which enabled the detection
and classification of multiple objects in an image by using
candidate regions.

Fast R-CNN: Girshick et al. [20] improved upon R-CNN
by introducing Fast R-CNN, utilizing the VGG-16 net-
work [19] to accelerate the training process.

Faster R-CNN: To simplify the complex training process
of R-CNN and Fast R-CNN, Ren et al. [21] proposed Faster
R-CNN, which shared the feature extraction network with the
RPN, thereby avoiding the stacking of multiple independent
components and achieving faster training speed and higher
recognition accuracy.

Feature Pyramid Network (FPN): Lin et al. [22] developed
a top-down architecture known as the Feature Pyramid
Network (FPN), which created high-level semantic feature
maps at all scales through lateral connections. This architec-
ture showed significant improvements in various applications
as a general feature extractor.

Cascade R-CNN: To address noisy detection results
at low Intersection over Union (IoU) thresholds and the
decline in detection performance as IoU thresholds increased,
Cai et al. [23] proposed Cascade R-CNN. This multi-stage
object detection architecture used progressively larger IoU
thresholds at each stage to enhance the filtering of false
positives.

Non-Local Networks: Wang et al. [24] introduced a
building block called “‘non-local operations” as a general
method to capture long-range dependencies. This approach
achieved better performance in object detection on general
datasets.
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Libra R-CNN: Pang et al. [25] addressed the limitations of
detection performance due to imbalance during the training
process. They proposed Libra R-CNN, which included three
components: loU-balanced sampling, balanced feature pyra-
mids, and balanced L1 loss. These components respectively
addressed imbalances at the sample, feature, and objective
levels. Experimental results showed that Libra R-CNN
significantly improved object detection performance.

These advancements in two-stage detection algorithms
have paved the way for more accurate and efficient object
detection, contributing to the broader field of computer vision
and its applications.

2) ONE-STAGE DETECTION ALGORITHMS

Unlike two-stage detection algorithms, one-stage algorithms
directly predict the positions and categories of objects from
the image, offering a more streamlined design and higher
real-time performance.

YOLO: Introduced by Redmon et al. [26], YOLO treats
the object detection problem as a regression problem.
A single neural network predicts bounding boxes and class
probabilities directly from the entire image, allowing for
end-to-end optimization of detection performance. The
unified network structure simplifies the detection pipeline
and improves real-time performance.

SSD (Single Shot MultiBox Detector): Proposed by
Liu et al. [27], SSD utilizes a single deep neural network
to detect objects in images. It discretizes the output space
of bounding boxes into a set of default boxes with different
aspect ratios and scales for each feature map location. SSD
eliminates the need for proposal generation and subsequent
pixel or feature resampling stages, making it easier to train
and integrate into systems requiring detection components.

YOLO9000 (YOLOv2): Advanced by Redmon et al. [28],
YOLO9000 is capable of real-time detection of over 9000 dif-
ferent object categories. It offers high detection accuracy and
speed, with wide applications in image recognition, video
surveillance, and autonomous driving.

RetinaNet: Developed by Lin et al. [29], RetinaNet
addresses the foreground-background class imbalance prob-
lem in dense detectors by introducing Focal Loss. This allows
RetinaNet to achieve accuracy surpassing all existing state-
of-the-art two-stage detectors while maintaining comparable
speed to one-stage detectors.

CornerNet: Introduced by Law et al. [30], CornerNet
represents object bounding box detection as a pair of
keypoints (the top-left and bottom-right corners) using a
single convolutional neural network. The concept of corner
pooling is introduced to help the network better locate corner
points.

YOLOv3: Redmon et al. [31] modified the previous
YOLOvV2 by introducing an updated training network,
resulting in faster recognition speeds and higher accuracy.

CenterNet: Proposed by Zhou et al. [32], CenterNet models
objects as the center points of their bounding boxes. It finds
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these center points through keypoint estimation and regresses
other object attributes like size, 3D position, orientation, and
pose.

YOLOV4: Proposed by Bochkovskiy et al. [33], an opti-
mized framework that improved recognition accuracy with-
out compromising detection speed compared to YOLOV3.

Subsequent research has yielded numerous enhancements
to YOLO, such as YOLOX [34], YOLOV6 [35], and YOLOv7
[36], focusing primarily on improving prediction accuracy.
The evolution of these one-stage algorithms continues to push
the boundaries of real-time object detection, making them
invaluable in various applications requiring high-speed and
accurate object recognition.

C. DEEP LEARNING-BASED TEXT DETECTION AND
RECOGNITION ALGORITHMS

Text detection and recognition hold significant practical
importance. Extracting text information from images can
enable automated processing and analysis, which is invalu-
able for handling large-scale image data, such as in digitizing
archives, library documents, invoices, and forms. Text in
images can serve as keywords or metadata for indexing
and retrieval, benefiting applications like image libraries,
social media platforms, and search engines. Converting text
in images to readable characters aids visually impaired
individuals in accessing image information. Additionally, text
detection and recognition are crucial in various fields that
require reading text from images. Deep learning has become
a focal point in this research area. Below, we highlight the
major research work in the past five years.

1) DEEP LEARNING-BASED TEXT DETECTION ALGORITHMS
TextSnake [37]: Long et al. proposed a text detection
framework called TextSnake, which addresses the limitations
of existing text detection methods in handling irregular
texts. TextSnake flexibly represents scene text, effectively
managing free-form text instances, including curved text.
It achieved impressive performance in text detection tasks,
surpassing existing methods on relevant benchmark datasets.

PSENet [38]: Wang et al. introduced the Progressive
Scale Expansion Network (PSENet), a novel approach
that can accurately detect text instances of any shape.
PSENet solves the problems of low localization accuracy and
erroneous detection due to closely spaced text instances by
progressively expanding scales. Experiments demonstrated
PSENet’s effectiveness and superiority on multiple bench-
mark datasets.

PAN [39]: Wang et al. proposed the Pixel Aggregation
Network (PAN), an efficient and accurate arbitrary-shaped
text detector. By employing a low computational cost seg-
mentation head and learnable post-processing, PAN achieves
precise text detection while maintaining speed. Experiments
on several standard benchmark datasets validated PAN’s
superiority and performance.

DBNet [40]: Liao et al. introduced the Differentiable
Binarization (DB) module, which performs binarization in
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the segmentation network, simplifying the post-processing
and enhancing text detection performance. Combined with a
lightweight backbone network, DBNet achieved state-of-the-
art results on multiple benchmark datasets.

DRRG [41]: Zhang et al. proposed the Deep Relational
Reasoning Graph Network (DRRG) for arbitrary-shaped
text detection. Utilizing an innovative local graph model
and graph convolutional network, DRRG allows end-to-end
training and demonstrates state-of-the-art performance on
public datasets.

FCENet [42]: Zhu et al. proposed the Fourier Contour
Embedding (FCE) method in FCENet, which effectively
represents and detects text of any shape. Experiments showed
that FCENet is accurate and robust, capable of handling
highly curved scene text contours. FCENet outperformed
state-of-the-art methods in arbitrary-shaped text detection.

DBNet++ [43]: Liao et al. enhanced their previous
DBNet framework by introducing an efficient Adaptive
Scale Fusion (ASF) module in DBNet++. The ASF module
adaptively merges features of different scales to improve
scale robustness. Combining the DB and ASF modules
with a segmentation network, DBNet++ improved the
post-processing and scale robustness of segmentation-based
scene text detection methods. It achieved state-of-the-art
results in detection accuracy and speed across multiple
benchmark datasets.

2) DEEP LEARNING-BASED TEXT RECOGNITION
ALGORITHMS

Text detection and recognition are of immense practical
importance due to their applications in automated processing,
analysis, image indexing, and accessibility for visually
impaired individuals. Extracting textual information from
images helps in various domains, such as digitizing archives,
social media, and search engines. The recent advancements
in deep learning have significantly contributed to the field
of text recognition. Below, we discuss the major research
works in deep learning-based text recognition over the past
few years.

ASTER [44]: Shi et al. addressed the challenges of
recognizing perspective and curved text in natural scenes
by proposing ASTER. This method includes a rectification
network and a recognition network that adaptively corrects
text in the input images and directly predicts character
sequences from the rectified images. The experiments
demonstrated ASTER’s advanced rectification and recogni-
tion performance, showing its capability to enhance detectors
in end-to-end recognition systems.

NRTR [45]: To address the slow training speed and
high complexity of existing recognition methods, Sheng
et al. introduced NRTR, a Non-Recurrent Sequence-to-
Sequence Text Recognizer. NRTR eliminates recurrence
and convolution, using self-attention mechanisms to extract
image features and recognize text. NRTR achieved state-of-
the-art or highly competitive performance on both regular and
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irregular benchmarks and significantly reduced the required
training time (at least 8 times faster than the best models in
the literature).

SAR [46]: Li et al. proposed a simple yet powerful
baseline method for irregular scene text recognition, utilizing
off-the-shelf neural network components and only word-
level annotations. This method achieved state-of-the-art
performance on irregular text recognition benchmarks and
comparable results on regular text datasets.

SATRN [47]: Lee et al. introduced SATRN, an architecture
for recognizing arbitrarily shaped scene text. SATRN uses
self-attention mechanisms to describe the 2D spatial depen-
dencies of characters in text images and achieves text recogni-
tion with arbitrary arrangements and large character spacings
through global context propagation. SATRN outperformed
all existing models by an average of 4.5 percentage points
on irregular text benchmarks and achieved state-of-the-art
performance on two regular text benchmarks.

RobustScanner [48]: Yue et al. proposed RobustScanner
for scene text recognition by focusing on the decoding
process. It uses a position-enhanced branch and a dynamic
fusion mechanism to decode individual characters with
a dynamic ratio between context and positional cues,
ensuring robustness in both context-rich and context-scarce
application scenarios. Experiments showed it achieved state-
of-the-art results on common regular and irregular text
recognition benchmarks and maintained performance in
no-context benchmarks, demonstrating robustness across
different application scenarios.

ABINet [49]: Fang et al. introduced ABINet, an
autonomous, bidirectional, and iterative method for scene
text recognition. ABINet effectively models language rules
through gradient blocking, bidirectional feature representa-
tion, and iterative correction with a language model, showing
superior performance on low-quality images and achieving
state-of-the-art results on several mainstream benchmarks.

MASTER [50]: Lu et al. proposed MASTER, a self-
attention-based scene text recognizer. MASTER excels in
handling spatial distortion issues by learning input-output
attention and self-attention within encoders and decoders,
leading to more robust intermediate representations. MAS-
TER’s high training parallelism and efficient memory
caching mechanism offer high training efficiency and infer-
ence speed. Extensive experiments across various bench-
marks demonstrated MASTER’s excellent performance on
both regular and irregular scene texts.

SVTR [51]: Du et al. proposed SVTR, a scene text recog-
nition method adopting an image tokenization-based frame-
work that eliminates sequence modeling. SVTR performs
hierarchical staged operations through component-level mix-
ing, merging, or combination to perceive character patterns
both globally and locally, achieving multi-granularity charac-
ter component perception. Character recognition is achieved
through simple linear prediction. Experiments on English
and Chinese scene text recognition tasks validated SVTR’s
effectiveness.
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FIGURE 1. IMO region of the ship(Yellow Box).

FIGURE 2. License plate region detection using classical image
processing methods.

These advancements showcase the significant progress
made in the field of text recognition through deep learning,
highlighting the capability to handle both regular and
irregular text patterns in various real-world applications.

Ill. SHIP IMO DETECTION AND RECOGNITION
FRAMEWORK

A. PROBLEM ANALYSIS

For subsequent discussion, it is essential to clearly define
the scope of the ship IMO region. As per our research
requirements, the ship IMO region primarily includes the ship
IMO number and other identifying information (Fig. 1). The
detection and recognition of a ship’s IMO number are similar
to but not entirely the same as license plate detection and
recognition.

a) Firstly, the ship IMO region differs from the license plate
region. The license plate region has fixed contour features,
which can be detected using image processing techniques
such as Gaussian filtering and edge detection [52] (Fig. 2).
In contrast, the background of the ship IMO region lacks
distinct contour features and is generally a solid color, making
it difficult to detect using the aforementioned methods.

b) Unlike the relatively fixed position of a license plate
number, the position of the IMO number within the ship IMO
region is not fixed (Fig. 3). Therefore, even if the textual
information within the ship IMO region is identified, further
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FIGURE 3. Positions of IMO numbers within the ship IMO region.

efforts are required to distinguish the IMO number from the
other text.

Therefore, our solution strategy is to address the detection
of the ship IMO region using deep learning-based object
detection algorithms and to solve the recognition of the
ship IMO number using deep learning-based text detection
and recognition algorithms. Additionally, the application
scenarios for detecting and recognizing ship IMO numbers
are primarily focused on seaports and anchorages. Especially
in anchorages, detecting and recognizing ship IMO numbers
necessitates the use of UAVs or other unmanned equipment.
UAVs must first detect the ship to then identify the ship’s
IMO region, subsequently recognize the ship’s IMO number,
and ultimately achieve the surveillance and monitoring of
the specified ship. Based on the above analysis, the main
problems that our framework needs to address can be
summarized as follows:

a) Object detection for ship and ship IMO region.

b) Text detection within the ship IMO region.

c¢) Text recognition within the ship IMO region.

B. THE FRAMEWORK

In response to the aforementioned issues, we have devised
a deep learning-based framework for the detection and
recognition of ship IMO numbers (Fig. 4). Initially, the ship
detection network examines the input ship image, outlining
the ship within the picture and cropping the selected area to
obtain an image containing only the ship. Subsequently, the
ship IMO region detection network scrutinizes the cropped
image, identifying the ship IMO area within it. The image
is then cropped according to the selected region, with the
cropping area being slightly larger than the ship IMO region
to facilitate subsequent processing. Next, the text detection
and recognition network is employed to recognize the text
within the ship IMO region of the image. Finally, key
information is extracted from the recognized text content to
obtain the ship’s IMO number.

How can UAVs utilize the aforementioned framework
for the recognition of ship IMO numbers? To address this,
we have devised the execution process of the aforementioned
framework on UAVs (Fig. 5).
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FIGURE 4. Framework for detecting and recognizing ship IMO numbers.
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FIGURE 5. The execution process of the ship IMO number detection and
recognition framework on UAV.

The execution process of the ship IMO number detection
and recognition framework on UAVs is illustrated in Fig. 5.
The main functionalities of the modules are as follows:

a)Ship_Det(): Used by UAV to detect the current location
of ships and return the number of ships, denoted as N.

b)Save_UAV_Pos(): Saves the current position informa-
tion of the UAYV, including coordinates and altitude.
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¢)Fly_Around(ship_i): Circumnavigates around the i-th
ship (ship_i).

d)Is_Fly_End(): Determines whether the current circum-
navigation has ended.

e)Rec_UAV_Pos(): Returns to the position before the
UAV’s circumnavigation.

f)IMO_Region_Det(ship_i): Determines whether the
image captured by the UAV contains information about the
ship IMO region.

2)IMO_Number_DetRec(ship_i): Detects and recognizes
the IMO number within the ship IMO region.

Initially, the control center of the harbor sends the position
information of the controlled ships and their IMO numbers to
the UAV control system. The UAV control system selects an
appropriate UAV based on its availability to fly to the position
of the controlled ship. Then, utilizing the object detection
algorithm, the UAV detects ships within the specified area,
using the Ship_Det() module. Assuming N ships are detected,
the UAV saves the current position information using
Save_UAV_Pos(). Subsequently, the UAV circumnavigates
around the first ship using Fly_Around(ship_i) and checks
if the circumnavigation has ended using Is_Fly_End().
If not, the UAV determines whether the captured photo
contains information about the ship IMO region using
IMO_Region_Det(ship_i). If it does not, the UAV continues
circumnavigating; otherwise, IMO_Number_DetRec(ship_i)
is employed to extract the IMO number within the ship IMO
region. The extracted IMO number is then compared with the
IMO number provided by the control center. If they match, the
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program ends; if not, the UAV continues circumnavigating.
This process repeats for each ship until the IMO number is
found or all N ships have been circumnavigated.

Currently, the mainstream embedded graphics cards include
Nvidia Jetson TX1, Jetson TX2, Jetson Xavier NX, and
Jetson AGX Xavier. To ensure the chosen model offers
better generalizability, we selected an NVIDIA Quadro
M1000M from our laboratory, which boasts performance

As shown in Table 1 (data sourced from Nvidia, the
M1000M has 512 CUDA cores, surpassing the 256 cores
of both TX1 and TX2. Its FP32 computing power (used
for storing deep learning model parameters by default)
is 1017 GFLOPs, exceeding the 512 and 750 GFLOPs of
TX1 and TX2, respectively. Although the M1000M’s FP32
capability also surpasses NX’s 845 GFLOPs, this does not
necessarily imply faster model inference speed than NX.
This is because the NX GPU employs the more recent
Volta architecture, whose tensor cores significantly accelerate
matrix operations, enhancing deep learning model inference

Faster RCNN
Faster RCNN
)
Cerét;r)Net Object
detection
YOLOvV3
YOLOX
ASTER
PANNet Text NRIR
PSENet Detection SAR
SATRN
- RobustScanner
— ABINet
Text s
Recognition VTR

FIGURE 6. Algorithms to be considered in ship IMO number detection
and recognition.

In the context of the framework for detecting and

Object Detection Algorithms: These are mainly used for
detecting ships and ship IMO regions. The algorithms under
consideration include Faster RCNN, Cascade Faster RCNN,
CenterNet, SSD, YOLOv3, and YOLOX. Text Detection
Algorithms: These are employed to detect text within the ship
IMO region. The algorithms include PANet, PSENet, DBNet,
FCENet, and DBNetpp.

Text Recognition Algorithms: These algorithms recognize
the text detected within the ship IMO region. The algorithms
include ASTER, NRTR, SAR, SATRN, RobustScanner,
ABINet, MASTER, and SVTR.

Algorithm 1 Extract IMO Number
Require: ship IMO Region image, imoRegionlmg;
Ensure: ship IMO number,imo_number;

1: text_RegionDet <« fext_detection(imoRegionlmg)

2: text_RegionRec <« text_recognition(text_RegionDet)
3: imo_number <— NONE
4: if ’imo’ in text_RegionRec.lower() then
5:  for item in text_RegionRec do
6: if item is a 7 digits then
imo_number < item
break
7: end if
8:  end for
9: end if

10: return imo_number if imo_number is not NONE else -1

Since the text recognized by the text recognition algorithm
includes all text within the ship IMO region and not just
the ship IMO number, we need to extract the ship IMO
number from this text. Given that a ship IMO region contains
at most one ship IMO number, which is a 7-digit number,
we only need to perform a simple check on the recognition
result. If the recognized text contains the character ‘IMO’
followed by a 7-digit number, we can identify the ship’s IMO
number. The pseudocode for ship IMO number recognition is
presented in Algorithm 1.

IV. METRICS
A. EVALUATION METRICS FOR OBJECT DETECTION
ALGORITHMS
The evaluation of object detection algorithms, specifi-
cally for detecting ships and ship IMO regions, focuses
on assessing whether the algorithms can run smoothly
and their overall detection performance. The goal is to
determine if the algorithms can maintain precision while
recalling as many true samples as possible. The per-
formance metrics include AP@[0.5:0.95], AR@][0.5:0.95],
F-Measure@[0.5:0.95], and detection speed FPS.
AP@[0.5:0.95]: This metric calculates the mean precision
over a range of Intersection over Union (IoU) thresholds,
from 0.5 to 0.95 with a step of 0.05. It is abbreviated
as AP.
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TABLE 1. Five graphics cards performance comparison.

GPU Quadro M1000M | Jetson TX1 | Jetson TX2 | Jetson Xavier NX | Jetson AGX Xavier
Architecture Maxwell Maxwell 2.0 Pascal Volta Volta
Power Consumption (W) 40 10 7.5 15 30
Clock Frequency (MHz) 993 998 1300 1100 1377
Memory (GB) 4 4 8 8 32
Memory Type GDDR5 LPDDR4 LPDDR4 LPDDR4x LPDDR4x
Memory Bus Width 128-bit 64-bit 128-bit 128-bit 256-bit
Memory Bandwidth (GB/s) 80.19 25.60 58.30 51.20 137.00
CUDA Cores 512 256 256 384 512
Tensor Cores N/A N/A N/A 48 64
FP32 (GFLOPS) 1017 512 750 845 1410

AR@[0.5:0.95]: This metric calculates the mean recall
over the same IoU threshold range, from 0.5 to 0.95 with a
step of 0.05. It is abbreviated as AR.

F-Measure@[0.5:0.95]: This is a comprehensive perfor-
mance metric for object detection, calculated as the harmonic
mean of AP and AR over the range of IoU thresholds.
It is abbreviated as F-Measure and calculated by formula
2x(APxAR)/(AP+AR).

FPS: Typically expressed in frames per second, this value
indicates the number of images the system can process per
second.

B. EVALUATION METRICS FOR TEXT DETECTION AND
RECOGNITION

For text detection within the ship IMO region, the pri-
mary evaluation metrics include Hmean-IoU and FPS.
Additionally, we use the product of Hmean-IoU and FPS
to assess the overall performance of text detection and
select the optimal model algorithm based on this metric.
Text detection fundamentally falls under scene segmenta-
tion but differs as it pertains to a binary classification
problem.

" IoU;
Hmean — IoU =n%. €))
2= loUi
1 < TP;
aptlloU; = — » ——— T 2
LprifoU; migTPj+FPj+F1vj @

The calculation of Hmean-IoU is shown in Equation (1),
where the computation of loU; is derived from Equation (2).
In Equation (1), n represents the number of categories
to be detected. In Equation (2), m; denotes the number
of detected objects for category i. Here, TP; refers to
the intersection area between the predicted region and the
ground truth for object j, FP; represents the remaining
area of the ground truth after subtracting TP;, and FN;
signifies the remaining area of the predicted region after
subtracting TP;.

For text recognition within the ship IMO region, the
primary evaluation metric is word accuracy (word_acc),
which is defined as the ratio of correctly detected characters
to the total number of characters.
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C. COMPREHENSIVE EVALUATION METRIC
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In practical applications of object detection, text detection,
and text recognition, it is crucial to consider both detection
accuracy and speed. To address this, we propose a compre-
hensive evaluation metric (Equations 3 and 4) that balances
accuracy and speed, thereby selecting the most efficient
detection and recognition algorithms.

Eff_Acc represents this comprehensive evaluation metric.
X denotes detection accuracy, which is: F-measure for object
detection, Hmean-IoU for text detection, and word_acc for
text recognition. The value of X ranges from [0,1].

Y represents detection speed, measured in FPS. The
influence on Eff Acc is modeled as follows: When Y starts
from zero and approaches T4, the influence on Eff_Acc
increases gradually through the term (%)2; when Y moves

from Teq t0 Tpax, the influence on Eff_Acc decreases

gradually through the term %; if Y exceeds Ty,
its influence on Eff Acc becomes zero.

The parameter o ranges from [0,1]. A higher value of «
indicates a greater impact of detection accuracy on Eff_Acc,
while a lower value indicates a greater impact of detection
speed on Eff_Acc. The parameter 8 also ranges from [0,1].
Within the interval [0, Ty,e4], @ higher § means that detection
speed has a larger impact on Eff_Acc. Within the interval
[Timed> Tmax], a lower B means that detection speed has a
greater impact on Eff_Acc.

Meanwhile, the optimal detection speed for UAV is
determined by a complex interplay of factors, including
real-time performance, computational constraints, and target
characteristics. To ensure timely transmission of detection
results, a sufficiently high detection speed is necessary. Given
that our target objects are large and slow-moving ships,
the demand for real-time performance can be somewhat
relaxed. Considering these factors, we have established two
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detection speed thresholds: Ty,.q = 12fps as the minimum
to maintain basic real-time capabilities and Ty, = 18fps
as the maximum to balance real-time performance with
computational efficiency.

As the accurate identification of ship IMO numbers is our
primary focus, we have assigned a higher weight to detection
accuracy. We have set the weights for detection accuracy and
speed as @« = 0.7 and B = 0.7, respectively. A value of
B = 0.7 indicates that a detection speed of T}, is sufficient
to meet the basic requirements, while « = 0.7 emphasizes
the importance of detection accuracy.

V. EXPERIMENTS

A. DATASETS

1) DATASET FOR OBJECT DETECTION

As there is currently no publicly available dataset for
ship IMO region detection, we collected 500 raw images
containing ships and IMO regions from the website
https://routes.shipxy.com/. We then expanded the original
dataset through data augmentation techniques, ultimately
obtaining a self-built dataset containing 2000 images.
We manually annotated the ships and IMO regions in the
obtained image dataset, and divided the dataset into training,
validation, and test sets at a ratio of 8:1:1. This allowed us
to construct a self-built dataset suitable for our ship IMO
detection task, laying a foundation for subsequent algorithm
training and evaluation.

2) DATASET FOR TEXT DETECTION AND RECOGNITION
IIT5K Dataset: A standard dataset for regular text recogni-
tion. The IIIT5K dataset is derived from 5000 scene photos
with varying types and complexities of backgrounds in India.
It includes 3000 images as the training set and 2000 as
the test set. Each image is annotated with the text regions
and their corresponding text content. IIIT5K has become a
standard benchmark for scene text recognition tasks, with
numerous methods being evaluated on this dataset, promoting
the development of this field.

SVT Dataset: A standard dataset for regular text recog-
nition. The SVT dataset is one of the standard benchmark
datasets for evaluating scene text recognition methods. The
SVT dataset is derived from Google Street View images
of building facades. It includes 630 test images, without
providing any training images. The images exhibit significant
scaling, rotation, and skew variations. The text is particularly
blurred and of low resolution. SVT brings scene text
recognition tasks closer to real-world applications, becoming
an important standard for evaluating method performance in
complex real-world scenarios.

ICDAR2013 Dataset, abbreviated as IC13: A standard
dataset for regular text recognition. This dataset is mainly
used for text detection and recognition and provides samples
of various document types and complexities. IC13 includes
multiple sub-datasets, including text image samples from nat-
ural scenes; it also includes text image samples extracted from
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digital documents; and it includes handwritten text image
samples for handwritten text recognition tasks. These images
cover different handwriting fonts, styles, and difficulty levels.

ICDAR2015 Dataset, abbreviated as IC15: Designed
for performance evaluation of irregular text detection and
recognition. IC15 is derived from real-world scene images,
including 1500 training images and 500 test images. The
image content includes text in various backgrounds such
as buildings, billboards, menus, etc. The text characteristics
include arbitrary orientation, size, font, and handwritten or
printed styles. This dataset poses great challenges for scene
text detection and recognition tasks, containing blurred text
of different orientations and types, and high background
complexity.

SVTP Dataset: SVTP is a dataset specifically designed
for irregular scene text recognition tasks. Like SVT, the
SVTP dataset is generated by Google’s Street View Time
Machine, containing text from 11 countries, with a total of
639 annotated images. In SVTP, text often undergoes various
perspective distortions due to the shooting angle. This poses
a significant challenge for text detection and recognition
tasks, as many existing text recognition algorithms assume
the text is planar and do not consider the impact of perspective
distortion.

CUTERS0 Dataset, abbreviated as CT8: CT8 is a Chi-
nese dataset for irregular text detection and recognition.
It contains images from 8 scene categories, including street
scenes, merchandise, municipal engineering, etc. The dataset
contains a total of more than 13,000 images and provides
text box annotations and text content annotations. The CT8
dataset aims to promote the development of text detection
and recognition technologies, especially for the detection
and recognition of Chinese text in living scenarios. With
its broad coverage and fine-grained annotations, CTS is an
important benchmark dataset for Chinese scene text detection
and recognition. Researchers can use this dataset to train and
evaluate the performance of text detection and recognition
models.

B. EXPERIMENTAL RESULTS

For the sake of convenience in subsequent discussions,
we need to simplify some technical terms. The simplified
terms are listed in Table 2:

TABLE 2. Technical terminology(Term.) and their abbreviation(Abbr).

Term. Abbr. Term. Abbr.
resnetl8 R18 resnet50-oclip [54] R50-0c
resnet50 R50 resnet50-denv2 [55] | R50-dc
Mobilenetv?2 [53] MBvV2 | F-measure F1
Faster RCNN FR darknet53 [26] DNS53
Cascade Faster RCNN | CFR AP P
CenterNet CN AR R
PANNet PAN PSENet PSE
DBNet DB FCENet FCE
DBNetpp DBpp | RobustScanner RS
tiny T small S
medium M
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TABLE 3. Comparison of object detection results on the test dataset for ships and ship IMO regions.

MODELSs | Backbone | P R F1 GFLOPs | Params | FPS Eff_Acc
FR R18 0.697 | 0.736 | 0.716 | 145 2829M | 5.12 0.539
R50 0.695 | 0.729 | 0.712 | 195 41.35M | 4.18 0.524
CFR R18 0.734 | 0.766 | 0.750 | 170 56.33M | 2.83 0.536
R50 0.736 | 0.768 | 0.752 | 218 69.4M 2.62 0.536
CN R18 0.55 0.633 | 0.589 | 38.8 19.09M | 5.53 0.457
R50 0.633 | 0.693 | 0.662 | 50.3 32.11M | 4.28 0.490
SSD vgglo 0.716 | 0.756 | 0.735 | 87.7 24.53M | 2.63 0.525
MBv2 0.294 | 0.326 | 0.309 | 0.69 3.04M 14.03 | 0.479
YOLOV3 DNS53 0.704 | 0.753 | 0.728 | 46.28 61.95M | 5.64 0.556
MBv2 0.668 | 0.724 | 0.695 | 1.77 3.6TM 2541 | 0.786
YOLOx T 0.691 | 0.725 | 0.708 | 3.2 5.03M 23.67 | 0.795
S 0.737 | 0.767 | 0.752 | 134 8.97M 17.23 | 0.820
M 0.786 | 0.808 | 0.797 | 36.75 25.28M | 7.66 0.643

TABLE 4. Comparison of object detection results on the test dataset for
ships and ship IMO regions.

MODELSs | Backbone | Hmean-IoU | GFLOPs | Params | FPS Eff_Acc
PAN RI8 0.785 10.96 12.26M | 16.400 | 0.837
PSE R50-oc 0.848 35.75 29.24M | 6.860 | 0.662
DB R18 0.817 6.25 12.34M | 21.740 | 0.872
R50 0.85 11.56 25.41M | 14.450| 0.863
R50-dc 0.854 8.88 26.28M | 13.980 | 0.860
R50-oc 0.864 14.19 25.43M | 12.060 | 0.824
FCE R50 0.853 10.19 26.26M | 17.500 | 0.893
R50-oc 0.86 12.81 26.28M | 13.740 | 0.860
DBpp R50 0.862 15.35 26.03M | 11.320| 0.790
R50-dc 0.868 12.67 26.91M | 11.810|0.811
R50-oc 0.888 17.97 26.05M | 10.420| 0.780

1) EXPERIMENTAL RESULTS OF SHIP AND SHIP IMO
REGION DETECTION

The experimental results for ship and ship IMO region
detection are presented in Table 3. The experiments were
conducted using the OpenMMLab’s MMDetection module,
and the models were trained on an Nvidia RTX 3060. The
input image size was standardized to 512 x 512. For the
five object detection models listed in the table, different
backbone networks were employed, including R18, R50,
VGG16,DB53, and MBv2, as well as the T, S, and M versions
of YOLOx.

The experimental results demonstrate that YOLOx with
the M backbone (denoted as YOLOx_M) achieved the
best performance in P, R, and F1, with values of 0.786,
0.808, and 0.797, respectively. The SSD with the MBv2
backbone (SSD_MBv2) had the lowest single-precision
floating-point operations (0.69 GFLOPs). YOLOv3 with the
MBv2 backbone (YOLOv3_MBvV2) achieved the highest FPS
at 25.41 but had the poorest performance in P, R, and F1. All
models had parameter sizes under 100MB, ensuring minimal
performance impact on the 4GB VRAM of the M1000M. The
results indicate that YOLOx_S had the best Eff Acc score
of 0.82, making it the most suitable model for deployment on
UAVs for ship and ship IMO region detection.

2) EXPERIMENTAL RESULTS OF TEXT DETECTION IN SHIP
IMO REGIONS

Table 4 presents the experimental results of text detection,
comparing five models primarily utilizing backbones R18,
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R50, R50-oc, and R50-dc. The Hmean-IoU results in the
table are derived from the Openmmlab mmocr module, with
model training conducted on an NVIDIA A100-SXM4-80GB
GPU, using the IC15 dataset, and the text detection images
uniformly sized at 320 x 320.

The experimental results indicate that DBpp_R50-oc
achieved the best Hmean-IoU result of 0.888. DB_RI18
had the lowest single precision floating point operations
at 12.26 GFLOPs and the fastest text detection speed at
21.74 FPS. All models had parameter sizes below 30MB,
which had minimal impact on the M1000M’s performance.
The final results show that FCE_R50 had the highest Eff_Acc
at 0.893. Although DBpp_R50-oc had the best Hmean-IoU
result, its FPS on the M1000M was only 10.42, significantly
slower compared to FCE_RS50’s 17.5 FPS. In terms of
Eff Acc, DB_R18 was slightly lower than FCE_R50.

3) EXPERIMENTAL RESULTS OF TEXT RECOGNITION IN SHIP
IMO REGIONS

Given that the computational load for text recognition is
significantly influenced by the size of the text area to be
recognized, we need to estimate the average text recognition
area for ship IMO regions. Initially, all images requiring
text recognition are resized to fit within 320 x 320 pixels,
maintaining the original aspect ratio. We randomly selected
eight images containing ship IMO numbers for text region
detection, utilizing FCE_RS50, and calculated the detected
text area’s pixel count for each image (Fig. 7). The average
text area to be recognized was approximately 5416 pixels.
Considering potential deviations in real-world scenarios,

FIGURE 7. Pixel value calculation for IMO text area to be recognized in
ships.
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TABLE 5. The experimental results for word accuracy (word_acc) on text
recognition within the six different datasets. The acc_mean represents
the average word_acc measured across the six different datasets.

regular text irregular text

MODELS | yipsk SVT  IC13 [1C15 SVTP CT8 | 2¢c-mean
ASTER [0.936 0895 0.928 [0.767 0.806 0.851 |0.864
NRTR 0915 0883 0.937(0.723 0778 075 |0.8310
SAR 0953  0.884 0937|076 0833 0.903 |0.8783
SATRN |0.96 092 0.961|0.803 0.884 0.899 | 0.9045
RS 0951 0893 0.932[0.756 0.808 0.872|0.8687

ABINet |0.96 0.938 0.955|0.812 0.887 0.879 | 0.9052
MASTER [ 0.949  0.897 0.952|0.763 0.847 0.885 |0.8822
SVTR 0.857 0918 0.944|0.745 0.839 0.903 | 0.8677

TABLE 6. Evaluation results of text recognition models for 80 x 80 ship
IMO region.

MODELSs | acc_mean | GFlops | Params FPS Eff_Acc
ASTER 0.864 0.91 20.94M | 22.13 0.905
NRTR 0.8310 40.83 66.64M 2.82 0.593
SAR 0.8783 31.01 57.41M 2.32 0.623
SATRN 0.9045 63.04 65.59M 3.19 0.648
RS 0.8687 12.78 47.96M 8.36 0.710
ABINet 0.9052 5.75 14.69M | 19.37 0.934
MASTER 0.8822 12.41 46.33M 3.51 0.635
SVTR 0.8677 3.59 24.52M | 34.48 0.907

we quantified the text area to be recognized as 6400 pixels,
equivalent to an 80 x 80 text region.

Table 5 presents the evaluation results based on the datasets
IITSK, SVT, IC13,IC15, SVTP, and CT8. The experimental
results are derived from Openmmlab’s mmocr module, with
models trained on an NVIDIA A100-SXM4-80GB GPU. The
acc_mean represents the average word_acc measured across
the six datasets. The results indicate that SAR achieved the
highest word_acc on the CT8 dataset, with a score of 0.903;
SATRN achieved the best results on the IIIT5K and IC13
datasets, with scores of 0.96 and 0.961, respectively; ABINet
performed the best on the IIITSK, IC15, and SVTP datasets,
with scores of 0.96, 0.812, and 0.887, respectively; SVTR
achieved the highest scores on the SVT and CT8 datasets,
with scores of 0.918 and 0.903, respectively. Ultimately,
ABINet showed the highest acc_mean across all six datasets,
with a value of 0.9052.

Table 6 details the evaluation results of text recognition
models for ship IMO region, with the text recognition
region being 80 x 80 pixels. The results show that ASTER
has the lowest single-precision floating-point operations,
at 0.91 GFLOPs; SVTR has the fastest text recognition
speed, at 34.48 FPS; ABINet has the smallest parameter size,
at 14.69 MB, and also exhibits the highest Eff_Acc, at 0.934,
while SVTR’s Eff_Acc is slightly lower than ABINet’s.

VI. DISCUSSION

A. DISCUSSION OF EXPERIMENTAL RESULTS FOR SHIP
IMO REGION DETECTION

For the object detection of ship IMO regions, the optimally
selected detection algorithm is YOLOx_S. Based on the
current mainstream edge computing GPU chips, we selected
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a mid-range performance GPU chip, the M1000M, for our
laboratory experiments. On this foundation, we evaluated
object detection algorithms for ship IMO regions and
identified the optimal performing algorithm, YOLOx_S
(see Fig. 8).

From Fig. 8(1), it is evident that in the experimental
results for ship IMO region object detection, mainstream
two-stage object detection algorithms such as FR and CFR
exhibit excellent performance, achieving optimal results in
terms of P, R, and F1. In contrast, some one-stage algorithms
fall short of the performance levels of FR and CFR.
However, algorithms like SSD_vggl6, YOLOv3_DNS53,
YOLOv3_MBv2, YOLOx_T, YOLOx_S, and YOLOx_M
can meet or exceed these performance levels.

As shown in Fig. 8(2) and (3), two-stage algorithms
significantly surpass most one-stage algorithms in terms
of GFLOPs and parameter counts. This indicates that
two-stage algorithms are not suitable for deployment on
UAVs, as UAVs have limited graphic computation and
storage space compared to large-scale GPU computing
platforms. Fig. 8(2), (3), and (4) also illustrate that smaller
GFLOPs and parameter counts do not necessarily equate to
higher FPS. For example, despite its smaller GFLOPs and
parameter counts, the SSD_MBv2 model lags behind models
like YOLOv3_MBv2, YOLOx_T, and YOLOx_S in terms
of FPS.

From Fig. 8(5) and (6), we can observe that in terms of
the comprehensive performance evaluation metric, models
YOLOvV3_MBv2, YOLOx_T, and YOLOx_S significantly
outperform other models. However, YOLOx_M, despite
having a slightly lower Eff Acc, achieves a higher F1
score than the other three models. This discrepancy is
primarily due to YOLOx_M’s low FPS. If more powerful
embedded graphic computing chips become available in real-
world applications, increasing the FPS of YOLOx_M could
potentially alter the final selection outcome.

B. DISCUSSION OF EXPERIMENTAL RESULTS FOR TEXT
DETECTION IN IMO SHIP REGIONS

As illustrated in Fig. 9(1), the text detection algorithms
show minimal differences in their performance based on
the Hmean-IoU metric. Among them, DBpp_R50-oc yields
the best results, whereas PAN_R18 performs the worst.
From subfigures (2), (3), and (4) of Fig. 9, it is evident
that detection algorithms employing the R18 backbone
exhibit lower GFLOPs and Params, along with higher FPS;
conversely, algorithms using the R50 backbone display the
opposite trend. Detection algorithms with the oc [54] module
have higher GFLOPs compared to those with the dc [55]
module, but the Params are higher with the dc module than
with the oc module. This indicates that GFLOPs and Params
are not always directly proportional. From subfigures (5)
and (6) of Fig. 9, it can be observed that DB_R18 achieves
the highest FPS, although its Hmean-IoU evaluation result
is lower than that of FCE_RS50, leading to a slightly lower
Eff_Acc compared to FCE_R50.
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FIGURE 8. Comparison of experimental results for ship IMO region object detection algorithms.

C. DISCUSSION OF EXPERIMENTAL RESULTS FOR TEXT
RECOGNITION IN SHIP IMO REGIONS

From Fig. 10, it is evident that the accuracy of the eight
text recognition algorithms is generally higher for regular
text than for irregular text. However, there are exceptions.
For instance, the SAR algorithm exhibits lower accuracy for
the regular text dataset SVT compared to the irregular text
dataset CTS8. Similarly, the SVTR algorithm shows lower
accuracy for the regular text dataset IIITSK compared to the
irregular text dataset CT8.

Performance across the IC15 dataset is generally poorer
than on other datasets, indicating significant room for
improvement in text recognition algorithms on this particular
dataset. The recognition accuracy on the CT8 dataset varies
considerably, with the lowest accuracy at 0.75 and the highest
exceeding 0.9. Overall, the SATRN and ABINet algorithms
demonstrate strong performance across the six text datasets,
with ABINet showing a slight edge over SATRN in terms of
recognition accuracy.

Fig. 11(1) displays the average evaluation results of text
recognition algorithms across the six text datasets. From
Fig. 11(2) and 11(3), it is evident that the measured GFLOPs

107380

and Params(M) exhibit an inverse correlation with FPS,
though not strictly. Generally, as the GFLOPs and Params(M)
decrease, the FPS increases. For instance, the GFLOPs
and Params(M) results for NRTR, SAR, SATRN, RS, and
MASTER are significantly higher than those for ASTER,
ABINet, and SVTR, yet their FPS is considerably lower than
that of ASTER, ABINet, and SVTR.

This inverse relationship is not absolute, as seen when the
GFLOPs and Params(M) results are similar, such as between
NRTR, SAR, and SATRN, where a positive correlation
is observed, and similarly between ASTER and SVTR.
Fig. 11(4) highlights that ABINet achieves the highest
recognition accuracy in the evaluation of text recognition
within IMO ship regions.

D. ANALYSIS OF FAILURES IN MODEL DETECTION AND
RECOGNITION

1) ANALYSIS OF FAILURES IN IMO REGION DETECTION
From Fig. 12, it is evident that the ship IMO region detection
model occasionally misidentifies two adjacent ships as a
single ship (IOU=0.3). Additionally, it may erroneously
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FIGURE 10. Comparative results of text detection experiments in ship
IMO regions.

recognize containers on the ship or parts of the ship’s body
as the IMO region or the ship itself. Therefore, the ship IMO
region detection model exhibits instances of false positives.
The probability of false positives is predominantly below
an IOU of 0.5, with fewer instances above this threshold.
Simultaneously, the probability of correctly detected targets
remains above 0.6. Thus, setting the IOU threshold to 0.5 can
help reduce false positives in practical applications of the
model.
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FIGURE 11. Comparative results of text recognition in Ship IMO regions.

2) ANALYSIS OF FAILURES IN IMO REGION TEXT DETECTION
In the performance evaluation of text detection for ship IMO
regions, the model FCE_R50 has slightly better evaluation
results compared to DB_R18. However, these evaluations
consider only text coverage accuracy and detection speed,
without addressing the issue of text coverage coherence.
The FCE_RS50 model demonstrates poor coherence in text
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FIGURE 14. Text detection of ship IMO region by model DB_R18.

detection for ship IMO regions (as shown in Fig. 13),
frequently failing to fully cover IMO numbers and sometimes
detecting a single IMO number as two separate text segments.
There are also instances of false positives. On the other
hand, the DB_R18 model provides more accurate text
detection for IMO numbers (as shown in Figure 14), with
no issues of incomplete IMO number coverage and no
cases of detecting a single IMO number as multiple text
segments. Additionally, it has fewer instances of false
positives regarding IMO numbers, thus having a minimal
impact on the final recognition. Based on a comprehensive
analysis of the two text detection models, it is evident that
DB_R18 is more suitable for use in UAV-based ship IMO
region text detection.

3) ANALYSIS OF FAILURES IN IMO REGION TEXT
RECOGNITION

In the performance evaluation of text recognition models for
ship IMO regions, the performance of models ABINet and
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FIGURE 16. Text recognition of ship IMO region by SVTR.

SVTR is quite similar. The evaluation of text recognition
models is primarily based on the accuracy and speed of
recognizing all texts. However, for ship IMO region text
recognition, the focus is on the accuracy of recognizing
the text “IMO” and IMO numbers. Therefore, we need to
specifically examine the accuracy of ABINet and SVTR in
recognizing the text “IMO” and IMO numbers in the test
samples.

Fig. 15 and Fig. 16 illustrate the errors made by ABINet or
SVTR during the recognition of texts in ship IMO regions.
ABINet shows accurate recognition of the text “IMO”,
but makes errors in recognizing IMO numbers, such as
misidentifying the last digit “1” as the letter “i” twice
and failing to recognize it once. There are also instances
of misidentifying the first digit and once misrecognizing
“IMO” as “IMU”. On the other hand, SVTR’s errors mainly
occur in recognizing the text “IMO”, with more accurate
recognition of IMO numbers. For example, it frequently
recognizes “IMO” as “MO” and once as “IMC”, while
the errors in recognizing IMO numbers include occasionally
adding an extra digit to the first position.

Comparing the recognition results, it is evident that most
of SVTR’s errors can be mitigated through programming.
For instance, if the recognized number has eight digits, only
the last seven digits need to be considered; if the recognized
text is “MO” and there is a seven or eight-digit number,
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“MO” can be inferred to mean “IMO”. In contrast, the
recognition errors made by ABINet for ship IMO numbers
cannot be resolved through programming alone and would
require additional training samples and model retraining,
which is costly. Overall, SVTR proves to be more practical
and suitable as the text recognition model for ship IMO
regions in UAV applications.

VIl. CONCLUSION

The implementation of ship IMO number detection and
recognition on UAVs holds significant importance, enhancing
maritime patrol efficiency, improving maritime safety, foster-
ing the development of maritime trade, and maintaining order
at sea. This, in turn, provides critical support for maritime
safety and economic development. In light of this, the present
study proposes a framework for detecting and recognizing
ship IMO numbers, encompassing three main functionalities:
detecting and recognizing ships and IMO regions, detecting
text within ship IMO regions, and recognizing text within
these regions.

Additionally, this study describes the specific implementa-
tion steps of this framework on UAVs from an engineering
perspective and proposes an algorithm for extracting IMO
numbers from the recognized text in IMO regions. The study
introduces a comprehensive evaluation metric for selecting
algorithms suitable for UAVs, applied to the utilized object
detection, text detection, and text recognition algorithms.
The results of the final experiments, filtered through this
comprehensive evaluation metric, indicate that the most
suitable object detection algorithm for ship and IMO region
detection on UAVs is YOLOx_S. For text detection in
ship IMO regions, the optimal algorithm is FCE_RS50,
although the performance of DB_RI8 is very close. For
text recognition in ship IMO regions, ABINet is the optimal
algorithm, with SVTR showing very close performance.

During the discussion phase, we identified several points of
improvement. The YOLOx_S algorithm for object detection
exhibits some false positives in ship and IMO region
detection, which can be mitigated by setting a higher IOU
threshold. The FCE_R50 text detection algorithm encounters
issues with text continuity, often failing to fully detect
IMO numbers, whereas DB_R18 performs better in terms
of text detection continuity. Both ABINet and SVTR text
recognition algorithms show errors in recognizing the text
“IMO” and IMO numbers. However, ABINet’s errors cannot
be resolved through programming alone, requiring additional
training samples, whereas most of SVTR’s errors can be
corrected programmatically at a lower cost.

Through the discussion of experimental results, we have
found that the comprehensive evaluation metric’s selection
results are relatively reliable but should not be the sole
criterion for selection. For instance, the text detection
algorithm for ship IMO regions should also consider text
continuity, and the text recognition algorithm should also
factor in the accuracy of recognizing ship IMO numbers.
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