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ABSTRACT This paper introduces three new variations of the HFO-1 (Honey Formation Optimization
with Single Component) algorithm, namely HFO-1a, HFO-1b and HFO-1c, adapted to address the optimal
power flow (OPF) problem. The original HFO-1 algorithm has shown success in solving various numerical
problems in recent years; however, it assumes a single search range for all dimensions of the solution
space, making it unsuitable for direct application to the OPF problem. Modifications to both the honey
formation and mixing phases of the HFO-1 algorithm were made to improve solution quality and convergence
speed, resulting in three new variants of HFO-1. The newly developed variants aim to minimize even the
most challenging objective functions of the complex OPF problem, which has been further complicated
by the integration of renewable energy sources into power systems. The paper provides a comprehensive
and transparent comparison of the three types of IEEE 30-bus test systems and 118-bus test systems
with existing methods, meticulously adhering to practical, technical, operational, and safety constraints.
Following successful results on the CEC 2021 standard benchmark functions, the proposed HFO-1 variants
have been thoroughly validated through extensive analysis. Experimental results demonstrate that the
proposed approach can achieve lower costs ($800.5972/hour and $800.3871/hour) in two types of IEEE
30-bus systems without integrating renewable resources while maintaining system constraints. Furthermore,
HFO-1a (achieving 3.0776261 MW) and HFO-1b achieve the lowest values in the literature with a multi-fuel
cost of (646.375893 $/h) and a valve point effective fuel cost of (823.981360 $/h), respectively, while HFO-1c
exhibits a voltage deviation of (0.083498 p.u.) and Prohibited Operating Zones (POZ) cost of generator
(800.665078 $/h).

INDEX TERMS Optimal power flow, honey formation optimization, HFO-1 variants, practical constraints,
renewable energy.

I. INTRODUCTION generation costs, line losses, and system reliability. This is
A. BACKGROUND AND MOTIVATION achieved by determining the active output powers and volt-
Optimal power flow (OPF) is still a widely discussed topic ages of the generators, as well as the reactive power output

in power systems since it was proposed in 1962 [1] and values of the shunt capacitor banks and the tap settings of
defined as OPF by Dommel and Tinney [2]. The primary the on-load tap changers. The optimal settings of controllable
goal of OPF is to optimize the allocation of generation and parameters within a power network are determined to achieve
transmission resources, considering factors such as power specific objectives while satisfying operational constraints.
The complexity of OPF is further increased by including

The associate editor coordinating the review of this manuscript and variable constraints while optimizing and satisfying the sys-
approving it for publication was Cuo Zhang . tem parameters for the objective functions. The primary goal
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of optimal power flow is to optimize a specific objective
function while satisfying practical, physical, operational, and
security constraints.

Moreover, can be further complicated by the addition of
different objectives with varying forms, such as a non-convex
fuel cost function that takes into account valve point load-
ing effects, a piecewise fuel cost function that takes into
account multiple fuel options, and a discrete fuel cost function
that takes into account prohibited operating zones. The OPF
problem is inherently nonlinear and presents numerous opti-
mal solutions, encompassing local and global optima. When
factoring in the uncertainties stemming from the high penetra-
tion of renewable energy sources in modern power systems,
the complexity of the problem is further compounded. The
motivation of this paper is to offer an optimal resolution to this
formidable challenge while upholding all system constraints,
and to collate the relevant findings from existing literature
for a comprehensive and transparent comparison under con-
sistent conditions.

B. LITERATURE REVIEW

In the past, classical numerical optimization methods such as
the Gradient-based method [1], non-linear programming [2],
gradient projection method [3], linear programming (LP)
[4], [5], quadratic programming (QP) [6], Newton-based
method [7], [8], sequential unconstrained minimization tech-
nique [9] and interior point methods (IPMs) [10] have been
widely used. However, these methods have problems such
as convexity, continuity assumptions, and a tendency to con-
verge to local optima due to their reliance on gradient-based
searches. In fact, the OPF problem is a challenging problem
with nonlinearity, different forms and multiple optimal solu-
tions of the objective functions to be minimized. Therefore,
traditional methods are not suitable for achieving the global
optimum and hardly handle non-differentiable objective
functions.

Using meta-heuristic algorithms instead of classical opti-
mization methods has become indispensable in recent years
to solve the OPF problem involving multiple independent
single-objective functions. In the early stages of solv-
ing OPF problems with meta-heuristic approaches, genetic
algorithms, and improved genetic algorithms [11], [12],
conventional evolutionary programming (EP) [13] gained
prominence. In the following years, new versions based
on genetic algorithms such as enhanced genetic algorithm
(EGA) [14], GA-fuzzy system approach (GA-FSA) [15],
EGA with new decomposed quadratic load flow (EGA-
DQLF) [16] and improved EP (IEP) [17] were introduced
to the literature. In this area, other subsequent methods
include differential evolution (DE) [18] and its versions
such as self-adaptive differential evolution by augmented
Lagrange multiplier method (SADEALM) [19], modified DE
(MDE) [20], hybrid differential evolution simulated anneal-
ing and tabu search based algorithm (HDE-SATS) [21] and
adaptive constrained differential evolution (ACDE) [22] and

109294

effective constraint handling techniques differential evolu-
tion [23]. References [17] and [18], OPF problems are solved
using multiple fuel options, which made some improve-
ments. In [19] and [20], a new penalty method was proposed
to search for the best solution during the mutation phase.
The work [21] further improved the solution performance
and outperformed DE. In [22], a three-stage method was
presented for a differential development algorithm, pro-
viding an effective solution to power system constraints.
In [23], the OPF problem was solved by combining constraint
handling (CH) techniques and self-adaptive (SP) penalty
functions and integrating them into the differential evolution
(ECHT-DE) algorithm. Particle swarm optimization (PSO)
[24] algorithm has also been successfully applied to the
OPF problem. The global best solution and inertia-weighted
PSO (GWPSO) [25], adaptive particle swarm optimization
(APSO) [26], evolving ant-directed particle swarm optimiza-
tion (EADPSO) [27], stochastic weight trade-off particle
swarm optimization (SWT-PSO) [28] and parallel meta-
heuristics for graphics processing units (GPU-PSO) are PSO
based methods to solve the OPF problem. In [25], the inertia
weighting factor was used to find the best solution quickly.
In [26], the solution was reached by updating the weight
factors with chaotic formulations. In [27], various models are
introduced to improve the convergence speed. In [28], SWT-
PSO is presented to improve the algorithm search capabilities
by maintaining the balance between global exploration and
local exploitation. In [29], a parallel optimal power flow
solver, is proposed to run entirely on graphics processing
units (GPUs) using a particle swarm optimization (PSO)
algorithm.

In addition to the above studies, further developed algo-
rithms for solving the OPF problem can be listed as follows;
biogeography-based (BBO), quasi-opposite biogeography-
based optimization (QOBBO) and adaptive real coded
biogeography-based optimization(ARCBBO) [30], [31],
[32], gravity search algorithm (GSA) [33], opposition-based
gravity search algorithm (NSMOGSA) [34], non-dominated
sorting multi-objective opposition-based gravitational search
algorithm (NSMOOGSA) [35], harmony search algorithm
(HS) [36], improved harmony search method (IHS) [37],
chaotic self-adaptive differential harmony search algorithm
CDHS [38], artificial bee colony algorithm (ABC) [39],
improved artificial bee colony algorithm (IABC) [40], bacte-
rial foraging algorithm (BFA) [41], teaching-learning based
optimization technique (TLBO) [42], modified weighted
teaching-learning based optimization (WTLBO) [43], Lévy
mutation teaching-learning based optimization (LTLBO)
[44] Grey Wolf Optimizer (GWO) [45], cross-search based
grey wolf optimizer (CS-GWO) [46], backtracking search
algorithm (BSA) [47], search for symbiotic organisms (SOS)
[48], breeding krill swarm (SKH) algorithm [49], opposition-
based krill swarm algorithm (OKHA) [50],moth flame
optimizer (IMFO) [51], JAYA algorithm [52], adaptive mul-
tiple teams perturbation-guiding Jaya (AMTG-JAYA) [53],
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novel Sine-Cosine algorithm (MSCA) [54], moth swarm
algorithm (MSA) [55], cross-entropy method with chaotic
operator (CGSCE) [56], enhanced computational optimizer
of the Social Network Search Technique (ESNST) [57] are
used to handle the OPF challenge.

The field of OPF research is expanding with the advent
of advanced optimization methods in both machine learn-
ing [58] and artificial intelligence, leading to more advanced
algorithms with global search abilities [59], such as evo-
lutionary algorithms, swarm algorithms, and other heuristic
algorithms [60], [61], [62], [63], [64], [65], [66], [67]. For
instance, in [60], a modified crow search optimization tool
(MCSO) has been proposed to solve the coupled economic
emission power flow (EEPF) problem. In [61] and [62],
Salma Abd el-Sattar et al. and Zhu et al. proposed new
optimization approaches, namely the Salp swarm algorithm
(ISSA) and coyote optimization (COA) algorithm, respec-
tively, to solve the optimal power flow problem. In [63],
Manzoor Ahmad et al. used an effective methodology, called
Orthogonal Experimental Design (OED), to solve the OPF
problem by integrating it with the Bird Swarm Algorithm
(IBSA). The OPF problem was successfully solved using the
Successive History-based Adaptive Differential Evolutionary
(SHADE) algorithm in [64] and the Improved Constrained
Adaptive Differential Evolution (ICAD) algorithm in [65].
In [66], Kaur and Narang utilized the space transformational
invasive weed optimization (ST-IWO) algorithm, a com-
bination of invasive weed optimization (IWO) and space
transformation search (STS) techniques, to address single and
multi-objective optimal power flow problems. In [67], Sha-
heen et al. made two changes to the standard jellyfish search
optimizer (JFS) algorithm in their proposed algorithm, called
Semi- Quasi-Reflected Jellyfish Search Optimizer (QRJFS).
They examined thirteen cases with economic, environmental,
and technical objectives in four test systems and showed
the superiority of their proposed algorithm. Additionally, the
OPF problem is addressed using hybrid algorithms proposed
in [68] and [69], namely the Hybrid Approach with Combin-
ing Cuckoo Search and Gray Wolf (THCSGWO) and Optimal
Power Flow Employing a Hybrid Sine Cosine-Grey Wolf
Optimizer (HSC-GWO), respectively. In [70], the Arithmetic
Optimization Algorithm (AOA) and Aquila Optimizer (AO)
solvers, namely the AO-AOA, are applied to solve the Opti-
mal Power Flow (OPF) problem, where the objective is to
independently optimize the generation fuel cost, power loss,
emission, voltage deviation, and L index. In [71], a Hybrid
Differential Evolution and Harmony Search (Hybrid DE-HS)
algorithm has been proposed for the OPF formulation, which
includes active and reactive power constraints, prohibited
zones, and valve point loading effects of generators. In [72]
the FAHSPSO-DE approach is proposed, which combines
self-adaptive particle swarm optimization (SPSO) and dif-
ferential evolution algorithms to efficiently solve the OPF
problem for three IEEE standard systems: IEEE 30-, 57-, and
118-bus test systems.
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Researchers have developed various modifications and
variants to existing algorithms to handle these drawbacks,
including modified and combined methods. For example,
in [73], Nguyen proposed a new social spider optimiza-
tion algorithm (NISSO) for the OPF solution by making
three changes in the traditional social spider optimization
algorithm (SSO) to improve and accelerate the optimal solu-
tion quality. In [74], a Modified Artificial Hummingbird
Algorithm (MAHA) has been proposed to effectively solve
OPF and enhance the performance of the original Artifi-
cial Hummingbird Algorithm. In [75], a new variant of the
Animal Migration Optimization (AMO) algorithm, known
as Boundary Allocation Animal Migration Optimization
(BA-AMO), was conceptualized to study the optimal power
flow problem associated with IEEE bus systems. In litera-
ture, there are various studies aforementioned on the OPF of
traditional power systems by using such methods of employ
numerical or heuristic approaches. But since the usage and
integration of renewable energy systems to power system
increases drastically in recent years, OPF studies have been
directed towards another goal which is optimizing the power
system while being fed by unpredictable renewable energy
sources of PV and wind. The best planning for an isolated
hybrid power system with a PV system, a diesel generator,
and battery storage has been discussed in [76]. Another study,
the alternating current OPF problem for thermal, wind, solar,
and tidal energy systems have been resolved by using the
symbiotic organisms search [77]. Also, the dynamic eco-
nomic dispatch optimization issue has taken into account the
emission and valve-point loading influence of the genera-
tor [77]. In addition to these studies, renewable related and
highly-focused OPF studies take consideration of stochastic
wind power and energy [78]. Another study on hydro-
thermal-wind scheduling of hybrid power systems carried out
for optimal results [79]. And, multi-objective optimization of
wind energy integrated power systems is achieved in terms of
cost and system parameters in [80].

C. RESEARCH GAP AND CONTRIBUTIONS

Considering the non-linear and convex nature of the optimal
power flow (OPF) problem, as well as the current economic
situation, increasing global energy demand, technological
advancements, and the challenges associated with the grow-
ing integration of renewable resources into power systems,
finding optimal solutions using proposed algorithms requires
substantial time and effort in the research field. Researchers
commonly rely on IEEE test systems to assess the accuracy
and performance of proposed algorithms. However, there are
many studies in which control and state variables have dif-
ferent numbers in the same test system [73], [81], [82], [83],
[84], [85], solution interval values of variables and constraints
are different [42], [44], [46], [54], [64], [71], [75], variables
are unverifiable because they are not reported [S51], [66],
[69], [72], [86], different coefficients are preferred for the
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same objective functions [64], [87], [88]. Furthermore, many
studies even do not provide sufficient results or search ranges
for the variables such that validations of their feasibilities are
not possible. The works in literature generally blindly com-
pare various optimization algorithms in achieving the OPF
problem by using different search ranges (lower and upper
limits) for the same variables (solution variables or constraint
variables). Since the methods are not transparent enough, it is
also not possible to verify their feasibility. Sorting through
the literature and identifying those OPF applications having
exactly the same test conditions is a challenging process.
Therefore, this study will inspire researchers by highlighting
that no single approach will be sufficient in OPF studies. The
proposed methods should be compared with systems under
the same test conditions.

Recently, honey formation optimization (HFO) frame-
work [89] was proposed by Yetgin and colleagues for solving
mathematical problems where the formulations of the objec-
tive functions are known or designed. HFO extends the
Artificial Bee Colony (ABC) algorithm with the concept of
multiple components in a source and the worker bees tending
to collect components currently needed. However, the neces-
sity of component design for a particular problem makes the
HFO not applicable to optimize an arbitrary objective func-
tion. In [90], HFO with a single component (HFO-1) has been
proposed by Yetgin and colleagues to remove this hardship of
HFO for numerical function optimizations. HFO-1 is original
in that it extends the formation phase of HFO with novel local
search and, importantly, introduces three new phases, mixing,
maturation, and saturation, specific to honey production, but
it needs modification to solve the challenging OPF problem.
Three modifications were made to solve the OPF problem
using the HFO-1 algorithm: HFO-1a, HFO-1b, and HFO-1c.
The performance of these modifications was then tested using
12 benchmark functions from CEC 2021. For simplicity, the
original HFO-1 assumes a fixed bound range (lower and
upper limit) for all parameter values. This mainly creates a
problem in the mixing phase of HFO-1 that randomly mixes
parameter values across different dimensions. In order to
get rid of this limitation HFO-1a and HFO-1b are proposed.
Furthermore, the honey formation phase of the HFO-1 is not
open to vectorial implementation due to each bee sequen-
tially updating the visited sources. Thus, HFO-1c is further
proposed to improve the honey formation phase. This article
not only adapts the HFO-1 algorithm to solve the challeng-
ing OPF problem by developing variants of the proposed
HFO-1 algorithm for the solution of mathematical problems
but also uses it to solve an engineering problem for the first
time.

The main contributions of this paper as follows,

« A novel optimization method whose performance is
shown with benchmark studies is applied to engineering
problem for the first time.

« It is shown that by applying small parameter changes
to HFO framework, the chance of converging to better
solution sets can be achieved.
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o The proposed algorithm that has different variants which
shows better performance depending on the study case
of three type modification IEEE-30 and 118 bus test
systems.

o The performance of the proposed approach is compared
with results of recent state-of-art studies compromised in
literature. The obtained results show that the proposed
approach not only can optimize the system better than
most of the studies but also can keep the system in
constraints.

The paper is organized as follows: Section II presents the
mathematical formulation of the OPF problem and summa-
rizes the objective functions. Section III provides an overview
of the Honey Formation Optimization for Single Component
(HFO-1) and its variants. The first subsection of Section IV
discusses test studies on 12 CEC 2021 benchmark functions
of the proposed HFO-1 variants. The second subsection pro-
vides a detailed description of OPF studies and compares
simulation results. Conclusions are drawn in Section V.

Il. OPTIMAL POWER FLOW
The main objective of the OPF problem considered in this
study is to minimize the objective functions such as pro-
hibited and non-prohibited valve effect and non-valve effect
generation cost, active power loss, and voltage deviation
while keeping the variables such as generation bus voltage
magnitudes, load bus voltage magnitudes, shunt VAR capac-
itances, and transformer tap settings within the constraint
limits.

The problem can be defined as:

Optimize: f (x, u)

With the subject of: g (x,u) =0and 2 (x,u) <0

In accordance with

u = [PGstack VL QGStL] (D

where u indicates the state variables, including real gener-
ation power of the slack bus Pggack, voltage of the load
bus V., reactive generation power Qg and transmission line
loading S7y,

x =[Pc Ve 0c T] @

where x represents the variable vector for the elements,
including the real power Pg, generator voltage Vg, the output
of shunt VAR compensators Q¢ and settings of the tap chang-
ing transformers T, f and g represent the objective function
and the load flow equations, respectively, /2 indicates the
parameter limits of the system.

A. EQUALITY AND INEQUALITY CONSTRAINTS OF THE
POWER SYSTEM

1) EQUALITY CONSTRAINTS
The typical equations related to load flow, g(x, u), in the
literature, is given by,

PG, — Pp, — Z;l Vil [Vi| Y] cos (0 — i + 8;) = 0
3)
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0, — Op; — Z;; Vil | V| Yy sin (85 — 8; +8;) = O
“

where Pg; and Qg; are the real and reactive generation power
outputs, Pp; and QOp; are the active load and reactive load
demand of bus i, the bus admittance matrix elements are
represented by 6, and finally, n is the total bus number.

2) INEQUALITY CONSTRAINTS
These constraints h(x, u,) limit the security of the power
system and are categorized as follows:

Active, reactive power outputs and bus voltages of the
generators are restricted by their lower and upper limits, and
the formulations of generator constraints are given as follows,

Ve < Vai s Vg™ i=1, N 5.)
PR < P < PN =1, ... , Ng (5.b)
nginEQGlleglax’ 1_1, ....... ,Ng (SC)

where N, defines the number of generators, including the
slack bus.

The maximum and minimum limits of tap settings regard-
ing the transformer is given by,

T < T < T/, i=1......... , Nt ©)

The maximum and minimum reactive power that can be
injected or absorbed by compensators are defined by the user
as,

Q" < Q¢ < QP i=1........ N (7)

The load bus voltage constraints and the maximum value of
loadability capacity of the transmission line are,

VI <V SV i=1 . Ny, (®)
S <SP =1, . Ns, ©)

where NG defines the number of generators, including the
slack bus. N7, Ng., Ny, and Ng, are the number tap changer
transformers, shunt VAR compensators, load buses and trans-
mission lines respectively.

3) PRACTICAL CONSTRAINTS

a: PROHIBITED ZONES OF THE POWER SYSTEM
Three-phase synchronous generators are subject to physical
and structural limitations due to failures in shaft bearings and
vibrations of machines’ accessories such as pumps or boilers.
These generators may not operate at certain operating points
or regions known as Prohibited Operating Zones (POZ). The
concept of POZ was introduced in power system analysis
to avoid instability points or zones. The production cost
function needs revision to include these prohibited operating
zones [81]. Therefore, it is necessary to determine a mathe-
matical formulation for prohibited zones. The POZ constraint
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for the quadratic fuel cost function is described in Eq. (10) and
illustrated in Fig. la.

PrginSPGiSPlgi,l
or P“G”i,jf1 <Pg < P’C’;’,.J i=1,...,Ng,j=2,...,Npozi
orP”Gl;,NPOZ,. < Pg; < PG,

(10)

where Npoyz; is the total number of POZs of generator i; Plgi j
and where P“Glj. ; are lower and upper boundaries of the jth
POZ of generator i; Prg}“ and P are lower and upper limits

of active power output of generator i.

b: RAMP-RATE LIMITS

The power output of a generating unit can be increased or
decreased in accordance with the limits of the ramp rate,
which are a function of the size of the resource. A sudden
change in load will affect the generation output. This con-
straint can be modelled as follows:

max (P’gjf", PY— DRi) < PG, < min (P’57X, PO+ URi)
(1D

where, P? is the power generation of the i th unit in the
previous hour. DR; and UR; are the respective decreasing and
increasing ramp-rate limits of the i th unit.

B. OBJECTIVE FUNCTIONS

This study aims to optimize the power system control param-
eters using the proposed HFO-1 method to minimize the
objective functions such as base fuel cost, multi-fuel cost,
impact of valve point on fuel cost, power loss, voltage devi-
ation, and fuel cost in POZs. The study utilizes various
objective functions listed below.

1) GENERATION FUEL COST MINIMIZATION

a: BASIC FUEL COST

The fuel costs regarding each generator unit are modelled by
quadratic functions as:

Ng
fe =" ai+biPci+ P (12)

where N, is the total generator number; Pg; is the generation
of real power at bus i; a;, b;, and ¢; are the weighting factors
of the generating unit i.

As in (13), shown at the bottom of the next page,
Qikm, Dikm, Cikmare generator coefficients, and Pgiiy 1S the
ith generator active power levels, where i is the generator
number, k is the fuel type number, m is the different range of
generator levels. Pgjr then corresponds to the active power
output of Generator i. running on type k. fuel.

b: MULTI FUEL COST

For the case of thermal generating units using multiple fuel
options (MFO), a piecewise function is the presentation of
fuel cost. Piece wise quadratic equation is used instead of
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FIGURE 1. The cost graphs (a) curve with prohibited zones, (b) curve multi-fuel cost, and (c) Cost curve with and without the valve-point effect.

normal quadratic equation. The active power levels of gener-
ators are considered to have a set of constraints as formulated
in (13). They consist of several convex curves as a piecewise
sum of quadratic functions, as shown in Fig. 1(b).

¢: GENERATION FUEL COST WITH VALVE POINT EFFECT
OPTIMIZATION

The fuel cost functions of some generation units are either
smooth (without valve point effect) or non-uniform (with
valve point effect), as shown in Fig. 1.c. This is due to the
fluctuations caused by the opening process of the control
valves of the steam turbines. Therefore, taking into account
the valve-loading point effect, the fuel cost can be calculated
using (14) [81].

N
fve = zi:gl (aipg,- + biPgi + Ci)

+ ‘d,- X sin (ei X (P?l-m — Pgi))‘ (14)

where d; and e; are constants from the valve-point effect of
the /" generating unit.

2) TOTAL POWER LOSS

The control parameters are optimized to reduce the real power
loss to a minimum. The real power losses for each transmis-
sion line can be expressed as,

N;
for =30 &i[VE+ V2= 2WiVcos 5 — 3w (15)

where Ny, is the number of transmission lines; g; is the con-
ductance of the ith line; Vi and V,, are the voltage magnitude
at the end buses k and m of the ith line, respectively, and &k
and §,, are the voltage phase angle at the end buses k and m.

3) VOLTAGE DEVIATION

In order to improve the voltage profile of the system, the
voltage values of all load buses at 1 p.u should be fixed

IMuii—c =
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ait1 + binPein + cinnP%;, 1, fuel
aii2 + bi1oPcin + ciioPgy, 1, fuel

2
aip m + b2 mPci2 + ci2 mPgps 2, fuel PGio m—1 < Pcio < PG

PG < Peit < Pginn
Pgin = Pgil < Peinz

| @it m + bit mPGit + cit mP%;, 1, fuel Pgit m—1 < Pgit < P
2

ap1 + bp1Pgip + co1 Py, 2, fuel

a2 + bioPgio + ciaPgpys

PI" < Pgin < Pginl
2, fuel  Pgp1 < Pgip < Pginz
(13)

Gi2 m

aik1 + b1 PGk + cik1 Pay, k. fuel PER < Pgix < Pgir
)

aik2 + b2 PGik + cikaPgy, k. fuel  Pgix1 < Pgik < Pgik2
3

ikm + bikmPGik + CikmPgy.» k. fuel PGim—1 < Pgik < P,

Gikm
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HFO-1 Skeleton
I- Sources < initialize_honey_sources

2- Gbest < Pbest <Sources[1]
3- repeat
4- for each sourceof workers
5- component < source
6- Sources < exploit(source, component)
7- for each onlooker
8- source<— select_a_source(Sources)
9- Sources < exploit(source)
10- if mixing phase
11- Sources<— mix honey-
forms with PBest and others randomly
12- ensure the Pbest form is not corrupted
13- if maturation phase
14- Sources<— initialize_honey_sources and set newSite =
true
15- else if saturation phase
16- Sources [mx] <— Pbest <
Gbest with random mx and set newSite = false
17- if Gbest is not improved for one maturation period
18- change mixing sizes randomly
19- until maximumiteration

by minimizing the voltage deviation [91]. To calculate the
voltage deviation for load buses, use the following formula:

N
fro=2> "1 IVi—1] (16)

where Npg is the load bus number.

Ill. HFO-1 ALGORITHM

HFO-1 (Honey Formation Optimization for Single Compo-
nent) is a swarm-based optimization algorithm that imitates
the honey production processes of the bees, and it was intro-
duced by Yetgin and Ercan [90]. It is an extension to the HFO
Framework [92] to solve the numerical function optimization
problems where the definition of the objective function is
not required, and the objective function is used as a black-
box interface. The HFO-1 passes through five phases, namely
initialization, honey formation, mixing, maturation, and sat-
uration. The skeleton of the HFO-1 algorithm is shown in
Scheme 1.

In the initialization phase, the algorithm generates a set
of candidate solutions, uniformly random in solution space,
corresponding to the bee stoma’s initial honey-forms. HFO-1
assumes that every source has its associated honey-form. Dur-
ing the honey formation phase, as the sources are exploited,
the initial heterogeneous forms evolve into more mature
forms in the bee stoma. In this phase, each honey bee mixes
the visited foods with its own enzymes in its stoma and
matures its personal mixture overtime. The personal mixture
occurring in the bee stoma is simply called mixing-O and
modeled with the exploit function in the algorithm, defined
through (17)-(19). Let x; = Sources; denotes the i. solution
among N solutions, x;.f = f (x;) is its honey fitness (objective
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value), x;.c = f (x;) — Gbest.f is its component fitness, Gand
best is the global best solution of the previous iteration. Then,
the candidate solution v; is generated around the solution
x; and then the solution is updated if the v; has a better
component for workers or better honey fitness for onlookers,
defined in (18) and (19) respectively.

viljl = xilj] + q. (xilj] — x [jD (17)
vi, If vi.c < xj.c
Sources; = Hxi, otherwise ] (18)

vi, if vi.f <Xi-f] (19)

Sources; = .
X;, otherwise

where x; # x; is a random source and j is the randomly
selected dimensions to update (the length of j is strategic and
defined in the original paper), and q is the step size. Also, each
worker 1 select the source i whereas each onlooker selects
a source 1 according to the roulette selection strategy (22)
whose selection probability vector P = [p1, p2,...,pN] 1S
defined through (20)-(21) where p; is the probability of the
selection of the source i, Sources.fis the vector of all objective
values of the solutions, RouletteWheelSelection(P) selects
one index according to P.

1
it; = 20
fit x;.f — min(Sources.f) + 0.001 (20)
Pi=_—=N
>ohei ity
i = RouletteWheelSelection(P) (22)

When the honey-form in the bee stoma is matured
enough the bees mix their personal mixtures among them-
selves in the hive by sharing via mixing sessions, which
occurs in the mixing phase. This phase corresponds to chew-
ing and spitting cycles of the honey-forms from one mouth
to the other. The algorithm assumes two types of mixing in
the hive: mixing-1 and mixing-2, for mixing semi-mature
and mature forms, respectively. In both cases, the solution
update occurs according to (23) where a random portion of
a solution, either a random solution x; or Pbest (population
best of the previous iteration), defined by the index vector jk,
is transferred to a random portion of x;, defined by the index
vector j.

x [jk1, if rand > 0.5 ] 23)

xill = [ Pbest[jkl,  else

Both vectors, j and jk, have the same length, which is
strategically selected and defined as the mixing size in
the original algorithm. Also, note that the mixing size is
randomly acquired and adaptively tuned by the algorithm
when the Gbest is not changed for one period, shown in
steps 17-18 of the algorithm. During the maturation phase,
the honey-forms become homogenous, meaning the same
as the Pbest in an epsilon neighborhood. This phase occurs
when the bees fully exploit the current site, and the honey
production must continue from a new site. This phase contin-
ues as long as the Gbest does not change until the time that the
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bees must finalize the honey production, which is the satura-
tion phase. In this phase, the Gbest gradually metamorphoses
the mixture to speed up the homogeneity of the mixture. You
can find detailed information about the HFO-1 algorithm in
the study conducted by Yetgin and Ercan [90].

A. HFO-1 MODIFICATION-A (HFO-1A)

HFO-1 was originally designed for numerical optimization
problems where all the problem dimensions are considered
to have the same search range for simplicity. However, many
real-life optimization problems have different search ranges
for various dimensions, and this may create possible vio-
lating bounds in the mixing phase due to mixing different
dimensions of the solutions at (23). Thus, (24) is proposed
to be added to the end of mixing phase to correct any pos-
sible violating bounds at (23). This approach also adds new
behaviour in mixing phase to increase the exploration ability
of the algorithm. Thus, if any violating bounds exist, those
dimensions of the solution are randomly generated from their
corresponding search ranges, and this may contribute to the
ability of the bees to explore.

rand (lowj,, up;,) . if xi ljx] > up;,

rand (low;,, up;, ) . if xilji] < low;, ey

Xiljk] = [
where j is the vector of selected dimensions to update,
acquired in (23), ji is the k. component of the vector j vio-
lating the limits, /low and up are the lower and upper bounds
as vectors.

B. HFO-1 MODIFICATION-B (HFO-1b)

In order to control the possible violating bounds in the mix-
ing phase, another solution is to change the mixing phase
itself in such a way that violating the bounds is avoided in
advance. (25) is proposed to replace (23) to change the mixing
behavior of the bees to ensure the limits.

0.5 (o 1 +x.j1), if rand > 0.5

xilj] = [ 0.5 * (xm [j] + Pbest [j]) else ] 2

where j is the vector of selected dimensions to update, x,, #x;
and x,, #x; are randomly selected sources to mix from.

C. HFO-1 MODIFICATION-C (HFO-1c)

HFO-1 Modification-C is an extension to the Modification-A.
Here, different solution update equations are proposed for
workers (26) and onlookers (27). In the solution update
equation of HFO-1 (17), the solutions, x; and xz, might
already be modified in the current generation. A different
approach is proposed in (26)-(27) where the solutions at the
right side of the equation (e.g., px; and others) are not allowed
to be modified in the current generation, and also, x; in the
original equation is replaced by strategic selections, permu-
tation (permx) and roulette selections (px,,;). This approach
also allows vectored implementation, which is not possi-
ble in the original. In order to achieve this, letpSources =
Sources be the population before its update, and permx =
shuffle(pSources) be its randomly reordered (permutated)
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variant, px; = pSources; and px,,, = pSources,, where
the sel is the selected index by the onlooker according to the
selection strategy, defined through (28)-(29) where p; is the i.
element of the probability vector P. Then, the population
Sources is updated based on the component fitness for work-
ers (30) and honey fitness for the onlookers (31).

vi [jl = px; [j] + q. (pxi [j]1 — permx; [j1) (26)

vi [j1 = px; 1+ q- (px; (7] = px4er 1) 27)
fit;
pi=01+09% ———— (28)
S fit
sel = RouletteWheelSelection (P) (29)
Sources; = [ Vio if vie < pri-¢ ] (30
X;, otherwise
Sources; = [ Vis i vidf < Pxif ] 3D
X;, otherwise

Note that in this modification, similar to workers, each
onlooker is also associated with a different source (each
onlooker i select the source i). However, each onlooker
applies roulette selection to mix one step from a random
SOUICE, PXp)-

D. ADAPTATION OF PROPOSED HFO-1 ALGORITHM FOR
POWER FLOW CONSTRAINTS

In this study, HFO-1 is adapted to overcome undesirable
solutions by adding a penalty value to the objective function
when solving the OPF problem with constraints. Thus, the
algorithm assumes bound constraints such that real power
generation output at the slack bus (Pgsiack ), 10ad bus voltages
(V1), reactive power generation output (Q¢) and transmission
line loading (S7z) are included in the extended objective
function to ensure that the dependent variables remain within
the allowed limits and to discard any infeasible solution.
Let u = [Pg Vi Qc T | denote any solution vector and
x = [Pgsiack Y] with Y = [V.QgST1r] denotes the vector
of constraint parameters. Then, the objective function value,
f(x), is updated by sequential operations via (32)-(35) to
penalize any violating boundary. If the slack variable violates
the bounds, it is penalized with a weight of 1000 as shown
in (33).

[PGisack, Y] = PowerFlow (u) (32)
Pgisack = 1000.Pgisack
X . (Pgisack > Ubgisack||PGisack < LbGisack)
(33)
Penalty (Y) =w. 2;1 [abs (Ub; — Y;) . (Y; > Uby)
+abs (Lb; — Y;) . (Y; < Lb))]
(34)
where PowerFlow(x) function is defined according to [93],
UbgGisack and Lbgisqck are upper and lower bounds of the slack

variable respectively, Ub; and Lb; are upper and lower bounds
of the i. constraint parameters respectively, w is the penalty
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coefficient and empirically found for each multi-objective
function definition. Then, the objective function value.f (x),
used in the algorithm is updated by (35) where the objective
function uses the slack variable as defined in (33) (if in case)
and adds a further penalty to any violating bounds.

f&x) =f(x) + Penalty(Y) 35)

In addition, the procedure for taking the POZ into account
can be explained as follows: When a generator operates
within the POZ, the strategy is to add a penalty value to the
total objective function. This penalty term is based on the
distance of the operating point from the lower or upper band
of the POZ.

IV. BENCHMARK RESULTS AND OPF CASE STUDIES

This section is organized as follows. First, 12 benchmark
functions are tested to measure the performance of the three
proposed variants of HFO-1, and the numerical results are
given in the first subsection. Then, in the second subsection,
IEEE-30 and IEEE-118 busbar test systems are used to verify
the effectiveness of the proposed variants, and their results are
evaluated.

A. BENCHMARK RESULTS OF PROPOSED HFO-1
MODIFICATIONS

To verify the effectiveness of the proposed variants of HFO-1
in different problems, they are comparatively tested using
the CEC 2021 benchmark functions. CEC 2021 Test Suite
includes 12 unimodal, multimodal, hybrid and composite
functions. Each benchmark function is experimented with
30 times, with a maximum iteration of 5000, and the results
are averaged. The population size 30 is used, which is equal
to the number of food sources, and the problem dimension
10 is used for all functions. Each function’s search range is
fixed as [—100,100]. Thus, for the benchmark tests, HFO-
la is equivalent to the original HFO-1 due to the fact that
HFO-1a only differs from HFO-1 when the search range
is different for some dimensions. The suggested parameter
values of HFO-1 are used, which assumes that the mixing
ratio (MR) is 8, the initial step size(q0) is 2, and random
walk-based search is enabled. The purpose of this test is to
comprehensively investigate the overall performance of the
proposed algorithms to better demonstrate their effectiveness
and ability to solve other complex optimization problems.
Table 1 shows the results for the best, worst, average, and
execution time of the 12 benchmark functions, with the best
results in bold.

The variants of the HFO-1 are very successful in finding
the optimum solution for unimodal functions such as F1, F2,
F3, F4, F5, F7, and F11, as shown in Table 1. However, as a
general established knowledge from literature, no optimiza-
tion algorithm is expected to overcome the others for all test
functions. For example, HFO-1a shows superior success for
the challenging function, such as F9 whereas other variants
of HFO-1 get better optimum values for the functions F6, F8,
and F10. Here the variants of HFO-1 are compared among
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themselves in terms of the average values obtained after
30 iterations. Talking in general, the HFO-1c algorithm seems
superior to the others in terms of execution time and optimum
values, whereas HFO-1b seems the worst in terms of the same
metrics for the benchmark problems. The reason is that HFO-
1c allows vectorial implementation, which makes it faster
than the others for the test problems. The solution update
equations (25)-(26) of HFO-1¢ allow each bee to behave more
independently. This helps HFO-1c to escape from the local
optimums at which the other variants are possibly get stuck.

Fig. 2 visualizes the first 1000 iterations of the evolution
curves of the HFO-1 variants for the CEC 2021 bench-
mark test functions. This may give a general picture of
their convergence rates. Comparing HFO-1a, which is used
here as the original HFO-1, with the other variants (HFO-1b
and HFO-1c), the convergence rates of the algorithms seem
more or less similar. However, the convergence rates of the
improved algorithms are slightly better than the original one,
except for F1. Talking in general, the HFO-1c variant seems
the best when considering its optimization accuracy and
convergence rate, which makes it potentially an effective opti-
mization algorithm to address a growing number of problems.

Fig. 3 shows the boxplot curves of the variants of HFO-1.
The figure visually represents the data distribution across all
functions in the CEC 2021 dataset. The whiskers on the box-
plots represent the minimum and maximum values obtained
by the algorithms. A tight boxplot is indicative of a significant
level of data reconciliation, as is the case for functions such
as F1, F2, F3, F5, F7, F9, F10, and F11 of variants of HFO-1.
Apart from these, HFO-1c also has a tight box plot in F8 and
F12. When the functions F4 and F6 are analyzed, HFO-1c
gives a more stable result than HFO-1a and HFO-1b.

B. OPF CASE STUDIES

To assess the effectiveness of our proposed algorithms,
we utilized the OPF problem to solve the IEEE 30 and 118 bus
systems. eleven test cases are configured. Each test case is
experimented with the proposed algorithms, each of which
uses a population size of 30 and a maximum iteration of
10,000. The problem dimension is decided by the bus system
considered. The suggested parameter values of the HFO-1 are
followed, which assumes MF = §, qo = 2, and random walk
enabled.

Table 2 presents the data, specifications, and minimum and
maximum operating constraints for both test systems. Further
details can be found in references [82], [83]. It is applied the
penalty technique to ensure that both test systems and control
variables, including valve point effect, multi-fuel operation,
and POZs, remained within the acceptable ranges specified
in Table 2. 11 case and two sub-case studies were examined
across IEEE test systems, as summarized in Table 3. A tick
mark has been placed in the Table 3 for the specified case
studies. To demonstrate the effectiveness of HFO-1 variants
in solving the OPF problem, we compare them with several
algorithms reported in the literature. Graphical comparisons
are also presented to investigate the convergence performance
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TABLE 1. The statistical comparison of the HFO-1 variants for the CEC 2021 benchmark functions.

Functions HFO-1a HFO-1b HFO-1c
F1 Best 300 300 300

Worst 300 300 300

Average 300 300 300

Time 2.18791886333 3.02335361000 0.20209477000
F2 Best 400 400 400

Worst 400 400 400

Average 400 400 400

Time 17.9947113300 27.1486671666 0.34738551666
F3 Best 600 600 600

Worst 600 600 600

Average 600 600 600

Time 5.11515254666 5.00776979000 0.53332531333
F4 Best 800 800 800

Worst 802.984877171 802.984877171 802.984877171

Average 801.392946779 801.193950868 801.094454969

Time 83.3045264933 83.5998533833 13.3312779733
F5 Best 900 900 900

Worst 900 900 900

Average 900 900 900

Time 4.06213926000 5.73868752000 0.14919569666
F6 Best 1800.02028520 1800.00289384 1800.00095751

Worst 1800.96374800 1803.01264169 1800.09834707

Average 1800.10867943 1800.18825223 1800.03196080

Time 81.5295195033 81.5953919800 19.3705893200
F7 Best 2000 2000 2000

Worst 2000 2019.99986136 2000

Average 2000 2000.66666204 2000

Time 13.1520806466 19.2498914966 29.1754165566
F8 Best 2200.00000651 2200.00000234 2200.00044175

Worst 2200.72303619 2220.03817503 2200.05576148

Average 2200.26700857 2202.11578475 2200.00645231

Time 528.516453223 91.3621118900 33.9798624466
F9 Best 2300 2529.28438270 2529.28438270

Worst 2529.28438270 2529.28438270 2529.28438270

Average 2521.64156995 2529.28438270 2529.28438270

Time 82.8267290400 83.7399328533 30.7012996600
F10 Best 2500.06039397 2500.00905952 2400.00000000

Worst 2500.21065977 2500.20565234 2500.20804879

Average 2500.13850257 2500.08339698 2490.13976509

Time 82.7537711233 83.5873239133 28.1563702100
F11 Best 2600 2600 2600

Worst 2600 2600 2600

Average 2600 2600 2600

Time 5.73114099666 6.10654728666 3.29754288333
F12 Best 2858.61835455 2858.61835455 2858.61835455

Worst 2858.61835455 2861.43526767 2858.61835455

Average 2858.61835455 2859.01107171 2858.61835455

Time 125.868053160 827.455811576 39.497679126

of HFO-1a, HFO-1b, and HFO-1c. The results show that all
constraints are strictly adhered to the acceptable ranges when
the algorithms start converging. The figures only show the
penalty curve of the best variant, which becomes zero when
all constraints are satisfied

1) IEEE 30-BUS SYSTEM
The system demand for active power was 2.834 p.u and for
reactive power was 1.262 p.u at 100 MVA base. The system
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includes six generators, four transformers with off-nominal
tap ratios at lines 6-9, 6-10, 4-12, and 28-27, and two shunt
compensators for standard system and nine shunt compen-
sators modified system. The effect of practical constraints
was examined by conducting 2 case studies in the standard
test system. A seven-case study was conducted by integrating
renewable energy sources in the modified test system. The
load demands are modeled as fixed loads from the literature.
The coefficients for the fuel cost are available in [94].
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FIGURE 2. Benchmark converge curve graphs for CEC 2021 twelve functions (a)-(I).
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FIGURE 3. Boxplot graphs for CEC 2021 twelve functions (a)-(l).

a: THE STANDARD SYSTEM

There are eighteen control variables for this system. In case
no 1, fuel cost is minimized without practical constraints.

109304

600.5
F3
Q
=
s
S
g
5 600 — — —
(=1
8
5
g
=
=9
599.5
HFO-la HFO-1b  HFO-lc
(©)
1803 + F6
» 18025
=
S 1802
—
g
5 1801.5
g
5 1801F  + +
g
=
M 1800.5
HFO-la HFO-1b HFO-1c
®
— — —F9
2500
Q
=2
<
> 2450+
—
o
£
m
= 2400+
.2
S
g
£ 2350t
2300F  +
HFO-la HFO-1b HFO-lc¢
@)
2861.5 I F12
2861
[}
=
< 2860.5
St
2 2860
5
(=1
228595
Q
g
2859
2858.5

HFO-la HFO-1b HFO-lc
o

In case 2, active power loss is minimized both with and
without ramp-rate limits.
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TABLE 2. IEEE 30 and 118 bus test system.

IEEE 30 Bus Test System

IEEE 118 Bus Test System

Items Quantity Description Range Quantity Description Range

Buses 30 [82] 118 [83]

Branches 41 [83] 186  [83]

Generators 6 Buses:1(Slack),2,5,8,11,13 Vg [pu] [0.95 1.1] 54 Buses:1,4,6,8,10,12,15,18,19,24,25,2  [0.94 1.06]
6,27,31,32,34,36,40,42,46,49,54,55,
56,59,61,62,65,66,69(Slack),70,72,7
3,74,76,77,80,85,87,89,90,91,92,99,
100,103,104,105,107,110,111,

112,113,116
Shunt capacitors 9 Standard system 14 Buses:18,25,53 [0 30]
Buses:10,12,15,17,20,21,23,24,29 [0.0 5.0]
2 Modified system
Buses:10,24 [0 30]

Transformers 4 Buses:11, 12, 15, 36 T'[pu] [0.95 1.1] 9 Buses:8,32,36,51,93,95,102,107,127 [0.95 1.1]

Load buses 24 Voltages V1 [pu] [0.95 1.05] 64 Voltages V1 [pu] [0.94 1.06]

Control 17 Standard system 130

variables 24 Modified system

11 Modified integrated renewable system
TABLE 3. Summary of case studies on test systems.
IEEE 30-bus IEEE 118-bus
Case no. Standard system Modified system Renewable system Standard system

fe feL fe frL fro fmui-c fre  froz-c fe fe frL
Case 1 v
Case 2.1 (without v
ramp rate and POZ)
Case 2.2 (wit ramp v
rate and POZ limit)
Case 3 v
Case 4 v
Case 5 v
Case 6 v
Case 7 v
Case 8 v
Case 9 v
Case 10 v
Case 11 v

In the first case study, where (12) was used to min-
imize the basic fuel cost, the fuel cost of HFO-1c and
HFO-1b were found to be 800.59727 $/h and 800.597793 $/h,
respectively. On the other hand, the fuel cost of HFO-1a was
800.597226 $/h.
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Fig. 4 displays the convergence curves of the three devel-
oped HFO-1 modifications and the penalty value of the
best-performing HFO-1 variant. The penalty plot on the
right-hand side of Fig. 4-11 belongs to the HFO-1 modifi-
cations, which provides the optimal solution value for each
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TABLE 4. Simulation results of case 1 on IEEE-30 bus standard test system for practical system.

Existing methods Proposed
Items Range TS[96] PSO[97] CSA[97] HCSA[97] HFFA[97] UDTPSO[95] HFO-la HFO-1b HFO-lc
P [80 250] 176.04 1785558  170.7789  176.8707  179.3122 1777624 177.1952 177.1937 177.1960
P, [20 80] 48.76 48.6032 483696  49.88626  48.26495 48.9829 4872334 48.72260 48.72369
P [1550] 21.56 21.6697 183135  21.61352  20.9265 21.0188 2138353 21.38337 21.38335
Py [1035] 22.05 20.7414 32,6057  20.87963  19.86292 21.02163  21.23662 21.23427 21.23680
Py [10 30] 12.44 11.7702 10 11.61685  12.3402 1143384  11.91973 11.92443 11.91860
Py [12 40] 12 12 12 12 12 12 12.00000 12 12.00000
v, [0.95 1.1] 1.0500 1.1 1.1 1.057 1.1 1.1 1.083319 1.083328 1.083308
v, [0.951.1] 1.0389 0.9 1.0567 1.045622  1.057657 1.087706  1.024304 1.044312 1.024294
Vs [0.951.1] 1.0110 0.9642 1.0912 1.018493  1.065718 1.061636  1.033132 1.033142 1.033126
Ve [0.95 1.1] 1.0198 0.9887 1.0725 1.026591  1.070609 1.069037 1.057877 1.047877 1.057874
Vi [0.951.1] 1.0941 0.9403 1.0465 1.057 1.025229 1.007715 1.099991  1.063684 1.099999
Vis [0.951.1] 1.0898 0.9284 1.1 1.057 1.092478 1.099918 1.053197 1.053168 1.053247
Oct0 [0 5.0] B 9.0931 30 2535913 5 19.49261 1599661 14.78210 1.578098
Ot [0 5.0] B 21.665 6.7556 10.6424  29.67086 15.07354  11.13993 11.13698 11.13735
T [0.91.1] 1.0407 0.9848 1.0531 1.025462  1.045322 0.97872 1.034924 1.026793  1.034890
Thy [0.91.1] 0.9218 1.0299 1.007 0.972648  0.980038 0.957272  0.900023 0.926474 0.900000
Tis [0.91.1] 1.0098 0.9794 1.0395 1.006042  1.096105 0.99571 0.964433  0.964427  0.964506
The [0.91.1] 0.9402 1.0406 0.9707 0.964443  1.02131 0.975997  0.966121 0966117 0.966124
O [-20 150] - - - - - - 2656381 2.665909 2.648250
0, [-20 60] B B . - - . 2024224 20.24073 20.22889
0s [-15 62.5] B B - - - - 2572783 25.73005 25.73033
Os [-15 48.7] B B - - - - 26.87082 26.84489 26.87458
on [-10 40] B B . - - . 26.80601 11.10547 26.80788
O [-15 44.7] B B - - - - 2496155 2.474280 2.533501
fo($/h) 80229 8034548 802.7283  802.0347  800.9964 799.5376"  800.5972 800.5977 800.5972
For(MW) - 9.9403 8.6677 9.466955 - 8.819618  9.058451 9.058483 9.058532
fvp (0-w) - - - - - - 0.889625 0.882227 0.889498
825 . . ; . 0.08 7 . . . . 0.7
HFO-1a :800.597226 ———— HFO-1a :3.138415 (with)
———— HFO-1b :800.597793 | 10.07 6.5 ———— HFO-1b :3.138413 (with) {06
820 ————— HFO-1¢ :800.597227 ————— HFO-1c :3.138439 (with)
---------- HFO-1a (Y) :0.00000 | 10.06 6 ——— HFO-1a:3.798614 (without) | |
— ———— HFO-1b :3.798619 (without) :
— 51 {0.05 _ E 5.5 ———— HFO-1c :3.798583 (without) .
£ z & HFO-1b (Y) :0.00000 (with) | 40.4 2
£ 10.04 & § 5 HFO-1c¢ (Y) :0.00000 (without) 2
z |z 5 P los &
© 8107 {0.03 & £ 4.5 =
S =
¥ 10.2
: 10.02 4
805
J0.01 3.5 10-1
800 = : - - 0 : - - 0
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FIGURE 4. Basic fuel cost convergence of HFO-1a, HFO-1b and HFO-1c for
without practical constraints for the standard test system.

case study. In these figures, the penalty value of the best
performing HFO-1 variant is plotted for each case study, and
itis clearly presented that the safety and operating constraints
of the power system are strictly adhered to.

109306

Iteration

FIGURE 5. Power loss convergence of HFO-1a, HFO-1b and HFO-1c¢ for
with and without practical constraints for the standard test system.

Case 2 contains two subcases: with ramp rate limits and
POZ and without ramp-rate limits and POZ. In the first sub-
case (Case 2.1), HFO-1b converged to a better result than the
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other variants, and in the second subcase (Case 2.2), where
there were no practical restrictions, HFO-1c converged to a
better result.

Fig. 5 compares the convergence speed of the best perform-
ing variant among the three HFO-1 modifications developed,
with and without practical constraints.

HFO-1a and HFO-1b exhibit similar convergence and
superiority over the HFO-1c algorithm. Table 4 shows the
comparison of the solutions produced by HFO-1 variants with
existing methods without practical constraints. In this table,
the solutions produced by HFO-1 variants are compared in
detail with existing methods. Table 5 gives the results of the
study in which the active power loss was minimized without
practical constraints and with practical constraints which with
ramp rate and POZ limit. It can be seen in both tables that
the variants the proposed HFO-1 algorithm yields superior
results than existing methods. The ramp —rates and POZ lim-
its followed by the generating units for the objective function
can be found from [95]. The practical constraints set for the
generators have been observed throughout the simulation.

Upon careful analysis of Table 4, it can be seen that
the generators attempt to reduce fuel costs by producing
active power as close to the lower limit values as possible.
In contrast, as shown in Table 5, the opposite is observed.
For the sub-cases with and without practical constraints, all
generators except the swing bus generate power at the highest
limit value. This is a predictable outcome, as the active power
generation of the released swing bus is reduced in order to
minimize power loss.

The results were validated with existing literature in the
standard test system category and the findings are presented
in Table 6.

b: THE MODIFIED SYSTEM

In the first case study for this the system, the fuel cost of
HFO-1c¢ was found to be 800.3871 $/h, and the fuel cost
of HFO-1a was 800.3874 $/h. Fig.6 displays the conver-
gence curves of the three developed HFO-1 modifications and
the penalty value of the best-performing HFO-1. Although
HFO-1a has a faster convergence speed than the other two
variants, HFO-1c outperforms them and achieves the best
optimal value.

In case 4, where active power loss is minimized,
HFO-1a outperforms HFO-1b and HFO-1c with a value of
3.07626 MW. Fig.7 compares the convergence speed of the
three developed HFO-1 modifications. HFO-1a and HFO-1b
exhibit similar convergence and superiority over the HFO-1c
algorithm. The voltage increase at the load bus is an important
factor for OPF. Case study 5 aims to keep the voltages at 1.p.u
by utilizing (16). Table7 shows that HFO-1c is 0.08350 p.u,
while HFO-1a and HFO-1b are 0.08413 p.u and 0.08403 p.u,
respectively. Thus, HFO-1c achieves a much lower voltage
deviation value compared to other HFO-1 variants. As clearly
seen from Fig. 8, HFO-1c tends to have a softer (slower)
convergence. Just like in case 3, it performs extra well in the
later iterations and reaches the best result.
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FIGURE 6. Basic fuel cost convergence of HFO-1a, HFO-1b and HFO-1c for
the modified test system.
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FIGURE 7. Active power loss convergence of HFO-1a, HFO-1b and HFO-1c¢
for the modified test system.

It was aimed to minimize the multi-fuel cost in the Sth
case study, which was carried out by carefully optimizing
all control parameters and strictly adhering to the safety con-
straints of the power system. The proposed algorithm’s best
result was found with sub-variant HFO-1b, which yielded a
value of $646.3758/h. HFO-1b not only outperformed the
other modified variants but also demonstrated the fastest
convergence in solving this problem, as shown in Fig.9. The
seventh case study investigates the fuel cost problem of the
sine-function valve effect.

The results obtained are impressive. HFO-la costs
$823.9815 per hour, while HFO-1b and HFO-1c cost
$823.9813 per hour. Fig.10 shows that the HFO-1b variant
outperforms the other two variants in terms of both value
and convergence speed. The 8th case study analyzes the
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TABLE 5. Results of case 2 on IEEE-30 bus standard test system for with and without practical system.

Existing methods Proposed
Items HCSA [97] UDTPSO [95] HFO-1a HFO-1b HFO-1c¢
without with without with without with without with without with
P, 51.608 82.521 51.34983 82.12314 51.538415 82.198614 51.53841 82.198619 51.53843  82.19858
P, 80 63 80 63 80.000000  63.000000  80.00000  63.000000 80.00000  63.00000
Ps 50 49 49.99966 49 50.000000 49.000000  50.00000  49.000000 50.00000  49.00000
Py 35 30 35 30 35.000000 30.000000 35.00000  30.000000 35.00000 30.00000
P 30 28 30 28 30.000000 28.000000  30.00000  28.000000 30.00000  28.00000
Pis 40 35 40 35 40.000000 35.000000 40.00000  35.000000 40.00000 35.00000
14 1.057 1.057 1.1 1.1 1.061488 1.065626 1.061477 1.065673  1.061441 1.065675
Vs 1.0562 1.0037 1.098277 1.026681 1.037422 1.047541 1.037435 1.027582  1.047377 1.037578
Vs 1.0383 1.0324 1.08068 1.077312 1.037951 1.037173 1.037936 1.037195 1.037900 1.037198
Vs 1.0461 1.057 1.08905 1.072681 1.054283 1.042319 1.054239 1.042352  1.044231 1.052356
Vi 1.057 1.057 0.996508 1.038465 1.093636 1.093563 1.093433 1.094045 1.093042 1.093978
Vi3 1.057 0.9308 1.099818 1.1 1.062996 1.062647 1.063122 1.062387  1.063350 1.062385
Oc-10 21.4206 30 28.28745 24.9794 0.000032 0.000861 0.000003 0.000000  0.000004 0.000001
Oc2a 16.5347 16.5028 13.42331 11.96349  11.105200 11.129881 11.09797  11.096061 11.10928 11.11171
T 1.0134 0.9624 1.010603 0.973144 1.032067 1.029264 1.031877 1.029674  1.031560 1.029581
T 0.9629 0.9715 0.964953 0.989799 0.900000 0.900012 0.900000 0.900000  0.900000 0.900000
Tis 0.9802 0.9 0.994236 0.975125 0.989169 0.987220 0.989365 0.986775 0.989740 0.986791
Te 0.9654 0.9349 0.970434 0.964664 0.969450 0.968308 0.969396 0.968289  0.969427 0.968270
O - - - - -5.432830 -4.305339  -5.48436  -4.264374 -5.46741 -4.25276
[0 - - - - 7.554060 8.852705 7.644912 8.882740  7.537221 8.865033
0s - - - - 21.744717 21.928257 21.73931  21.906322 21.74894 21.91387
Os . . . - 26.741791 26.794728 26.70693 26767812 26.77170  26.78868
On - - - - 24317096 23.887919 24.21729 24129988 24.02514  24.08723
0O - - - - 10.871538 10.368102 10.96790  10.168800 11.14332 10.16669
fe(S/h) 967.9202  913.5794 8877182  963.4638 1013.09150 27288204.1 1013.090 27288204.1 1013.091 27288204
fro(MW) 3.208 4.121 3.723141 2.949494 3.138415 3.798614  3.138413 3.798619  3.138439 3.798583
fvo (p-w) - - - - 0.885580  0.885544  0.885336  0.885816 0.884861 0.886128
TABLE 6. Validation of simulation results of case studies 1-2 on IEEE-30 3
bus standard test system. 0.35 . , , , x10
HFO-1a:0.084127
Methods Case 1 Case 2 03 HFO-1b :0.084027 1rs
without with without ——————— HFO-1c¢ :0.083498
EP [98] 803754 5 | HFO-1¢ (Y) :0.00000
MSFLA [87] 802.287 £025 2
AGSO [99] 801.75 £ Z
Hybrid MSFLA-PSO [100]  801.753 B 02 15 2
IPSO [26] 801.978 5.0732 ;0 E
CSA [97] 802.7283 % 0.15} 11
HCSA [97] 802.0347 4.121 3.208 -
UDTPSO [95] 799.5376" 3.7231 2.9494 0.1F 10.5
HFO-1a 800.597226 3.79861  3.138415
HFO-1b 800.597793  3.79861  3.138413 0.05 | [ I | 0
HFO-Ic 800.597227  3.79858  3.138439 0 2000400 600 8001000
Iteration

* Since control variables were not provided, it not validated.

issue of generation cost with prohibited operating zones. This
problem necessitates an additional constraint on the operation
of the generators in addition to the control variable constraint
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FIGURE 8. Voltage deviation convergence of HFO-1a, HFO-1b and HFO-1c
for the modified test system.

for this test system. All control variables are maintained at
their lower and upper limits during the simulation. A penalty
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TABLE 7. Simulation results of case studies 3-5 on IEEE-30 bus test system.

Case-3 Case-4 Case-5
Items Range HFO-1a HFO-1b HFO-1¢ HFO-1a HFO-1b HFO-1c¢ HFO-1a HFO-1b HFO-1¢
P, [80 250] 177.1628  177.1682  177.1668 5147763 5147767  51.47765  62.09739 61.55121 55.57605
P, [20 80] 4871658  48.71672  48.71700 80.00000  80.00000  80.00000  80.00000 80.00000  80.00000
Ps [1550] 2138130  21.38100  21.38082 50.00000  50.00000  50.00000  49.97398  50.00000  50.00000
Ps [1035] 21.22127  21.21685  21.21795 35.00000  35.00000  35.00000  34.99939 35.00000 35.00000
Py [1030] 1191552 1191504 11.91514 30.00000  30.00000  30.00000  29.45178 29.99998  30.00000
P [12 40] 12.00000  12.00000  12.00000 40.00000  40.00000  40.00000  30.95278 30.89776 36.78362
14 [0.95 1.1] 1.08312 1.08335 1.08334 1.06137 1.06133 1.06143 1.00188  1.00265  0.99960
vV, [0.951.1] 1.02415 1.04434 1.04432 1.01731 1.02727 1.04737 1.00090  1.00198  0.99897
Vs [0.95 1.1] 1.03297 1.03317 1.03314 1.03787 1.03780 1.03790 1.01888  1.01923  1.01925
Vs [0.95 1.1] 1.05777 1.04792 1.04792 1.06423 1.04415 1.04425 1.00383  1.01472  1.00546
Vi [0.951.1] 1.06102 1.07159 1.07057 1.05618 1.05648 1.05678 1.00883  0.99813  0.99560
Vi3 [0.951.1] 1.04388 1.04147 1.04393 1.05340 1.05395 1.05316 1.02187  1.01577  1.02009
Oc10 [0 5.0] 3.43827 0.00010 0.00046 0.00092 0.00000 0.00024 5.00000  5.00000  5.00000
Oc12 [0 5.0] 223110 3.16750 1.37698 2.11943 1.83925 2.03052 1.01029  4.99046  4.18103
Oc.1s [0 5.0] 435911 444627 439958 4.58350 4.59044 4.62473 5.00000  5.00000  5.00000
Oc17 [0 5.0] 5.00000 5.00000 5.00000 5.00000 5.00000 5.00000 0.00000  0.00000  0.00000
Oc20 [0 5.0] 4.29026 424931 426773 421658 4.19954 4.19751 5.00000  5.00000  5.00000
Qe [0 5.0] 5.00000 5.00000 5.00000 5.00000 5.00000 5.00000 5.00000  5.00000  5.00000
Oc2s [0 5.0] 3.17476 3.13633 3.14856 3.15581 3.14117 3.13956 5.00000  5.00000  5.00000
Oc2s [0 5.0] 5.00000 5.00000 5.00000 5.00000 5.00000 5.00000 5.00000  5.00000  5.00000
Oco [0 5.0] 2.02983 2.04403 2.03743 1.91333 1.91813 1.92277 257815 257714 2.42226
Ty [0.9 1.1] 1.01914 1.02280 1.02932 1.04317 1.04295 1.04358 1.02202  1.01064  1.00729
T [0.9 1.1] 0.93408 0.92600 0.91794 0.90000 0.90000 0.90000 0.90000  0.90000  0.90000
Tis [0.9 1.1] 0.96590 0.96415 0.96425 0.99029 0.99067 0.98975 1.00082  0.99969  1.00736
Ti6 [0.91.1] 0.97148 0.97164 0.97161 0.97448 0.97443 0.97457 0.96739  0.96734  0.96538
0 [-20 150] 7.9831 3.2597 1.0132 -3.8283 -7.3575 -10.9280 -6.3633  -17.2876  -15.5576
O [-20 60] 16.3940 18.4091 19.6420 11.8772 49164 10.9000 26.4695  -13.3268  2.9095
Os [-15 62.5]  27.1299 24.8662 25.6265 22.6164 22.4377 18.0134 527773  60.2476  51.9837
O [-15 48.7]  30.1480 28.8870 26.3478 29.9670 24.7775 20.0043 -1.0138  39.4529  37.2738
On [-10 40] 2.6029 1.8603 5.1193 -3.1945 2.7181 16.3814 21.0952  17.7895  31.9792
O3 [-15 44.7] 23705 9.0874 7.2247 4.7868 14.1702 11.8240 -4.9037 9.5229 -9.6807
fc($/h) 800.3874  800.3871  800.3871 967.6090  967.6091  967.6091  947.5313  948.5859  961.6279
fo.(MW) 8.99752 8.99786 8.99776 3.07763 3.07767 3.07765 407532 4.04894  3.95967
fop (pu) 0.91647 0.91987 0.91819 0.90633 0.90709 0.90694 0.08413  0.08403  0.08350

technique is applied to ensure that the generator operates
within the safe region. Table8 shows that HFO-1c achieves
the best result at $800.6650/h. Additionally, Fig. 11 illustrates
HFO-1c’s typical behavior of slow convergence. Although
HFO-1c has a slower convergence rate, it performs better in
finding the optimum points than the HFO-1a variant, which
converges the fastest but gets stuck in local points in the
process.

According to the results stated in Tables 7 and 8 for this
test system, the voltage values of the load busbars for each
situation are plotted in Figures 12 and 13. It is imperative to
prevent limit violations in the OPF problem. These graphs
provide a detailed representation that the load buses voltages
are kept in the [0.95-1.05] p.u range in the optimal solution
set obtained with HFO-1 variants for each objective function.
For the safety of power systems, the voltage amplitudes of
all buses must never exceed the permissible limits. A careful
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examination of Figures 12 and 13, it becomes evident that the
bus voltages frequently approach their limits, particularly in
cases 3-6 and 8 due to constraints on the load bus voltages.
This graph presents a detailed representation of the safety
limit values determined load buses in the optimal solution set
obtained by HFO-1 variants for each objective function.
Another important issue for the security of the system is
that the reactive power values produced by the generators
remain within the specified upper and lower limits. In this
study, it is shown clearly in Tables 7 and 8 that the generators
are kept within the safe operating range. Even in case study 8,
which introduced an additional restriction for the operating
range of the generators, the penalty technique applied suc-
cessfully kept all control variables within the limit values and
safety restrictions were not violated. If Tables 7 and 8 are
examined separately, it is a remarkable result that the control
variables as well as the generator reactive power values have
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TABLE 8. Simulation results of case studies 6-8 on IEEE-30 bus test system.

Case-6 Case-7 Case-8
Items Range HFO-1a HFO-1b HFO-1c¢ HFO-1a HFO-1b HFO-1c¢ HFO-1a HFO-1b HFO-1c¢
P, [80 250] 140.0000  140.0000  140.0000  219.8158 219.8158 219.8158  179.3637 179.3644 179.3652
P, [20 80] 55.00000  55.00000 55.00000  27.60939  27.60993 27.60881  45.00000  45.00000  45.0000
Ps [1550] 2410729  24.15998  24.16420 1570100 15.70043 15.70149  21.53638 21.53681  21.5365
Py [1035] 35.00000 34.99998  35.00000  10.00000  10.00000  10.00000  22.24228 22.24209  22.2415
Py (10 30] 18.48354  18.43645 18.45884  10.00000  10.00000  10.00000  12.26873 12.26792  12.2679
P [12 40] 17.52124  17.51413  17.48710  12.00000  12.00000  12.00000  12.00000  12.00000  12.0000
14 [0.95 1.1] 1.07564  1.07609  1.07576 1.09028  1.09046  1.09044 1.08343  1.08342  1.08344
Vs [0.951.1] 1.04093 1.04132  1.04102 1.08576  1.08592  1.09589 1.04401 1.02400  1.04402
Vs [0.951.1] 1.03239  1.03280  1.03252 1.03183 1.03196  1.03194 1.03296  1.03295  1.03298
Vs [0.95 1.1] 1.04104 1.04132 1.05104 1.03502 1.03513 1.03512 1.04801 1.05800  1.04803
Vi [0.951.1] 1.05884  1.06665 1.05863 1.06761 1.07202  1.07054 1.06779  1.06181  1.07419
Vis [0.951.1] 1.04581 1.04280  1.04770 1.03866  1.03801 1.03806 1.04150  1.04566  1.04058
Oc10 [0 5.0] 426130  1.55433  3.46850 417230 140916 222350 273135 3.75561  0.00486
Otz [0 5.0] 3.55849  4.05505 1.67559 235464 222830  2.23988 322757  0.11160  3.81500
Oc-ts [0 5.0] 436178 441958  4.44238 444838  4.48580  4.51125 443117 443573 444271
Oc17 [0 5.0] 5.00000  5.00000  5.00000 5.00000  5.00000  4.99999 5.00000  5.00000  5.00000
Oc20 [0 5.0] 422100 425436  4.25663 423483 424763 422577 425538 425678  4.25112
Oc1 [0 5.0] 5.00000  5.00000  5.00000 5.00000  5.00000  5.00000 5.00000  5.00000  5.00000
O3 [0 5.0] 3.18005  3.13677  3.10640 3.15183  3.13521  3.12994 3.12872  3.13536  3.13253
Oca [0 5.0] 5.00000  5.00000  5.00000 5.00000  5.00000  5.00000 5.00000  5.00000  5.00000
Oc20 [0 5.0] 2.02087 197726  2.01959 2.05489  2.05132  2.04978 204373 2.04428  2.04381
Ty [0.9 1.1] 0.99736 1.00924 1.01118 0.99631 1.01148 1.00854 1.00242  1.01605  1.00807
T [0.9 1.1] 0.96228  0.94372  0.94114 0.97150 094578  0.95123 0.95696  0.93926  0.94489
Tis (0.9 1.1] 0.97466 097106  0.97391 0.95614  0.95486  0.95500 0.96426  0.96431  0.96409
Ti6 [0.9 1.1] 097215 097217  0.97204 097116 097121 097118 097160  0.97156  0.97158
O [-20 150] 8.0972 3.2858 -0.4767 13.4506 8.7665 18.7290 2.9010 2.9090 2.9088
0 [-20 60] 15.4162 14.9476 11.1205 24.6506 282277 15.8661 202619 202294 202601
0s [-15 62.5] 25.5628  26.6148  26.7627 25.6204  16.5439  18.2380 25.6487  25.6495 256510
Os [-15 48.7] 28.1894  33.5479  31.0478 209132  25.5265 19.4601 26.5645  26.5356  26.5493
On [-10 40] 3.7118 -1.6714 1.9196 -8.5933 8.4497 9.1579 9.7314 9.2340 12.9982
O [-15 44.7] -6.0546  -10.4239  3.3608 19.3157 6.0177 12.0797 -6.2333 23,1490 69113
fc($/h) 646.3765 646.3758 6463759 8239815 823.9813 823.9813  800.6651  800.6652  800.6650
fr, (MW) 6.71206  6.71055  6.71013 1172621 11.72618 11.72612  9.01118  9.01123  9.01126
fop (pu) 0.93466 093766  0.93403 0.90110  0.89896  0.89923 0.92439 091962  0.92523

different values in the same target function. This situation
is especially evident in shunt capacitance values. These dif-
ferences are due to the different nature of HFO-1 variants.
In general, since HFO-1a mixes from random new solutions
in the mixing phase, its exploration power is better, whereas
HFO-1b, which mixes from existing solutions, has better
exploitation power. However, since HFO-1c is an extension
of HFO-1a, its exploration power is as good as HFO-1a and,
at the same time, the proposed solution update line increases
its exploitation power, making it an approach that provides
a balance between both exploration and exploitation. The
variants have the potential to be superior to one another
against different problems. In power problems, situations
with multiple local optima (such as fuel cost with valve
point effect, power loss) arise due to sinusoidal expressions,
making the HFO-1c and HFO-1a approaches, which have
high exploration power, more prominent. For problems that
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create one or a few local optima (such as fuel cost, multi-
fuel cost, voltage deviation), the exploit feature is important,
so in these problems, HFO-1b and HFO-1c come to the
forefront.

In this study, comparison was made with studies in the
same category in a transparent manner, strictly adhering to
system restrictions, and the results are given in Tables 9
and 10. The works in literature generally blindly compare var-
ious optimization algorithms in achieving the OPF problem
by using different search ranges (lower and upper limits) for
the same variables (solution variables or constraint variables).
Furthermore, many studies even do not provide sufficient
results or search ranges for the variables such that validations
of their feasibilities are not possible. For this reason, among
the studies that appear to be superior to the method we
suggested in the tables, marks have been placed on studies
that cannot be verified or that have constraint violations.
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FIGURE 9. Multi-fuel cost convergence of HFO-1a, HFO-1b and HFO-1c
for the modified test system.
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FIGURE 10. Valve effect fuel cost convergence of HFO-1a, HFO-1b and
HFO-1c for the modified test system.

In Table 9, the best-obtained results by the proposed
approach are compared with the results reported in the lit-
erature regarding cases 3-5. A quick comparison of Table 9
reveals that IMFO, DSA, and IBSA achieve the best fitness
values for case 3. Also, ACDE, IBAC, and COA achieve good
results for all three cases even though the case 1 results of
these algorithms are not the most satisfying. On the other
hand, some literature results such as TLBO, ST-IWO, and
WEA achieve lower results, but the solution sets of these
results are unfortunately out of constraints as given in foot-
note of Table 9. In this study, HFO-1c achieves the best
results for case 1 and case 2 while HFO-1a converges to the
best result for case 2, respectively. Also, it can be reported
that the IMFO algorithm has a better result for case 3 than
the proposed HFO method with a %0.00028 variation, while
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FIGURE 11. Prohibited zone with cost convergence of HFO-1a, HFO-1b
and HFO-1c for the modified test system.
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FIGURE 12. Load bus voltage chart for cases 3-5 for the modified test
system.

the HFO-1c algorithm has a better result than IMFO with
a %0.41755 variation ratio. Thus, it can be concluded that
the HFO-1c algorithm achieves the best result overall for
cases 3-5.

For cases 6-8, as compared with other state-of-the-art
methods shown in Tablel0, it is concluded that the HFO-1
variants outperform most of the other reported methods.
In Table10, the comparison is presented in detail. For cases
6-8, FAHSPSO-DE and IMFO achieved the best results for
case 6. Also, FAHSPSO-DE, ESHADE, and CS-GWO obtain
the best results for case 6, while HSC-GWO achieves lower
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[ HFO-1a
[ HFO-1b

FIGURE 13. Load bus voltage chart for cases 6-8 for the modified test
system.

results due to excessing the constraints for some solution
parameters. The proposed methodologies, HFO-1a, HFO-1b
and HFO-1c achieve better results than most of the literature.
All HFO variants converge to the best results compared to
other studies presented in the literature for case 8. There-
withal, HFO-1b achieves the best result among HFO variants
for case 6 and case 7, while HFO-1c gets the best result for
case 8.

In Table 9, it is seen that the proposed HFO variants
converge to better results for case 3 when compared most
of the studies reported. The HFO-1c¢ variant achieves to best
result among HFO variants with 800.387108 $/h fuel cost.
If the literature results are investigated, as it is noted below
the table some studies namely, AMTPG-JAYA [53], AO-
AOA [70], CS-GWO [46], HSC-GWO [69], MGTO [86],
ST-IWO [66], LTLBO [44], MSCA [54], TLBO [42], DE-
HS [71], WEA [101], ESHADE [64] have converges to better
results but voltage deviation values are not reported which
raises suspicion that the minimum and maximum limit values
of buses are not kept within constraints. Also, for case 4,
some literature studies of AO-AOA [70], CS-GWO [46],
ST-IWO [66], MSCA [54], DE-HS [71], WEA [101],
ESHADE [64] also seems to converge to an infeasible solu-
tion due to excessing the limits of voltage constraints. Also,
for the results presented in Table 10, it can be concluded that
the proposed HFO variants converge to better results for cases
6-8 than most of the studies reported. The HFO-1b variant
achieves to best result for cases 6 and 7 while HFO-1c con-
verge to best result for case 8 among HFO variants. In some
literature studies, voltage deviation and busbar voltage values
are not reported that if those reported results are applied to
the current system, the system will fail due to exceeding the
constraints. The explanation of such reservations is reported
under the table with detail.
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TABLE 9. Statistical comparison results for cases 3-5.

Method Case 3 Case 4 Case 5
HybridSFLA-SA[81] 801.79

BSA[47] 801.63 3.0844

WTLBO[43] 800.57 3.109 0.093
GPU-PSO[29] 800.53

PPSOGSA[102] 800.528 3.10327 0.08986
ARCBBOJ[32] 800.5159 3.1009 0.092
SKH[49] 800.5141 3.0987

CGSCE[56] 800.5106 3.1006

MSA[55] 800.5099 3.1005

COA[62] 800.5054 3.0952 0.0826
ISSA [61] 800.4752

TABC[40] 800.4215 3.0917 0.0918
ECHT-DE[23] 800.4131

ACDE[22] 800.41132 3.084041 0.085636
IeJADE[65] 800.4113 3.0840 0.0856
C20DE-ECM-FR[103] 800.4112 3.0839

IBSA[63] 800.3975 3.0828

DSA[91] 800.3887 3.09450

IMFO[51] 800.3848 3.0905
AMTPG-JAYA[53] 800.1946* 3.0802

AO-AOA[70] 800.0239*! 3.01791% 0.101248
CS-GWO[46]* 799.9978* 3.0861

HSC-GWO[69] 799.8755%

MGTO[86] 799.7888%

ST-IWO[66] 799.73 2.981% 0.1019
LTLBO[44] 799.4369 0.0974
MCSO[60] 799.3332

MSCA[54] 799.312! 2.93344! 0.1030
TLBO[42] 799.0715% 0.0945
DE-HS[71] 799.0514° 3.0542*

WEA[101]2 798.9969* 2.8604% 0.0875
ESHADE[64]2 798.9152% 2.8231%

HFO-1a 800.387436 3.077626 0.084127
HFO-1b 800.387109 3.077670 0.084027
HFO-1c¢c 800.387108  3.077649 0.083498

* voltage deviation not reported Infeasible solution that violates the load bus
voltage constraints for (CS-GWO) , (DE-HS) and (MCSO), *' voltage
deviation 2.047130 p.u Infeasible solution that violates the load bus voltage
constraints for (AO-AOA), voltage deviation 1.65739 p.u Infeasible solution
that violates the load bus voltage constraints for (ST-IWO) , voltage deviation
1.0829 p.u Infeasible solution that violates the load bus voltage constraints for

(LTLBO), voltage deviation 1.5987 p.u Infeasible solution that violates the
load bus voltage constraints for (MSCA) : load bus voltage ranges different

[0.95-1.1] for (HSC-GWO) ,(WEA), (TLBO) and (ESHADE) *: not validated

because control variables were not provided.

c: THE RENEWABLE INTEGRATED MODIFIED SYSTEM

In this section, similar to other studies presented in the lit-
erature, two wind farms and one solar system are integrated
into the IEEE 30 bus test system instead of thermal generators
5-11 and 13, respectively [85]. For predicting the wind power
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TABLE 10. Statistical comparison results for cases 6-8.

Method Case 6 Case 7 Case 8
TLBO[42] 647.9202 - -
LTLBO[44] 6474315 - -

MSA[55] 646.8364 - -
CGSCE[56] 646.5803 - -
ECHT-DE[23] 646.4314 832.0882

IeJADE[65] - 832.0698 -
HSC-GWO[69] 646.4314 806.2255
C20DE-ECM-FR[103] 646.402 832.071

MGTO [86]* 646.3025° 832.0394 800.1129*
IMFO[51T* 645.8958° 832.1023
FAHSPSO-DE[72]* 644.0444° 820.7488* 804.8937
MCSO[60] - 833.8211 -

IBSA[63] - 832.1423 -
ACDE[22] - 832.0722 -
ST-IWO[66] - 830.222 -

Hybrid SFLA-SA[81] - 825.6921 805.815
WEA[101] - 825.2833 801.7703
BSA[47] - 825.23 801.85
DE-HS[71] - 824.9963 -

ISSA[61] - 824.1859 800.8417
CS-GWOI46]*! - 823.4304

ESHADE[64]* - 822.5304

HFO-1a 646.376562  823.981580  800.665191
HFO-1b 646.375893  823.981360  800.665211
HFO-1¢ 646.375963  823.981392  800.665078

* control variables not reported therefore not verified (IMFO), (FAHSPSO-
DE) and (MGTO) , *! Infeasible solution that violates the load bus voltage
constraints for (CS-GWO) , ?load bus voltage ranges different [0.95-1.1] for
(HSC-GWO) (WEA), (TLBO) and (ESHADE).

depending on the wind speed, Weibull probability density
function (PDF) is used. The Weibull PDF has 2 parameters
namely ¢ and k which are scale and shape factor, respectively.
Also, in order to present the Weibull PDF of wind farm, the
parameters of v,, v and v,,; which are cut-in, rated and
cut-out speed should be determined. In this study, the wind
generators are planned to be replaced in IEEE 30 bus power
system instead of thermal generators in buses 5 and 11. The
output of the solar PV unit at bus 13 is dependent upon
solar radiation and is represented by a lognormal probability
density function (PDF) function. The probability of solar
irradiance (G) following lognormal PDF with mean u and
standard deviation o is:

F6(G) = ——exp [ —(inx _“)Z]for G>0 (36)
Go\/ﬂ 20’2
Mean of lognormal distribution is defined as:
o2
Mlgn = exp (,bL + 7) (37)
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TABLE 11. Renewable system parameters of wind farms and pv plant
considered for IEEE-30 bus test system.

Turbin and Wind Farms PV Plant
PDF parameters Busno 5 Busno 11 Busno 13
Vin(m/s) 3 3

vi(m/s) 16 16

Voul(11V/s) 25 25

Rated power[MW] 75 60 50

¢ — Weibull 9 10

k— Weibull 2 2

Solar irradiance[W/m?] 483

pand o 6 and 0.6

In wind power integration, if the wind farm produces
less power than scheduled amount, a problem may occur
due to overestimating power from an uncertain source. For
such situations, the system must operate out of schedule in
order to provide the customers with uninterrupted supply. For
wind farms, the reserve cost is the price of dedicating the
reserve generating units to cover the overestimated amount.
Another situation of operating wind farms is producing more
power than scheduled amount. The excessive power would
be wasted in such cases where the operator pays up penalty
cost according to agreements [85]. In this study the direct
wind power cost along with penalty and reserve cost is uti-
lized. The direct cost function of wind farms along with
the reserve and penalty functions are given in equations
(38)-(40), respectively.

Cw,j (Pws,j) = ngws,j (38)
CRw,j (Pws,j - Pwav.j) = KRw,j (Pws,j - Pwuv,j)

Pwsj
ZKRW,JA (Pws,j _pw,j)fw(pw,j) dpw,j

(39)
CPw,j (Pwav,j - Pws,j) = KPw,j (Pwav,j - Pws,j)

Pw,j
ZKPW‘]/ .(Pw,j_Pws,j)fw(pw,j) dpwj

ws.j

(40)

where, g, Kgy j and Kpy, ; are the direct cost coefficient,
the reserve cost coefficient and the penalty cost coefficient
for the j-th wind power plant, respectively. Py j, Py j and
fw (pw,j) are the scheduled power, the actual available power
and the wind power probability density function associated
with j-th from the same plant, respectively. The total cost of
wind power (f,,,) generated from wind farms is described as
follows;

Ny
fcw = Z ¢ [Cw,j (Pwsjj) + CRw,j (Pws,j - wav,j)

=1
+Cij (wav,j - Pws,j)] (4D

Like wind power plant, solar PV plant also have intermittent
and uncertain output. In principle, approach to over and under
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TABLE 12. Results of case 9 on the IEEE-30 bus renewable integrated modified test system.

Existing methods Case-9
Ttems Range MFO[106]  JS[107] DMOA[108] BMO[109] IEO[110] SHADE-SF[85] HFO-la HFO-1b  HFO-lc
Pgi [50 140] 134.90 134.905 134.914 134.9078  134.9079 134.908 134.9079  134.9079  134.9079
Pa [20 80] 28.471 29.0226 27.6003 26.6024 27.8087 28.564 28.52549 2873079 28.85885
P Guinai [0 75] 44.644 43.9696 43.1838 43.8165  44.0873 43.774 4378191  43.8050 43.69028
Pos [10 35] 10.000 10.0006 10.0180 10.0001 10.0000 10 10.00014  10.00000 10.00002
P Gyina2 [0 60] 36.588 37.0193 35.8046 36.0467 36.2702 36.949 3721641 36.99769 36.98909
P Gsolar [0 50] 34.460 34.2532 37.6001 37.8118  36.3030 34.976 3443360 34.42937 3442959
Vi [0.951.1] 1.0798 1.07725 1.0741 1.0814 1.0766 1.072 1.079900 1.079032 1.079396
V2 [0.95 1.1] 1.0647 1.05698 1.0576 0.95 1.0592 1.057 1.044519 1.033500 1.023908
Vs [0.95 1.1] 1.0428 1.03507 1.0344 1.0453 1.0338 1.035 1.052199 1.060782 1.071125
Vs [0.95 1.1] 1.1 1.03705 1.0394 1.0492 1.0299 1.04 1.054917 1.054222 1.054610
Vi [0.951.1] 1.1 1.0983 1.0951 1.1000 1.0887 1.1 1.059356 1.060292 1.058946
Vis [0.95 1.1]  1.0583 1.04571 1.0531 1.0680 1.0494 1.055 1.042861 1.048435 1.047794
Qo [-20 150]  -1.4418 -0.6835 1.67529 18.0500 - - -0.09491  -0.28628  -0.16883
Oaa [-20 60] 12.139 11.0011 10.9737 -20.000 - - 12.93923  12.10517 12.43564
O Gwindl [-30 35] 22.405 22.6673 2.18057 30.3440 - - 2270875 22.21903 22.18495
Oas [-1548.7] 40.00 40.000 33.3277 40.000 - - 26.16270  26.69810 26.62275
O Gwinaz [-25 30] 28.294 30.00 28.1558 27.8687 - - 8566096 6.88398¢ 7.405196
O Gsolar [20  25] 14.436 14.0246 15.73256 19.9978 - - 4560327 -0.41858 -0.89662
fe($/h) 781.69  782.6767  780.989 781.6519  782.0343 782.503 781.1702  781.1217 781.0787
frr(MW) - - 5.7209 - 5.9771 5.770 5472571  5.575898 5.580408
fvp (p-u) - - 0.46464 - - 0.463 1.040979  0.972986  0.971495

estimation of solar power shall be same as the wind power.
However, as solar radiation follows lognormal PDF [104],
different from wind distribution which is well known for trail-
ing Weibull PDF, for convenience in calculation the reserve
and penalty cost models are built based on the concept pre-
sented in [105].

Reserve cost for thek-th solar PV plant is:

CRs,k (Pss‘k - Psav,k) = KRs,k (Pss,k - Psav,k)
= KRs,k*fs (Psav,k < Pss,k)
x ¥ [Pss,k —E (Psav,k < Pss,k)]
42)
where, Kg is the reserve cost coefficient pertaining to
k-th solar PV plant, Py, is the actual available power
from the same plant. f; (Psavk < Pys.k) is the probability of
solar power shortage occurrence than the scheduled power
(Pm,k) E (va,k < Pmk) is the expectation of solar PV
power below P k.
Penalty cost for the underestimation of k-th solar PV plant
is:
CPs,k (Psav,k - Pss,k) = KPs,k (Psav,k - Psx,k)
= KPs,k*f:v (Psav,k > Pss,k)
x ¥ [E (Psav,k > Pss,k) - Pss,k]
(43)
where, Kp;x is the penalty cost coefficient pertaining

to k-th solar PV plant, fS(vayk > Pss,k) is the proba-
bility of solar power surplus than the scheduled power
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(Pss,k) ,E (va,k > Pss,k) is the expectation of solar PV
power above Pgq k.

The objective of OPF is formulated by incorporating all the
cost functions as discussed above.

NywG

feaG+wG+sG) =Cr (Pr6) + zj:l [Cw.j (Puws.j)

+ CRw,j (Pws,j - Pwavv, s
+CPw,j (Pwav,j - Pwsj)]

Ny
+ Zk:l [Cs,k (Pss,k)
+ CRs,k (Pss,k - Psav,k)
+Cpet (Pcuv, - Pcct)]

where, Nyg and Nsg are the numbers of wind generators
and solar PVs in the network respectively. All other cost
components are calculated using Eqgs. (38)- (43).

A Monte Carlo simulation with 10,000 iterations can be
used to determine the distribution of wind speed and solar
radiation frequency at buses 5, 11, and 13, utilizing the
Weibull and Lognormal parameters provided in Table 11.
During the simulation, in addition to the turbine and PDF
parameters given in Table 11, the direct cost coefficients of
wind power are g = 1.6 and g» = 1.75. The penalty cost
coefficient for not fully utilizing wind power is assumed to
be Kpy,1 = Kpyw2 = 1.5, while the reserve cost coefficient
for overestimation is Kgy,1 = Kgrw,2 = 3. Accordingly, for
the purposes of this study, the direct, penalty, and reserve
cost coefficients for solar PV are assumed to be 7 = 1.6,
Kps = 1.5, and Kgs = 3, respectively.

(44)
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FIGURE 14. Graphs of reserve and penalty costs of renewable resources using HFO-1a, b, c algorithms for case 9 in the modified test system.

Detailed optimal results of control and status variables
obtained by HFO-1 variants are given in Table 12. HFO-1c
achieved the lowest production cost at $781.0787/h and is
highlighted in bold. This result is the lowest value com-
pared to other methods, except DMOA. All variants of the
HFO-1 algorithm have shown that they can be recommended
as a solution to this problem by showing superior perfor-
mance without violating all system constraints, despite the
negative impact of the uncertainty of renewable resources.
In addition, the proposed HFO-1 variants have also man-
aged to keep renewable generators away from the maximum
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reactive power limit values. While the wind turbine at bus
number 11 relies on the upper limit in the JS method and
produces reactive power very close to the upper limit in
other methods, the proposed method reaches 8.566 MVar
with the highest HFO-1a variant. It produces reactive power.
While the solar generator placed on busbar 13 worked in
the region close to the upper limit value in other algorithms,
variants of the proposed algorithm produced reactive power
at lower values. This result is especially important in keep-
ing renewable generators away from a strenuous working
environment.
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TABLE 13. Simulation results of case study 10 on IEEE-118 bus test system.

Case-10
Items HFO-la HFO-1b  HFO-lc¢ Items HFO-1la HFO-1b HFO-1c Items HFO-1la HFO-1b HFO-1c¢
Paor 2432766 25.05435 24.57541 Polos 3824908 38.25431  38.26337  Vaso 1.05982  1.05896  1.06000
Pas 0.00000  0.00000  0.00000 Pcios  0.00022  0.00000  0.00000 Vass 1.05108  1.05101  1.05141
Pas 0.00001  0.00000  0.00001 Paios 544887 558367  5.50977 Vas? 1.05421  1.05250  1.05632
Pag 0.00000  0.00000  0.00000 Pclor 2927697 29.23803  29.27508 Vaso 1.06000  1.06000  1.06000
Paio 401.6865 401.6146 401.5810 Paio 718191 7.11000  7.23681 Vaoo 1.04112  1.04130  1.04147
Pai2 85.65998 85.61816 85.65866 Pair 3524568 3524061 3524389 Voo 1.04429  1.04469  1.04501
Pais 19.79957 19.72903  19.79987 Peiiz  36.63040 36.70794  36.64021 ) 1.04922  1.04921  1.04954
Pais 1231951 12.13578 1227911 Pciiz0.00003  0.00000  0.00000 Voo 1.05196  1.05162  1.05257
Paio 20.86661 20.85267 20.80416 Paiis0.00000  0.00000  0.00000 Vaioo 1.05566  1.05551  1.05642
Pcaa 0.00001  0.00000  0.00000 Vai 1.03254  1.03256 1.03298 Vaios 1.04843  1.04829  1.04935
Peas 1943462 194.3571 194.3595 Vas 1.05849  1.05891 1.05875 Vaioa 1.03958  1.03945  1.04057
Paas 280.6217 280.5908 280.5952 Vas 1.05081  1.05092 1.05136 Vaios 1.03724  1.03711  1.03827
Pca27 10.83565 10.81784 10.82840 Vas 1.04718  1.04781 1.04592 Vaior 1.03108  1.03097  1.03215
Pasi 724710 7.24647  7.24663 Voo 1.05950  1.06000  1.05839 Vaito 1.03832  1.03814  1.03942
Pa3 1539175 15.37209 15.42412 Vor 1.04819  1.04801 1.04879 Vain 1.04599  1.04585  1.04713
Pa3a 310272 3.01135  3.09690 Vais 1.04809  1.04808 1.04798 Vaia 1.03093  1.03081  1.03210
Pa3s 9.00367  8.99394  9.06078 Vais 1.05014  1.04984  1.04987 Vains 1.05577  1.05570  1.05563
Paao 48.46866 48.40800 48.49019 Voo 1.04751  1.04737 1.04734 Vaite 1.05988  1.05997  1.05960
Pos 4092712 40.92245 40.97725 Vo 1.05005  1.04997 1.05031 Ocs 2999979 29.96964  29.62576
Paas 19.05671 19.05503  19.05962 Vaas 1.06000  1.06000  1.06000 O34 225391 1.02100  2.61201
Paao 193.7187 193.6640 193.7559 Vaas 1.06000  1.06000  1.06000 Oc37 0.00006  0.00000  0.00000
Pasa 49.51155 49.51506 49.51857 Ve 1.04522  1.04515 1.04528 Ocas 429062 425050  4.27001
Pass 31.58482 31.55740 31.59530 Vasl 1.04082  1.04063 1.04079 Ocas 2078510 20.82582  20.84006
Pass 32.08258 32.08863 32.00455 Vo 1.04419  1.04411 1.04424 Oc4s 2842895 430557  23.99922
Paso 149.6313  149.6047 149.6286 Vasa 1.05530  1.05521 1.05523 Oc-ts 8.53493  8.56260  8.53928
Pcel 148.4916 148.5068 148.5124 Vass 1.05367  1.05361 1.05360 Oc74 2924289 30.00000  29.96397
Pce 0.00001  0.00000  0.00000 Vaao 1.04285  1.04308 1.04325 Q9 30.00000  30.00000  30.00000
Paes 353.1999  353.1331 353.1993 Vo 1.04305  1.04288 1.04358 Oc2 2999998  29.99874  30.00000
Paes 349.8469 349.7990 349.8500 Vaas 1.04433  1.04325 1.04499 Oy 1161554 1336956  10.99822
Pceo 454.8938 4549118 454.9240 Vaao 1.05719  1.05601 1.05795  Qei0s 2330494  7.64874  10.09674
Paro 0.00002  0.00000  0.00000 Vasa 1.04050  1.03937 1.04111  Qei7 233767  25.95351  7.30397
Pan 0.00001  0.00000  0.00000 Vass 1.04055  1.03941 1.04115  Qciio 1827795  11.43287  25.64146
P 0.00000  0.00000  0.00000 Vase 1.04024  1.03911 1.04085 Ty 0.98962  0.99152  0.98961
Pcra 17.41448 17.47268 17.45269 Vaso 1.05774  1.05698 1.05823 T 1.05980  1.05976  1.05989
Pars 2325548 23.00150 22.73241 Vaor 1.06000  1.06000  1.06000 T30 0.98573  0.98526  0.98435
Pcr7 0.00001  0.00000  0.00000 Vae 1.05590  1.05533 1.05590 T3 0.98129  0.98069  0.98027
Paso 4317840 431.7234 431.8193 Vaes 1.06000  1.06000  1.06000 Tex 0.98507  0.98579  0.98404
Pass 0.00000  0.00000  0.00000 Vaes 1.06000  1.06000  1.06000 Toa 0.99695  0.99931  0.99766
Py 3.63053  3.62743  3.63139 Vaeo 1.06000  1.06000  1.06000 Tos 0.98493  0.98389  0.98548
Paso 502.4463  502.5655 502.4654 Ve 1.03827  1.03743 1.03851 Tes 0.95222  0.95144  0.95195
Paoo 0.00000  0.00000  0.00000 Varn 1.04114  1.04088 1.04160 T 0.98782  0.98882  0.98756
Paor 0.00000  0.00000  0.00000 Vars 1.03680  1.03691 1.03792  fe(SM)  129612.0 1296125  129611.7
Pco2 0.00000  0.00000  0.00000 Vo 1.02961  1.02819 1.03004 fvc(3M) 1298964 129897.1  129898.4
Paoo 0.00004  0.00000  0.00000 Vars 1.01384  1.01275 1.01422  fup(P-W 274527 272656  2.76389
Paioo 231.3264 2314265 231.4359 Var 1.04645  1.04548 1.04709  fre™MW) 7651335 76.51229  76.53230

The changes in reserve and penalty costs between zero and
nominal power values of each renewable resource are plotted
in Figure 14. As expected, the penalty cost decreases while
the reserve cost increases. It is seen that the penalty cost of
solar power is higher than wind. This can be explained by

109316

the fact that the continuity of the wind throughout the year
is greater than that of the sun. Among the HFO-1 variants,
it is seen that the HFO-1c variant tends to quickly reduce
the impact of the penalty cost and thus achieves the lowest
cost.
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TABLE 14. Simulation results of case study 11 on IEEE-118 bus test system.

Case-11
Items HFO-la HFO-1b  HFO-lc¢ Items HFO-1la HFO-1b HFO-1c Items HFO-1a HFO-1b HFO-1c¢
Paor 80.05611 8127183 80.00273 Poios 2277146  23.04593  22.85153 Vaso 1.01535  1.01519  1.01753
Pas 55.87685 55.58001 56.22252 Pcios 3780757 38.08682  37.94777  Vass 1.01726 101673  1.01915
Pas 64.50479 6435275 64.48562 Paios  64.53180 64.52780  64.69375 Vas? 102176 1.02125  1.02351
Pag 68.66060 69.14629 68.20814 Pclor 5775206 57.69865  57.66154  Vaw 1.01732  1.01630  1.01887
Paio 0.03569  0.04019  0.08178 Poio 4429136 4438756  44.12241 Voo 1.01106  1.01029  1.01272
Par2 181.2544 180.9247 180.4028 P 0.00005  0.00085  0.02399 Vaor 1.01673  1.01623  1.01876
Pais 99.99998  99.99990  99.99949 Poliz 6794846 67.97741  68.12996 Vi 1.01417  1.01342  1.01595
Pais 6437793 64.56616 64.32752 Peiiz 11.82663 11.86809  11.96509 Vo 1.01586  1.01552  1.01785
Paro 81.02323 81.07831 81.16897 Paiis 9999972 99.99992  99.99933  Vaino 1.01610  1.01568  1.01803
Pos 2240727 22.32608 22.50549 Var 0.98380  1.00119  0.99012 Vaios 1.01588  1.01570  1.01802
Peas 0.00113  0.00128  0.00828 Vas 0.99521  1.01222 1.00135 Vaioa 1.01585  1.01574  1.01812
Paas 15.05856 14.88331 14.99381 Vae 0.99508  1.01204  1.00123 Vaios 1.01587  1.01577  1.01820
Pca2r 99.99405  100.0000 99.99757 Vas 0.99374  0.98984  0.99644 Vaior 1.01589  1.01576  1.01820
Paat 69.76494  69.80803  69.74164 Vaio 0.99305  0.98917  0.99567 Vaito 1.01526 101551  1.01792
Pa3 79.44610  79.15599  79.36888 Vaiz 0.99495  1.01169 1.00114 Vain 1.01479  1.01540  1.01793
Pa3a 99.99844  99.99954  99.99998 Vais 0.99630  1.01081 1.00569 Vaia 1.01524  1.01548  1.01806
Pa3s 68.93163 69.75026 70.44532 Vais 0.99718  1.01140  1.00651 Vs 099844  1.01213  1.00732
Paao 99.99997  100.0000 99.99998 Vaio 0.99743  1.01178 1.00721 Vails 099454 099129  1.00044
Pos 99.99994  99.99999  99.99998 Vo 1.00274  1.01164  1.01030 Qess 1627997  29.99404  17.68599
Paas 8236634 8227933 82.33181 Vaas 1.00101  1.01138 1.00911 Qe3¢ 0.00002  0.00005  0.00078
Paao 190.2765 190.4822 190.5173 Vas 0.99445  0.99014  0.99807 Oc37 0.00000  0.00005  0.00098
Pasa 147.9998 147.9998 147.9997 Vaar 1.00031  1.01181 1.00880 Oc4s 448491 459886  4.50976
Pass 7941112 79.10196  79.40178 Vasi 0.99963  1.01183 1.00826 Ocas 2082131 20.17246  20.28542
Pase 99.99997  99.99997  100.0000 Vo 1.00023  1.01164  1.00871 Ocds 982642  22.63646  6.71549
Paso 254.9999 255.0000 254.9999 Vo 0.99922  1.01319 1.01327 Oc-ts 8.02782  7.98224  7.95897
Pcel 80.26735 79.74367 79.84576 Vass 0.99689  1.01110  1.01173 Oc74 28.66283  24.64927  25.95489
Pce 99.99773  99.99996  99.99795 Vaao 0.99780  1.00970  1.01115 Oc9 29.99926  29.99996  29.99862
Paes 4333675 44.35319 44.75392 Vaa 1.00164  1.01050  1.01340 Oz 2999998  29.99997  29.99605
Paes 5243492 51.82491 51.85485 Vaas 1.01254  1.01601 1.02068 Oz 1091604  10.80980  10.82635
Pceo 59.07643 58.44513 58.62762 Vaao 1.01193  1.01495 1.02010  Qei0s 12.02803  25.55133  6.05299
Pcro 77.99957 77.42021 77.87662 Vasa 1.01276  1.01415 1.02064  Qc107  26.02243  6.11702 024165
Pen 11.98713  12.04126 12.04937 Vass 1.01306  1.01437 1.02094  Qcil0 635837 436812 12.41068
Pan 6.06089 598722  6.12133 Vase 1.01253  1.01380  1.02040 Ts 1.00136  0.98377  0.99777
Pcra 99.99980  99.99975  99.99927 Vaso 1.01192  1.01331 1.01977 T 1.05567  1.03967  1.04761
Par6 99.99997  99.99963  99.99970 Vasi 1.01304  1.01455 1.02047 T30 0.99018  0.97225  0.98528
Pcr7 99.99998  100.0000 99.99989 Vae 1.01278  1.01435 1.02032 T3 0.98720  0.96796  0.97812
Paso 319.4284 319.4898 318.6359 Vaes 0.99508  0.99163 1.00092 Tes 0.97834  0.97390  0.97670
Pass 98.11862 98.12603 97.91469 Vaeo 1.01233  1.01484  1.02023 Toa 0.97497  0.96999  0.97339
Pas7 11.72889 11.68813 11.73938 Vaeo 1.01220  1.01205 1.01579 Tes 0.96158  0.96023  0.95670
Paso 78.82040 78.50600 78.74751 Varo 1.01097  1.00994  1.01464 Tes 0.95586 095363  0.95831
Paoo 99.99998  100.0000 99.99997 Varn 1.00662  1.01078 1.01221 T 0.96715  0.96360  0.97016
Poor 37.15532 37.33985 37.23385 Vars 1.01006  1.00988 1.01416  fc(BM) 1664043 1664152  166381.1
Pco2 100.0000  99.99998  99.99991 Vo 1.01150  1.00897 1.01475  fuc(3M)  167272.9 1672732 1672415
Paoo 41.97798 41.90433  41.90558 Vars 0.99877  0.99779 1.00160  fvp(P-W  0.49936  0.43375  0.49830
PG00 120.1836  119.6245 119.9288 Var 1.00930  1.00911 1.01148  fre™MW) 994847  9.83470  9.83843

2) IEEE 118-BUS SYSTEM

The IEEE-118 bus system has a base apparent power
of 100 MVA. The total system demand for active power
is 4242 MW, and for reactive power is 1439 MVAR. The
coefficients for fuel cost can be found in [48]. This section
optimizes fuel cost and active power loss in a large-scale
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118 bus test system in cases 10 and 11. Table 13 presents
the results of the control variables of HFO-1 variants for
case 11. The results indicate that HFO-1c has the lowest cost
at 129611.784386 $/h for finding the least cost compared to
the other variants. Furthermore, in Fig. 15, HFO-1c demon-
strates faster convergence performance compared to the other
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TABLE 15. Statistical comparison results for case studies 10 and 11.

Method Case 10 Case 11
ECHT-DE[23] 135055.7 17.6946
C20DE-ECM-FR[103] 134943.8 16.79906
IBSA[63] 134941.0367 16.2869
ESHADE[64] 134794.92 15.5318
IMFO[51] 1318200

NISSO[73] 129879.45361

MCSO[60] 129873.6

QRIJFS[67] 129760.7

ESNST[57] 129747.7273

TLBO[42] 129682.844

MSA[55] 129640.7191

GPU-PSO[29] 129627.03

BA-AMO[75] 129550.8 12.029
CS-GWO[46]* 129544.01* 9.7809 2!
AO-AOA[70]" 129311.701% 16.7265
HSC-GWO[69] 128947.961

ST-IWO[66]* 128431.035%

HFO-1a 129612.083023 9.94847
HFO-1b 129612.514527 9.83470
HFO-1c 129611.784386 9.83843

lnfeasible solution that violates the load bus voltage constraints, “control
variables are not reported.

5 4
10
15 <10 : : : : 3
HFO-1a :129612.083023
HFO-1b :129612.514527 | |, &
———— HFO-1¢ :129611.784386
---------- HFO-1¢c (Y) :0.00000
10 2
£) =
2 s 2
v
=}
3 2
54 11
h 105
0 L L 1 4 0
0 200 400 600 800 1000

Iteration

FIGURE 15. Basic fuel cost convergence of HFO-1a, HFO-1b and HFO-1c¢
for 118 bus test system.

variants. Case 11 pertains to the optimization of active power
loss in the 118-bus test system. Table 14 presents the results
of the HFO-1 variants for case 11. Among the variants,
HFO-1b has the lowest active power loss of 9.834698 MW
and superior convergence performance, as shown in Fig. 16.

The results of the proposed study for cases 10 and 11 are
compared with other proposed methods in the literature and
given in Table 15. If results are investigated, it is seen that
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FIGURE 16. Active power loss convergence of HFO-1a, HFO-1b and
HFO-1c for 118 bus test system.

case 10 is studied more than case 11. For case 10, ST-IWO
has the best result with 128431.035, which is followed by
HSC-GWO and AO-AOA. Howeyver, as shown in Table 15,
the results of HSC-GWO and AO-AOA are not considered
the best solutions due to situations of not reporting the
control variables and excessing the bus voltage constraint,
respectively. At the same time, CS-GWO reported the best
solution for case 11, but this method violates the voltage bus
constraint similar to AO-AOA. The proposed variants of HFO
converge to the best result compared to other state-of-the-
art methodologies in literature except ST-IWO for case 10.
Also, the HFO variants converge to the best result in the
literature for case 11. If the variants are compared, HFO-1c¢
and HFO-1b obtain the optimal solution sets for case 10 and
case 11, respectively, while the results of HFO-1a are also
very close to other variants.

V. CONCLUSION

In this study, the HFO-1 algorithm is initially tailored to
tackle the OPF problem, followed by the derivation of three
new variants HFO-1a, HFO-1b, and HFO-1c. These variants
are then benchmarked against state-of-the-art methods for the
OPF problem and the CEC 2021 Benchmark Test Suite. The
proposed HFO-1 variants not only effectively solve the chal-
lenging OPF problem by overcoming all technical and safety
constraints of the power system, but also provide exceptional
solutions for systems compounded by uncertainties of renew-
able resources. In general, HFO-1a mixes from random new
solutions in the mixing phase, thus, its exploration power
is better, whereas HFO-1b, which mixes from existing solu-
tions, has better exploitation power. However, HFO-1c, as an
extension to HFO-1a, provides a balance between its explo-
ration and exploitation power using the proposed local search
(solution update equation). The variants have the potential to
be superior to one another against different problems, and
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it has been demonstrated that the differences and benefits
in the exploration, search and exploitation capabilities of
the HFO-1 variants can be used to achieve better conver-
gence of the solution sets of different objective functions
to a more optimal solution point. In order to ensure a fair
and transparent comparison with the literature, studies with
the same constraint ranges were meticulously filtered out
from the test systems having the same number of control
variables. The developed HFO-1 variants, especially HFO-1c,
yield results that surpass the performance of most studies. The
penalty technique was employed to adhere rigorously to the
constraint values, and the results are elaborately presented.
As an equitable benchmarking tool, the voltage deviation
is reduced to 0.08350 p.u., an achievement considered the
best in the literature with no room for constraint violation.
The main contribution of this work is the demonstration that,
thanks to the diversity of HFO-1 variants, superior solutions
can be obtained for the challenging OPF problem, which has
inherently different solutions.

The proposed HFO-1 algorithm has shown promising
results. It will play a significant role in the real-time stability
and security analysis of power systems in the near future. Fur-
thermore, it will provide researchers with fair and transparent
benchmarking results under the same conditions, without
compromising the system constraints that we are focused on.
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