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ABSTRACT Distributed Denial-of-Service (DDoS) attacks are among the most common security attacks in
enterprise networks. DDoS attacks are designed to disrupt networks by sending many false requests. With
the introduction of Network Functions Virtualization (NFV), a new paradigm has been created for network
management and design. The NFV architecture allows network functions to be defined dquite dynamically.
A dynamic definition of network functions will provide the most effective support for organizational envi-
ronments. This research aims to prevent DDoS attacks using NFV and Software-Defined Networking(SDN)
platforms.Moving Target Defense (MTD) is used in this research to alter the routing and location of particular
detection packets in the network. This MTD technique effectively hinders attackers from targeting real
network topologies. A significant innovation introduced in this research is the selection of MTD types based
on the processing resources of overlay networks. The results indicate that the proposed method will save
these resources and reduce the time required to check network packets.

INDEX TERMS Network functions virtualization (NFV), virtualization of network functions (VNF),
network security functions (NSF), virtualization, denial of service attack, moving target defense (MTD),
DDos attacks.

I. INTRODUCTION
Today’s companies range from small operations to multi-
national corporations, whose main priority is secure com-
munication. Security is a critical prerequisite related to the
service type, infrastructure (hardware and software), extent,
and scale. DDoS attacks are network denial-of-service attacks
created to disturb services. This attack occurs when the
desired service becomes unavailable and disrupted. Despite
decades of research, defending against DDoS attacks remains
exceedingly challenging [1], [2]. These attacks are orches-
trated based on the ingenuity of the attackers [3]. Attackers
sometimes utilize the Internet of Things (IoT) for low-rate
attacks [4].
As DDoS attack techniques evolve, the defense mecha-

nisms for protecting against such attacks have also advanced
significantly. Virtualization has played a pivotal role in
this evolution, facilitating the implementation of numerous
defense methods by transitioning from hardware-based to
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software-based platforms. The aim of this paper is to present a
method for preventing DDoS attacks using Software-Defined
Networking (SDN) and Network Functions Virtualization
(NFV).

NFV introduces a novel approach to infrastructure design
and network configuration. A NFV may contain one or more
Virtual Machines (VMs) running different software and pro-
cesses. The versatility of NFV allows for implementation
across diverse conditions, presenting a new and economically
advantageous prospect for enhancing network security [5].
An NFV network is implemented using the software network
features, creating beneficial conditions and optimizing the
network resources [6].

Furthermore, SDN technology enables automation and
programmability by separating the control and management
aspects of the network architecture. OpenFlow is the com-
munication protocol that allows a SDN controller to manage
the forwarding behavior of network devices directly, enabling
flexible network configuration and dynamic traffic control.

SDN and NFV has incorporated advanced capabili-
ties within its platform to detect and mitigate DDoS
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attacks [7], [8]. The convergence of SDN and NFV estab-
lishes a network built, operated, and managed entirely
through software. SDN and NFV technology have provided
various defense methods, one of which is Moving Target
Defense (MTD) to increase the uncertainty and apparent
complexity for attackers. Regarding network security compo-
nents, we can refer to the virtual shadow network, a general
term for providing various fake responses (honeypots) for
security purposes. MTD mechanisms change the configura-
tion and structure of networks both during and before an
attack, making it very difficult for attackers to identify the
actual network topology for a potential DDoS attack. The
MTD strategy alters the routes for specific detection packets,
preventing attackers from identifying the network topology
and launching a potential DDoS attack.

Prior research has primarily assessed the effectiveness of
MTD strategies based on their ability to prevent attacks.
These evaluations often overlook the impact of MTD
on overlay network infrastructure and processing resource
consumption.

This research proposes a selectiveMTDmodel that dynam-
ically adjusts defense mechanisms based on the available
bandwidth of virtual machines (VMs) within the overlay
network and the type of MTD strategy employed. Our model
prioritizes the free bandwidth of VMs as a key criterion. Sys-
tems with greater bandwidth availability can accommodate
more resource-intensive MTD techniques, such as frequent
IP address changes, employ decoy servers and minimizing
potential delays for clients. The simulated attack operates at
the network layer and disturbs the server by sending packets.
Additionally, network forensics is important in strengthening
network security and identifying attacks on private servers.
A virtual name collector point is used for traffic processing,
network forensics, NFV hosting, and calculation of possible
routes. In this research, the Virtual name Collector Point
(VCP) serves as the executive server.

In summary, this paper’s key contribution is aMTDmethod
designed specifically for SDN and NFV environments. This
approach prioritizes minimizing processing resource con-
sumption, thereby reducing delays associated with defense
activation. By leveraging real-time resource state informa-
tion, the MTD response dynamically adapts, leading to a
significant reduction in system overhead.

II. RELATED WORKS
Previous articles have traditionally discussed network
defense and security in the context of DDoS attacks. These
studies have considered virtualization criteria and software-
defined networks. Various research has investigated methods
to uphold security and advance defense mechanisms utilizing
NFV and SDN. In [9], the authors investigated methods
for DDoS attack defense utilizing NFV and SDN. In [10],
a robust security framework was introduced for threats in 5G
networks. The presented algorithm employs entropy to clas-
sify suspicious packets as normal or malicious based on their
characteristics. Chowdhary et al. [11] introduced a framework

designed to augment the complexity faced by potential
attackers seeking to exploit vulnerabilities within the cloud
network. The Moving Target Defense Assisted Security
Framework (MASON) method systematically assesses the
influence of moving target defense on intrusion detection sys-
tem alerts, employing a threat score metric for comprehensive
analysis.

In [12], Liu et al. proposed a novel DDoS defense
algorithm based on NFV using a fuzzy system and Virtual
Private Network (VPN) to detect and mitigate DDoS attacks
effectively. The proposed method dynamically reroutes
suspicious traffic and disconnects it from the network.
Aydeger et al. introduced MTD mechanisms in [6], which
dynamically alter the network’s structure and configuration,
making it more challenging for attackers to identify and
exploit vulnerabilities. These mechanisms respond to attacks
in real-time and proactively protect against potential attacks.
Additionally, they introduced various network forensic mech-
anisms to identify the source and type of attacks, enabling a
more comprehensive defense strategy. Rawski [5] presented
the concept of MTD using topology mutation. This method
involves identifying and characterizing hosts within the net-
work, obtaining their topology information, and dynamically
altering the network’s structure to disrupt attackers’ attempts
to exploit known vulnerabilities. Singh et al. [13] presented
ARDefense, a novel model that leverages NFV to mitigate
DDoS attacks. ARDefense effectively defends online ser-
vices such as websites by virtualizing network functions
and implementing specific algorithms. Bringhenti et al. [14]
introduced a novel automated approach to determine the opti-
mal layout, placement, and configuration of virtual firewalls
based on a set of predefined security requirements. Their
method sought to optimize the placement of firewalls for
enhanced network security and threat mitigation. Alhebaishi
[15] proposed a concept that utilizes a virtual network archi-
tecture with dynamically configurable virtual segments and
dynamically rearranges the network’s logical structure. This
approach strives to increase the complexity for attackers to
identify and exploit network vulnerabilities by constantly
altering the network’s topology. The goal was to thwart
attackers’ attempts to pinpoint target systems and diminish
their overall efficacy in launching attacks.

A comprehensive survey of MTD techniques, their key
classifications, design dimensions, and attack behaviors con-
sidering existing moving target defense approaches was
conducted by Cho et al. [16]. In [17], Bulbul and Fis-
cher proposed a DDoS attack mitigation plan leveraging a
machine learning algorithm to uncover DDoS attack patterns.
Chen [18] discussed the architecture and detailed design
of SDNShield, a defense system to counter DDoS attacks
at the data control layer. SDNShield is a linear defense
system coordinated by the SDN controller. Agrawal et al.
[19] presented an algorithm that delegates network control
layer routing decisions and oversees the entire network uti-
lizing a centralized network controller. Rangisetti et al. [20]
discussed Address Resolution Protocol (ARP) spoofing in
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cloud, fog, or hybrid platforms employing software-defined
networking. Torquato and Vieira [21] employed a moving
target defense (MTD) method involving virtual machine
(VM) migration to counter existing denial-of-service (DoS)
attacks and neutralize or defend against further attacks. Their
methodology evaluated VM migrations’ timing as a key ele-
ment of theMTD strategy. In [22], Valdovinos et al. presented
a novel network paradigm by introducing software-defined
networking, which can potentially overcome the limitations
of current switching networks by decoupling the control and
data planes.

Significant research has focused on scaling control plane
resources in SDNs. Abdulqadder et al. [23] proposed a
hierarchical distribution of the control layer, both physi-
cally and logically, to improve utilization and scalability.
DDoS-specific defense mechanisms have also been explored,
including the IP-rule integrated system by Dimolianis et al.
[24] to mitigate attacks. Attack success probability mod-
eling in Infrastructure as a Service (IaaS) cloud settings
utilizing virtual machine migration [25] is another approach
presented. Nguyen et al. [26] characterized DDoS taxonomy
across traditional, semi-SDN, and fully virtualized networks
to facilitate analytical attack simulations. Alavizadeh et al.
[27] introduced a heterogeneous dynamic defense system that
enhances security by dynamically altering attack surfaces.

Emerging decentralized technologies offer promis-
ing capabilities for DDoS defense. Shakil et al. [28]
combined blockchain with cryptography to develop an
intermediary-free solution that integrates security through
a cryptographic algorithm in a trustless manner. In con-
trast, Balarezo and Wang [29] discussed non-moving target
defense-based denial-of-service strategies for both cloud and
non-cloud infrastructures.

Machine learning and traffic fingerprinting have enabled
detection advancements. Roshani [30] detected volumetric
DDoS attacks using a hybrid machine learning model with
pre-training. Jiang et al. [31] proposed BSD-Guard, a scalable
blockchain-based intrusion detection and prevention system
intended to protect software-defined networks from DDoS
campaigns. Additional detection mechanisms have leveraged
traffic fingerprints. Rios et al. [32] categorizes low-rate DDoS
attack types and subsequently halts or reduces incidents based
on fingerprints. The security framework SFCSA [33] imple-
ments path selection as a Markov decision process, employs
reward systems for accurate malicious traffic inference, and
demonstrates method effectiveness across various scenarios.

III. RESEARCH METHOD
The main aspect of the research methodology involves select-
ing and altering Moving Target Defense (MTD) strategies.
This research derives its core defensive paradigm from the
ancient Greek stratagem of the ‘‘Shell Game,’’ a tactic pred-
icated on misdirection and deception. Building upon this
foundational concept, we propose a novel network defense
strategy that effectively thwarts attacks without relying solely
on vulnerability patching or inherent hardware and software

limitations. A thorough examination of the model proposed
in [6] reveals a need for more consideration for system
bandwidth and overhead. We can significantly enhance net-
work defenses by modifying the strategies employed in
overlay networks and replacing random algorithms with
measurement-based methods.

Figure 1 provides an overview of the MTD components
constituting the core research focus areas. This figure com-
prises three components: the SDN switch, VCP, and SDN
controller. These components operate respectively within the
network layer, application layer, and control layer.

The system follows a multi-stage approach to protect
against attacks. First, upon receiving a packet, the system
checks the route to determine if the destination belongs to
the Virtual Collector Point (VCP). If so, the packet is routed
accordingly. Subsequently, all packets are passed through a
firewall and pertinent information is extracted and stored in
a database (watchlist) for further analysis. Packets that are
deemed benign, based on the absence of suspicious attributes,
ar then forwarded to their intended destinations, such as
websites or servers.

Following the selection of a strategy (as detailed in
Section A) the packet in VCP undergoes examination by
the forensic rules integrated into the VCP machine. Subse-
quently, the NFV Orchestrator grants authorization to regular
packets. Ultimately, upon traversing through VCP, these nor-
mal packets facilitate the establishment of an optimal path or
modifications to the network topology.

A. MOVING TARGET DEFENSE STRATEGY
Considering the computing resources of the involved vir-
tual machines, we can dynamically mutate packets on the
least occupied virtual machine. This enables efficient pro-
cessing of larger traffic volumes, reducing latency and
improving system efficiency. Subsequently, we can initiate
a decision-making process based on the number of times the
packet traverses the controller. It is discarded if the packet’s
review count exceeds a predefined limit. Conversely, if the
count falls below the limit, it is routed to the moving target
defense section. This section makes decisions based on the
overhead of the Virtual Shadow Host (VSH). This approach
dynamically adapts in the network based on traffic conditions
and system resources to defend against DDoS attacks.

Also, this method minimizes disruption to normal traffic.
replacing random algorithms with measurement-based meth-
ods, we can significantly enhance network defenses. In other
words, if the available bandwidth of a VSH falls below a
defined threshold, incoming packets undergo mutation and
re-entry into the deception network for additional scrutiny.
When the bandwidth conditions are normal, the packets
continue on their path through the deception networks for
forensic evaluation using the method performed in [34].

B. FINAL IMPLEMENTATION
After evaluating existing controllers and their capabilities,
Floodlight (version 1.2 with OpenFlow 1.1) was selected
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FIGURE 1. Flowchart for moving target defense management.

as the controller managed on the Virtual Collector Point
server. This Java-based controller maintains all network
rules and provides the underlying infrastructure necessary
instructions to direct traffic. Additionally, the controller
supports functional REST APIs to facilitate programming.
Mininet version 2.3.0d6 was utilized to simulate the desired
topology, which is comprised of switches, bots, and the
main server. This simulator allows us to replicate virtual
hosts and network topology. Both are based on Linux and
employ OpenFlow technology [35]. Specifically, the virtual
testbed comprised 11 hosts, four switches, and one controller
instantiated within the Mininet environment for experimental
purposes.

Upon initial connection of a switch to the controller, Flood-
light defaults to clearing all tables. Subsequently, all routing
and firewall roles are stored in the flow table. Additionally,
the optimal network path is determined based on Flood-
light’s default routing protocol (RIP) for packets. One of
the eleven hosts created assumes the role of a web server
for defensive purposes. This web server is established using
the ‘‘Python SimpleHTTPServer’’ module. The Floodlight

firewall possesses an access control list utilized for watchlist
functionality, constituting a stateless firewall.

While this approach is lightweight and efficient in creating
these nodes, it cannot generate virtual machines operating
independently from each other. Another point that The hosts’
configurations are not retained when they are powered off.
A key feature within Mininet is its ability to establish a con-
nection with the Floodlight controller, facilitating dynamic
rule exchange for enhanced network control and flexibility.
Further, Mininet enabled direct Floodlight controller integra-
tion for rule exchanges. A script was developed using Python
version 3 to execute a DDoS attack targeting websites hosted
on one of the Mininet hosts and sending fake traffic to the
servers. As soon as the script receives the desired port number
and packet rate for the website, it initiates the attack. In this
approach, the links for attack packets undergo route mutation,
making it challenging for attackers to identify the network’s
actual topology and launch a DoS attack. Simultaneously,
it enables the defender to gather attacker information through
forensics. Consequently, the adopted approach effectively
reduces latency and resource consumption.
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The modifications to the moving target defense in the strat-
egy section are delineated in the two pseudo-codes section.
Figure 2 presents a pseudocode detailing MTD’s strategy
selection process. The initial lines (1-4) handle packet recep-
tion and bandwidth analysis, followed by the core strategy
selection logic (lines 5-12). In case the bandwidth exceeds
the user-defined threshold, the algorithm triggers the intro-
duction of virtual network functions (VNFs), effectively
isolating the compromised traffic. Conversely, if the band-
width remainswithin acceptable limits, the algorithm initiates
route mutation, dynamically altering packet routing and
updating the routing database accordingly.

Figure 3 depicts the pseudo-code for packet entry mon-
itoring, an ongoing process that continues until the packet
reaches the strategy selection section. This algorithm iden-
tifies entities requiring watchlist inclusion, such as srcIP
(source IP) and dstIP (destination IP), and determines
the appropriate response based on packet frequency. The
pseudo-code receives packet-specific variables, including
SwitchID, srcIP, dstIP, protocol, and maxUsage (maximum
watch count). Based on the maxUsage value, a decision is
made to either admit or discard the packet. For route muta-
tion instances, the algorithm transmits the values of srcIP,
dstIP, protocol, and MTDStrategy to the router for immediate
mutation execution. Additionally, the triggeredUpdate value
is updated, and the new value is recorded in the database. The
provided pseudo-codes articulate a well-structured frame-
work for implementing dynamic MTD strategies, adeptly
countering emerging network threats.

To enhance comprehension of the operational methodol-
ogy of the proposed approach, Figure 4 has showed the
scenario of transmitting a normal packet across the three
layers. The executed components are depicted in this figure.
Initially, a random host sends a request to access a web
server. The packet enters the VCP after routing through the
network layer. After passing through the installed firewall
(Floodlight controller) and the local database, it reaches the
section responsible for examining defensive strategies against
the moving target. In this section, depending on the load
of authorized virtual machines, the packet either undergoes
route mutation or proceeds to the NFV machine section.
Ultimately, with the assistance of Open vSwitch within the
controller, the packet reaches the web server host.

IV. FINDINGS
For this research, a virtual machine with the following spec-
ifications was utilized as the testing platform: 20 processor
cores, 32 GB RAM, and running the Ubuntu operating
system. Floodlight was chosen as the primary network con-
troller, requiring Java prerequisites for its operation. The
controller’s compatibility with various physical switches,
such as Dell Z9000, Arista 7050, and HP 3500, demonstrates
its feasibility in real-world deployments. The performance
of Open vSwitch on SDN and NFV platforms, along with
the presentation of two new frameworks for routing overload
management, has been investigated in previous articles [36].

FIGURE 2. Choosing moving target defense strategy.

FIGURE 3. Packet received on the defense system.

The sFlow-RT tool (version 3.0.1425) is also used for
bandwidth profiling, performance, and monitoring in SDN
and NFV connections [37]. The sFlow-RT analysis engine
operates as a continuous measurement system, receiving
information from agents on network devices, hosts, and
applications. Raw data is transformed into usable variables
accessible through anAPI. The variable used in the SFlow-RT
graphs is mn_flow, which displays the maximum number
of flows passing through. This variable uses sFlow-RT to
display the number of packets during an attack and after. The
graph generated in the defense execution shows a downward
trend. Figure 5 illustrates the number of flows in a normal
request without an attack.

The attack scenario involved specifying the IP address
of the web server, sending 4096 packets, and targeting the
destination port HTTP. After the execution of the attack, the
configured firewall in the controller is employed to mitigate
and prevent further instances of the attack. Floodlight enables
the definition of an access control list that functions as a fire-
wall, shared among all switches. Figure 6 demonstrates the
significant reduction in attacks after implementing firewall
controls. In this graph, the attack peak reached 15,000 packets
per minute, ultimately neutralizing the attacked.
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FIGURE 4. The scenario for transmitting a normal packet in the proposed
method.

A. SMART DEFENSE BY MOVING TARGET DEFENSE
STRATEGY
In the succeeding phase, once the controller, indexing engine,
and attacks are executed, the implementation of moving tar-
get defense becomes feasible. The firewall was programmed
utilizing the React API to construct intelligent defense capa-
bilities by dispatching API commands to the controller and
analysis engine. The user sets a threshold value for per-
missible traffic, identifying attacks and alerting the analysis
engine.

The engine extracts the IP addresses of the attackers and
relays them to the controller’s firewall for defense. Upon
receiving attack parameters from the controller, the fire-
wall performs data cleansing and successfully thwarts the
attack, denying the attacker access to the desired web service.
By the moving target defense approach, the maximum flow
algorithm is employed in the subsequent phase to execute
route mutation, prioritizing different routes and effecting
alterations. To facilitate the algorithm’s functionality, two
parameters, namely IP address and Time to Live (TTL), must
be incorporated into the switches to serve the role of layer
three. Using OpenFlow controllers, functions spanning layers
1 to 4 can be implemented [38].

Consequently, by integrating routers and NFV network
functions, bandwidth can be effectively monitored within the
controller. If the bandwidth falls below the user response
threshold, route mutation is triggered; otherwise, it navigates
through overlay networks to reach the ultimate server.

V. EVALUATION
The proposed defense technique effectively thwarts DDoS
attacks, demonstrating its superiority to previously reported
strategies. While existing methods such as [6] rely on factors
like mutation probability, time limit, and alternative prob-
ability to determine MTD strategies, the proposed method
prioritizes minimizing the overlay network system’s over-
head, allowing freed resources to handle normal traffic more
efficiently. This approach also reduces storage and processing
requirements, enabling healthy packets to reach their destina-
tion faster than previous mutation methods. An innovation in
the proposed method involves replacing the Russian roulette
algorithm with the suggested resource usage method. The
controller detects potential attackers by classifying transmit-
ted packets, and preemptive measures are taken to prevent the
attack.

The evaluation of the proposed method is conducted in
two sections. The first section assesses the effectiveness of
the proposed method in preventing DDoS attacks, as demon-
strated in Figure 6. Figure 6 illustrates a significant reduction
in attacks following the implementation of firewall con-
trols. As depicted in this graph, at one point, the maximum
attack peaked at 15,000 packets per minute, ultimately being
neutralized.

The second section evaluates the success rate of the pro-
posed method in reducing processor overhead. A significant
observation in the findings is the decrease of virtual machine
processing resources by 10 to 20 percent in the proposed
defense framework. In contrast, inspecting all incoming traf-
fic would elevate this figure to over 90% of the processor’s
capacity. The system overhead, driven by the controller soft-
ware and forensic properties, peaks when the system is fully
loaded.

During system updates to the route, topology information
may be stored in RAM, or alternatively, Link LayerDiscovery
Protocol (LLDP) packetsmay be employed to update network
information. The total route mutation is directly related to the
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FIGURE 5. Packet received on the defense system.

FIGURE 6. Number of blocked packets by method.

increase in the number of routers. The complexity of the route
mutation execution time is O(n∗ log(n)). Route mutation only
inflicts a few milliseconds of delay. The database records
contain input ID (2 bytes), source IP (4 bytes), destination IP
(4 bytes), protocol type (1 byte), and time (7 bytes). Further-
more, the packet route size directly correlates with the length
of the route mutation. A designated value of 1 byte indicates
the probability of mutation within the MTD strategy.

VI. DISCUSSION
This study introduces three distinct moving target defense
strategies for implementation, one operating at layer 7 and the
others at layers 3 and 4, thereby enhancing overall defensive
capability. In the proposed method, attackers face a contin-
uously changing and random perspective of the underlying
system. The proactive nature of this process, which thwarts
attacks at the detection phase, proves time-consuming for
attackers while imposing minimal overhead on the system.

Through route mutation, a divergent route is estab-
lished within the packet’s inbound trajectory, rendering it

TABLE 1. Comparison between current study and previous work [6].

untraceable by the attacker. According to [11], the probability
of choosing a decision through Russian Roulette is fixed
at 33% in the decision-making process of moving target
defense. However, the noteworthy advantage of the proposed
method lies in its capacity to diminish the overlay network
system’s overhead by considering available system resources.
This approach demonstrably reduces the likelihood of web
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server unavailability to less than 1%, representing a sig-
nificant benefit in the domain of DDoS attack mitigation
research.

An additional benefit of the proposed approach is stor-
age space reduction by removing the tracking database. The
entry in the tracking database comprises 39 bytes. Due to
the prospect of memory overhead with increasing hops,
this variable space has been completely supplanted. Table 1
demonstrates that comparing the proposed method to [6]
reveals superior and reliable performance on certain criteria.
However, the previous method retains MTD advantages.

VII. CONCLUSION
In this research, moving target defense techniques have
been employed to mitigate DDoS attacks in Internet Service
Providers (ISPs) by utilizing software network architecture
and virtualizing network functions. This approach makes
decisions grounded in resource considerations. It encom-
passes two dynamic defense strategies: the first strategy,
route mutation, is implemented to obscure network topology
information during the DDoS detection stage and divert the
attacker away from the final target. The subsequent strategy
facilitates the mutation of the route for malicious packets,
redirecting them away from their ultimate destination, which
is an important principle of moving target defense. Another
strategy involves using covert networks for mutation, ensur-
ing constant server migration, and preventing attackers from
identifying the real server.

Notably, the implementation of overlay networks regarding
resources was not addressed in [6]. This study endeavors
to implement the defense method by assessing bandwidth
and identifying the minimum resources required for defense
through the virtualization of network functions. A compre-
hensive simulation of various aspects of attack and defense
was undertaken in this study, intending to serve as a foun-
dational framework for future research in the domain of
moving target defense. The implementation and testing of this
research were conducted on a small scale, which represents
one of the primary limitations of this study. A real-world
implementation within an ISP environment could provide a
more comprehensive evaluation of the proposed method’s
effectiveness.

In future endeavors, incorporating the fault tolerance sys-
tem in the controller, as introduced in [39], could mitigate
potential failure points in the control layer. Adding fault
tolerance would render attackers incapable of turning off the
control layer, ensuring uninterrupted access to the desired
defense services. Furthermore, the utilization of service func-
tion chaining [40] empowers operators to design Virtual
Network Function (VNF) functions dynamically, catering to
the specific needs of their clientele.
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