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ABSTRACT Frequency spatial distribution characteristics of interconnected power systems are highlighted,
resulting in significant regional frequency differences and inter-region tie-line power fluctuations, posing a
threat to frequency security operation. For two-region interconnected power systems, analytical expressions
for regional frequency and inter-regional tie-line power are derived based on the low-order frequency
response model. By dividing the fast-varying part and the slow-varying part of the above analytical expres-
sions, analytical frequency security indicators including nadir value, quasi-steady-state value, maximum
rate value of regional frequency, and peak value, quasi-steady-state value of inter-regional tie-line power are
derived. By dividing the fast-varying part and slow-varying part of the aforementioned analytical expressions,
we further derived analytical frequency security indicators, including nadir value, quasi-steady-state value,
maximum rate value of regional frequency, and peak value, quasi-steady-state value of inter-area tie-line
power. Through case studies based on the IEEE 2-region 4-machine system, the results indicate that the
obtained analytical frequency security indicators can accurately describe the frequency dynamics following
a major disturbance for two-region interconnected power systems.

INDEX TERMS Frequency security indicators, interconnected power systems, frequency nadir, inter-
regional tie-line power, analytical method.

I. INTRODUCTION
As the new power systems evolve, the individual generator
capacity, renewable generation supply capability, and UHV
inter-regional transmission capability have increased, leading
to a considerable increase in the power deficit caused by
single component failures [1]. On the other hand, as the
proportion of low inertia renewable energy sources and power
electronic devices increases, the system inertia and Primary
Frequency Regulation (PFR) capacity gradually decrease [2].
Under the dual effects of increased disturbance risk and
decreased disturbance resilience, the frequency stability
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situation of interconnected power systems becomes increas-
ingly severe [3].

Meanwhile, influenced by the construction of large-scale
renewable generation bases, the distribution of inertia and
PFR capacity in the system becomes more uneven [4]. Addi-
tionally, the expansion of system-scale results in increased
electrical distances between regions, weakening their connec-
tions further [5]. Therefore, The frequency spatial distribu-
tion characteristics following disturbances of interconnected
power systems become more significant [6], and the fre-
quency dynamics analysis method should be up-to-date.

Currently, there are three main methods for frequency
dynamics analysis: data-driven methods, simulation meth-
ods, and analytical methods. Data-driven methods provide a
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more comprehensive and accurate analysis of the frequency
dynamics of complex systems [7]. However, data-driven
methods require a large amount of high-quality data for
training and validation, and the performance of the models
may significantly degrade if the data is insufficient or of
low quality [8]. Simulation methods can accurately simulate
the physical behavior and dynamic characteristics of power
systems, considering detailed models of various devices and
components. They also allow control and setting of var-
ious conditions and events in the simulation for testing
and analysis of different scenarios. The downside is that
high-precision simulations require substantial computational
resources and time, especially for the dynamic simulation
of large-scale power systems, where the cost of computa-
tional resources and time increases significantly with the
scale and precision of the simulation [9]. Analytical meth-
ods can derive explicit functional relationships of frequency
dynamics over time, enabling direct calculation of frequency
values at any given moment without iteration [10]. Due
to their clear form and high computational efficiency, ana-
lytical methods are widely used in various scenarios. For
instance, in fast calculation scenarios, analytical methods
are very suitable for online computation [11]. Additionally,
in scenarios requiring large-scale computations such as unit
testing, analytical methods perform excellently [12]. In the-
oretical analysis scenarios, analytical methods are often used
for parameter sensitivity analysis, showcasing their unique
advantages [13]. In interconnected power systems, Analyt-
ical Frequency Security Indicators (AFSIs) usually include
the nadir value, quasi-steady-state value, and maximum rate
value during the dynamic frequency process [14]. These
indicators provide a basis for unit commitment before inci-
dents [15], frequency stability control during incidents [16],
and performance evaluation after incidents [17], making them
one of the research hotspots in recent years.

Since the frequency spatial distribution characteristics in
isolated power systems are not significant, most of the
existing frequency security analysis indicators are derived
based on the assumption of average frequency. Refer-
ence [10] derived analytical expressions for the nadir value,
quasi-steady-state value, and maximum rate value of sys-
tem frequency based on the analytical expressions of a
low-order system frequency response model. Reference [18]
derived a low-order average system frequency model based
on a first-order inertia feedback regulator. References [19]
and [20] derived the analytical expression of the nadir value
through frequency feedback loops and frequency deviation
approximation, providing references for frequency dynamics
analysis.

Unlike isolated power systems, the frequency dynamics
of interconnected power systems exhibit significant spatial
distribution characteristics after disturbances [21]. Specifi-
cally, the AFSIs of each region differ significantly from the
center of inertia, regions mutually influence each other, and
the inter-regional tie-line power (ITP) fluctuates greatly [22],
[23]. Most existing studies focus on isolated power systems

and ignore the frequency spatial distribution characteristics,
rendering the derived frequency security analysis indicators
unsuitable for interconnected power systems.

For interconnected power systems, [24] derived several
Taylor series for AFSIs in a two-area system. However,
to ensure accuracy, these Taylor series need to retain nearly
a hundred terms, which limits their application. Refer-
ences [25] and [26] proposed low-order frequency response
models for two-area and three-area power systems and
derived analytical expressions for Regional Frequency (RF).
Although analytical expressions for frequency dynamics,
consisting of central frequency and inter-machine oscilla-
tion frequency, have been obtained, these functions exhibit
multi-peak and non-monotonic characteristics, making it
impossible to quickly solve AFSIs using conventional meth-
ods. Additionally, they do not provide analytical methods
for ITP. Reference [27] considered the steady-state value of
ITP but ignored dynamic characteristics and did not consider
its peak value. Reference [28] proposed a linearized model
for ITP fluctuations between two main areas and derived
the analytical expression for the peak value. Reference [29]
further calculated the peak value of ITP following faults such
as DC blocking. However, these studies did not consider the
grid connection capacity of generators. Therefore, there is
still a lack of accurate AFSIs that can describe RF and ITP.

This paper focuses on the interconnected power systems
of two regions, contributing primarily in the following two
aspects:

1) Simplification of the two region interconnected power
system into a low-order two-machine frequency
response models based on structural characteristics,
and derivation of analytical expressions for RF and ITP.

2) By dividing the analytical expressions into fast-varying
part and the slow-varying part, deriving AFSIs includ-
ing nadir value, quasi-steady-state value, maximum
rate value of RF, and peak value, quasi-steady-state
value of ITP.

The rest of the paper is organized as follows. Section II
proposes the low-order frequency response model for the
two-region interconnected power system and derive its ana-
lytical expression. Section III divides the fast-varying part
and the slow-varying of the obtained analytical expressions
and derives the AFSIs for the RF and the ITP. Section IV con-
ducts case studies and provides simulation results. Section V
concludes the paper.

II. MODELING AND ANALYTICAL DERIVATION
A. FREQUENCY RESPONSE MODEL
For the two-region power system, aggregating each region
into an equivalent generator [20], simplifying the network
structure based on DC power flow [24], and reducing
the model order complexity with the low-order governor
model [30], a low-order frequency response model can be
developed, as shown in Fig. 1.
where, xI is the corresponding x of the equivalent gen-

erator for the Region-I, xII is the corresponding x of the
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FIGURE 1. The low-order frequency response model for the two-region
power system (assuming Region-II is the disturbed region).

equivalent generator for the Region-II, H is the inertia time
constant, D is the damping coefficient,Km is the mechanical
power gain coefficient,FH is the high-pressure turbine power
coefficient, R is the governor regulation coefficient,TR is the
reheating time constant, Pm is the mechanical power, δ is
the rotor angle, f is the frequency, 1Pd is the disturbance
power, 1Ps is the inter-region oscillation power, 1Pp is the
proportional feedback power, 1Pf is the first-order inertial
feedback power, 1 is the deviation symbol, s is the complex
variable symbol in Laplace transform,w is the equivalent
branch admittance:

w = ω0Bs (1)

where, ω0 is the rated angular velocity, Bs is the branch
admittance.

With the development of renewable energy sources, their
PFR capacity should be considered. Currently, the PFR func-
tion modification of renewable energy is mainly to add
frequency control loops (e.g., virtual inertia control and vir-
tual droop control) that simulate the PFR characteristics of
conventional generators in its active power control system.
Since the added PFR loops have similar structures, they can
be equivalently aggregatedwith conventional generators [31].
According to [13], the equivalent parameters of each region

can be aggregated from the system network and the param-
eters of all generators in the region. Next, we will take
Region-I as an example and provide the calculation method
for each equivalent parameter. The same procedure applies to
Region-II.

Let SB be the base capacity of the generator and line
parameters, then Km,I,i for each generator within the region
can be expressed as

Km,I,i =
1Pmax,i

SB
, i ∈ VI (2)

where, i is the index of all generators in the system, VI is the
set of generators in Region-I, 1Pmax,i is the rated power of
the i-th generator.

Let X ={H , D}, Y ={FH , TR}, then XI and YI can be
expressed as

XI =

∑
i∈VI

Km,I,iXI,i, YI =

∑
i∈VI

YI,iKm,I,iR
−1
I,i∑

i∈VI

Km,I,iR
−1
I,i

(3)

where

R−1
I =

∑
i∈VI

Km,I,iR
−1
I,i

Km,I
, Km,I =

∑
i∈VI

Km,I,i (4)

The electromagnetic power variation of the equivalent gen-
erator for Region-I is the difference between1Pd,I and1Ps,I.
Meanwhile, the ITP variation represents the supporting power
from the non-disturbed region to the disturbed region, which
is equal to the electromagnetic power variation of the equiv-
alent generator for the non-disturbed region. In this paper,
we assume that Region-II is the disturbed region and region-I
is the non-disturbed region. Therefore, the ITP 1Pt can be
expressed as

1Pt = 1Ps,I − 1Pd,I = w (1δI − 1δII) −

∑
i∈VI

1Pd,I,i

(5)

B. ANALYTICAL EXPRESSIONS FOR THE RF
Based on the modal analysis method proposed in [24], the
mathematic equation of the model shown in Fig. 1 can
be transformed into a second-order two-degree-of-freedom
forced vibration equation with yI and yII as the primary modal
coordinates, as shown below:

2HsysÿI + Deq,sysẏI = ω0
(
1Pd,sys + 1Pf ,sys − χ3ẏII

)
(6)

4HsysHIHIIÿII + 2
(
H2
I Deq,II + H2

IIDeq,I
)
ẏII

+ 2wH2
sysyII = ω0 (χ1 + χ2 − χ3ẏI) (7)

where, xsys is the corresponding x of the low-order system
frequency response model proposed in [10] and can be calcu-
lated by the equivalent aggregation method proposed in [13],
Deq is the the equivalent damping coefficient, χ1, χ2, and χ3
are three input powers:

Deq = D+ KmFHR−1

χ1 = 2HI1Pd,II − 2HII1Pd,I

χ2 = 2HI1Pf ,II − 2HII1Pf ,I
χ3 = 2HIDeq,II − 2HIIDeq,I

(8)

Therefore, the RF can be expressed as the product of the
modal matrix 8 and the primary modal coordinates:[

1fI
1fII

]
=

[
1δ̇I
1δ̇II

]
= 8ẏ =

[
1 −2HII
1 2HI

] [
ẏI
ẏII

]
(9)

Since χ3ẏII shows little effect on ẏI in (7), and χ2 − χ3ẏI
shows little effect on ẏII in (8), they can be ignored to decou-
ple ẏI and ẏII and solve for them separately:{

ẏI (t) = ω0α1e−ζ1ωn,1t sin
(
ωr,1t + ϕ

)
+ ω0β

ẏII (t) = ω0α2e−ζ2ωn,2t sinωr,2t
(10)
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where

ωn,1 =

√
DsysRsys + Km,sys
2HsysRsysTR,sys

ζ1 = ωn,1
2HsysRsys +

(
DsysRsys + Km,sysFH ,sys

)
TR,sys

2
(
DsysRsys + Km,sys

)
ωr,1 = ωn,1

√
1 − ζ 2

1

β =
Rsys1Pd ,sys

DsysRsys + Km,sys

α1 = β

√√√√1 − 2TR,sysζ1ωn,1 + T 2
R,sysω

2
n,1

1 − ζ 2
1

ϕ = tan−1


√
1 − ζ 2

1

ζ1 − ωn,1TR,sys


(11)

ωn,2 =

√
w
2HI

+
w

2HII

ζ2 = ωn,2
H2
I Deq,2 + H2

IIDeq,1
w (HI + HII)

2

ωr,2 = ωn,2

√
1 − ζ 2

2

α2 =
HI1Pd ,I − HII1Pd ,II
2HIHIIωr,2 (HI + HII)

(12)

Substitute (10) into (9), the analytical expressions for
1fI(t) and 1fII(t) can be expressed as

1fI (t) = α1e−ζ1ωn,1t sin
(
ωr,1t + ϕ

)
+ β

− 2HIIα2e−ζ2ωn,2t sinωr,2t (13.a)

1fII (t) = α1e−ζ1ωn,1t sin
(
ωr,1t + ϕ

)
+ β

+ 2HIα2e−ζ2ωn,2t sinωr,2t (13.b)

Taking the derivative of (13), the analytical expressions for
the RoCoF can be obtain as

1ḟI (t) = α1ωn,1e−ζ1ωn,1t sin
(
ωr,1t + ϕ1

)
− 2HIIα2ωn,2e−ζ2ωn,2t sin

(
ωr,2t + ϕ2

)
(14.a)

1ḟII (t) = α1ωn,1e−ζ1ωn,1t sin
(
ωr,1t + ϕ1

)
+ 2HIα2ωn,2e−ζ2ωn,2t sin

(
ωr,2t + ϕ2

)
(14.b)

where 
ϕ1 = tan−1

(
ωr,1TR,sys

1 − ζ1ωn,1TR,sys

)

ϕ2 = tan−1

−

√
1 − ζ 2

2

ζ2

 (15)

C. ANALYTICAL EXPRESSIONS FOR THE ITP
Combining (5) and (9), the relationship between 1Ps,I and
the primary modal coordinates can be obtained as

1Ps,I (t) = w1δI (t) − w1δII (t)

= w
∫

1fI (t) − 1fII (t) dt = −2wHsysyII (t)

(16)

FIGURE 2. The Comparison of analytical and simulation results of the ITP
variation.

Substituting (13) into (16), the simplified form of1P(1)s,I (t)

can be obtained. by substituting 1P(1)s,I (t) into (5), the sim-

plified form of 1P(1)t (t) can be derived. Comparing with
the simulation results, it is observed that there are significant
errors in both the peak value and the quasi-steady-state value,
as shown in Fig. 2. Therefore, the1P(1)t (t) obtained from this
method cannot accurately describe the ITP variation.

It is verified that these errors are caused by the neglect
made in solving (10). These neglect terms have a small effect
on the RF, but their integration has a significant effect on
the ITP and should therefore be taken into account when
derivating the analytical expressions for the ITP.

1) PEAK VALUE
The maximum value of the ITP occurs at the first swing peak
of its oscillation. Within this time scale, the governor can be
considered unresponsive and the RoCoF can be considered
constant. Therefore, (7) can be simplified as

ÿII (t)+2ζ2ωn,2ẏII (t)+ω2
n,2yII (t)=

2Hsysχ1 + 1Pd ,sysχ3t
16H2

sysHIHII

(17)

Solving (17) and substituting it into (16) yields 1P(2)s,I (t).

Then substituting it into (5), 1P(2)t (t) can be obtained as

1P(2)
t (t) = ρ1 + ρ2t +

√
ρ2
3 + ρ3

4e
−ζ2ωn,2t sin

(
ωr,2t + ϕ3

)
(18)

where

ρ1 = −1Pd ,I − ρ3 ρ2 =
1Pd ,sysχ3

4H2
sys

ρ3 = −
2Hsysωn,2χ1 − 2ζ21Pd ,sysχ3

4H2
sysωn,2

ρ4 = −
2Hsysζ2ωn,2χ1 + 1Pd ,sys

(
1 − 2ζ 2

2

)
χ3

4H2
sysωr,2

ϕ3 = tan−1 ρ3

ρ4

(19)

2) QUASI-STEADY STATE VALUE
When the dynamic process concludes, both the ITP and
the RF cease to change, reaching quasi-steady-state values.
At this point, the time constants of all dynamic components
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no longer contribute delays, effectively becoming zero. Let
this moment be denoted as t∞, then it follows that ẏI (t∞)

and yII (t∞) are both constants, while ÿI (t∞) and ẏII (t∞) are
both zero. Substituting these values into (6), the analytical
expressions for the quasi-steady-state values of the RF and
the ITP can be derived as

1f qssI = 1f qssII =
1Pd ,sys
Dqss
sys

(20)

1Pqsst = −Dqss
I 1f qssI = −

Dqss
I 1Pd ,sys
Dqss
sys

(21)

where

Dqss
=

R
DR+ Km

(22)

As shown in Fig. 2, the peak value described by 1P(2)s,I (t)
and the quasi-steady state value described by 1Pqsst have
extremely high accuracy when compared with the simulation
results. Further validation will be performed in Section IV-A.
The obtained analytical expressions for the RF and the ITP,

although simple in structure, are still transcendental equa-
tions formed by transcendental functions. Therefore, they
cannot be analytically solved to obtain the required AFSIs.
Section III will detail how to address this problem.

III. AFSIs FOR THE RF AND THE TIP
The proposed closed-form solutions for the two-machine
frequency response model are multi-peak functions, which
cannot be quickly solved for AFSIs using conventional
methods. To obtain the required AFSIs, we need to divide
different parts within the closed-form solution and weigh
their importance in different stages of frequency dynam-
ics. In this section, we partition the fast-varying part and
the slow-varying part within the obtained analytical expres-
sions. In the fast- varying part, certain terms may signifi-
cantly impact transient frequency fluctuations, thus requiring
focused attention and control over short periods. Conversely,
in the slow- varying part, other terms may be crucial for the
long-term stability of the system, influencing it over longer
time scales. This yields AFSIs including nadir value, quasi-
steady-state value, maximum rate value of RF, and peak
value, quasi-steady-state value of ITP.

A. AFSI DEFINITIONS
Nadir value of RF: This refers to the nadir frequency reached
within a region due to sudden events (such as load increase,
generator failure, or other disturbances). It is mainly influ-
enced by factors like rapid load changes, generator outages,
large loads entering or leaving the system, and response speed
of frequency regulation resources.

Quasi-steady-state value of RF: This indicates the fre-
quency value that the system approaches but does not fully
return to its original steady-state frequency after a dis-
turbance. It is influenced by characteristics of frequency
regulation control systems, dynamic properties of loads and
generation, and system inertia.

FIGURE 3. The analytical expression division and extreme point
approximation.

Maximum rate value of RF: This measures the maximum
rate at which frequency changes over time, typically in Hz/s.
It is influenced by system inertia, instantaneous changes
in load and generation, scheduling strategies, and control
measures.

Peak value and quasi-steady-state value of ITP: These
represent the maximum instantaneous power flow due to
load changes or other disturbances between different regions
connected by tie-lines. They are influenced by dynamic
changes in inter-regional loads and generation, inter-regional
power market transactions, system disturbances (such as
faults, generator outages), tie-line capacities, and operational
conditions.

B. FAST- AND SLOW-VARYING PARTS DIVISION
As shown in (13), (14) and (18), the analytical expressions
all consist of functions with different angular frequen-
cies (the angular frequencies of the constant terms and
primary terms can be considered as 0). Depending on
the magnitude of the angular frequencies, the expressions
can be divided into the fast-varying part (large angu-
lar frequency) and the slow-varying part (small angular
frequency).

Based on this method, the division results are as fol-
lows: the first terms of (13) and (14) are the slow-varying
parts and the second terms are the fast-varying parts; the
first two terms of (18) are the slow-varying parts and the
third term is the fast-varying part. Fig. 3 illustrates their
relationship.

As shown in Fig. 3, the extreme point moments of
the analytical expressions are primarily determined by the
fast-varying parts with minimal influence from the slow-
varying parts. Exploiting this characteristic, the extreme
point moments of the fast-varying parts can be used as an
approximate substitute for the extreme point moments of the
analytical expressions, and the approximate extreme points
with high accuracy can be obtained. In the following, the
AFSIs for the RF and the ITP are further deduced based on
this approximation method.
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C. NADIR VALUE OF THE RF
As shown in Fig. 3(a), influenced by the frequency spatial
distribution characteristics, the nadir value of the RF shifts
downward compared to that of the system frequency fol-
lowing a major disturbance. Simulation within a reasonable
range of parameter values reveals that since the oscillation
in the fast-varying part of the RF are damped and the oscil-
lation amplitude is less than the deviation amplitude of the
slow-varying part, the nadir value of the RF occurs in the
fast-varying part before and after the extreme point moments
of the slow-varying part.

Let the derivative of the slow-varying part in (13) be zero:

1ḟsv (t) = α1ωn,1e−ζ1ωn,1t sin
(
ωr,1t + ϕ1

)
= 0 (23)

The nadir value moment of the slow-varying part can be
derived as

tnadirsv =
(2n∗

+ 1) π − ϕ1

ωr,1
(24)

where, the subscript sv stands for the slow part, the subscript
fv stands for the FAST part, n∗ is the first extreme point when
tnadirsv > 0:

n∗
=

⌈
ϕ1 − π

2π

⌉
(25)

Let the derivative of the fast-varying part in (13) be zero:{
1ḟfv,I (t) = −2HIIα2ωn,2e−ς2ωn,2t sin

(
ωr,2t + ϕ2

)
= 0

1ḟfv,II (t) = 2HIα2ωn,2e−ς2ωn,2t sin
(
ωr,2t + ϕ2

)
= 0

(26)

The extreme point moment of the fast-varying part in
Region-I is the zero-point when sin

(
ωr,2t + ϕ2

)
changes

from positive to negative, and the nadir value moment of
the fast-varying part in Region-II is the zero-point when
sin

(
ωr,2t + ϕ2

)
changes from negative to positive:{

tNadirfv,I,τ =
2τπ−ϕ3

ωr,2
,

tNadirfv,II,τ =
(2τ+1)π−ϕ3

ωr,2
,

τ ∈ N (27)

where, N stands for the positive integer.
Since the nadir value of the RF occurs before and after the

nadir value of the slow-varying part: tnadirsv = tnadirfv,I,τ ⇒ τ ∗

1 =

⌈
tnadirsv ωr,2+ϕ3

2π

⌉
tnadirsv = tnadirfv,II,τ ⇒ τ ∗

2 =

⌈
tnadirsv ωr,2+ϕ3−1

2π

⌉ (28)

The nadir value of the RF can be derived as 1f nadirI = min
(
1fI

(
tnadirfv,I,τ

))
, τ ∈

[
τ ∗

1 − 1, τ ∗

1

]
1f nadirII = min

(
1fII

(
tnadirfv,II,τ

))
, τ ∈

[
τ ∗

2 − 1, τ ∗

2

]
(29)

D. MAXIMUM RATE VALUE OF THE RF
The extreme points of (14) can be approximately obtained
according to the pole time of the fast-varying parts. The
derivative of the fast part in (3.45 ) - (3.46) is zero:

Let the derivative of the fast-varying part in (14) be zero:{
1f̈fv,I (t) = −2HIIα2ωn,2e−ζ2ωn,2t sin

(
ωr,2t + 2ϕ2

)
= 0

1f̈fv,II (t) = 2HIα2ωn,2e−ζ2ωn,2t sin
(
ωr,2t + 2ϕ2

)
= 0

(30)

The extreme point moments of the fast-varying part in
Region-I and Region-II can be expressed as

tRoCoFfv,τ =
τπ − 2ϕ2

ωn,2
, τ ∈ N (31)

Since both the fast-varying and slow-varying parts of (14)
are damped, the maximum rate value can only occur at the
initial moment or at the first extreme point moment. It is
verified that the maximum rate value in the disturbed region
occur at the initial moment and the maximum rate value in the
non-disturbed region occur at the first extreme point moment
when t >0: tRoCoFmax,I = tRoCoFFP,τ∗ =

2πτ ∗
− 2ϕ2

ωr,2
tRoCoFmax,II = 0

(32)

where

τ ∗
=

⌈ϕ2

π

⌉
(33)

The maximum rate value of the RF can be derived as{
1ḟmax,I = 1ḟI

(
tRoCoFmax,I

)
1ḟmax,II = 1ḟII (0)

(34)

E. PEAK VALUE OF THE ITP
Let the derivative of the fast-varying part in (18) be zero:

1Ṗ(2)
t,fv (t) = −ωn,2

√
ρ2
3 + ρ3

4e
−ζ2ωn,2t

sin(ωr,2t + ϕ2 + ϕ3) = 0 (35)

Therefore, the extreme point moments of the ITP is the
zero-points of sin(ωr,2t+ϕ2+ϕ3). Since the oscillation power
is also damped, the peak value of the ITP is the first swing
peak, which is the first extreme point of (18):

tpeak =
πτ ∗

− ϕ2 − ϕ3

ωr,2
(36)

where

τ ∗
=

⌈
ϕ2 + ϕ3

π

⌉
(37)

The peak value of the ITP can be derived as

1Ppeakt = 1P(2)
t,fv

(
tpeak

)
(38)

Besides, the quasi-steady-state values of the RF and the ITP
are expressed as (20) and (21).
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FIGURE 4. The Influence of parameter R, H, TR , and FH changes in the
Region-I on the nadir value of the RF in the Region-I.

FIGURE 5. The Influence of parameter R, H, TR , and FH changes in the
Region-II on the nadir value of the RF in the Region-I.

FIGURE 6. The Influence of parameter R changes on the
quasi-steady-state value of the RF.

FIGURE 7. The Influence of parameter R, H, TR , and FH changes in the
Region-I on the maximum rate value of the RF in the Region-I.

IV. CASE STUDIES
A. SCENARIO SETTING
To conduct a broader accuracy verification and parame-
ter sensitivity analysis of the obtained AFSIs, this section
presents case studies based on the IEEE 2-region 4-machine
system. The system structure and dynamic parameters are
detailed in Appendix A. A disturbance is introduced into the
system at t=0s, where a sudden increase of 300MW load
occurs at Bus-7 in Region-I, representing 7.5% of the system
capacity. The error comparison and sensitivity analysis of the

FIGURE 8. The Influence of parameter R, H, TR , and FH changes in the
Region-II on the maximum rate value of the RF in the Region-I.

FIGURE 9. The Influence of parameter R, H, TR , and FH changes in the
Region-I on the peak value of the ITP.

FIGURE 10. The Influence of parameter R, H, TR , and FH changes in the
Region-II on the peak value of the ITP.

FIGURE 11. The Influence of parameter R changes on the
quasi-steady-state of the ITP.

AFSIs are conducted using control variable method (chang-
ing the dynamic parameters of Region-I or Region-II). It’s
worth noting that since the normalized values of parameters
based on system capacity fall within the same range regard-
less of the system’s scale, conducting parameter sensitivity
analysis based on this range ensures the universality of the
conclusions.

The accuracy verification and parameter sensitivity analy-
sis is conducted through various methods, the comparisons
are shown in Fig. 4-Fig. 11. In these figures, SIM-AFSI
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FIGURE 12. The IEEE 2-region 4-machine system.

TABLE 1. The power data of generator, load and capacitor.

TABLE 2. The parameters and their typical value range of the low-order
governor model.

represents the benchmark results solved by the high-order
simulation model, OUR-AFSI represents the results solved
by the two-region model proposed in this paper, SFR-
AFSI represents the results solved by the uniform-frequency
model [10], REF-AFSI represents the results of peak and
steady-state values solved by [26] and [27] respectively,
REmax represents the maximum relative error, and MAPE
represents the Mean Absolute Percentage Error.

B. ACCURACY VERIFICATION
As shown in Fig. 4 - Fig. 11, compared with the simulation
results, the REmax andMAPE of the proposed AFSIs are very
close, and most of the REmax and MAPE are less than 1 %,
and the maximum REmax and MAPE are 2.92% and 2.26%,
respectively. Therefore, the proposed AFSIs show extremely
high accuracy and good robustness.

Further comparison with the SFR-AFSI and the REF-AFSI
shows that, in addition to the quasi-steady-state values of the
RF and the ITP, the accuracy of the proposed AFSIs is greatly
improved by at least 67% and up to 99.47%. For the quasi-
steady-state values, the results of each method are the same,
and it can be seen that the quasi-steady-state values are not
affected by the frequency spatial distribution characteristics.

C. PARAMETER SENSITIVITY ANALYSIS
As shown in Fig. 4 - Fig. 6, the influence of regional param-
eter changes on the nadir value and the quasi-steady-state

value of the RF is the same. Among them, the nadir value is
negatively correlated with R and TR, and positively correlated
with H and FH , the quasi-steady-state value is negatively
correlated with R and has nothing to do with the other
parameters. Therefore, when it is necessary to increase the
nadir value and the quasi-steady-state value of any region,
priority should be given to increasing the primary frequency
regulation resources with lower cost, without paying attention
to the region where the resources are located.

As shown in Fig. 7 - Fig. 8, the influence of regional
parameter changes on the maximum rate value of the RF in
the two regions is not exactly the same, but not the opposite.
Among them, the maximum rate value in the disturbed region
is only positively correlatedwithH within this region, and has
nothing to do with the other parameters, the maximum rate
value in the non-disturbed region is positively correlated with
H and FH , negatively correlated with R, and is more affected
by the parameter changes within this region. Therefore, when
it is necessary to increase the maximum rate value of any
region, priority should be given to the primary frequency
regulation resources with lower cost within the region.

As shown in Fig. 9 - Fig. 11, the influence of regional
parameter changes on the peak value and quasi-steady-state
value of the ITP is opposite. Among them, the peak value is
positively correlated with R and negatively correlated with H
and FH of the disturbed region, while in the non-disturbed
region, the correlation is opposite. The quasi-steady state
value is positively correlated with R of the disturbed region
and negatively correlated with R of the non-disturbed region.
Therefore, the AFSIs of the ITP depends on the compar-

ative primary frequency regulation capabilities of the two
regions. The stronger the capability of the disturbed region,
the smaller the AFSIs of the ITP. While enhancing the pri-
mary frequency regulation capability, it is crucial to ensure
coordination between the capabilities of the two regions.
Considering the more severe situation in the disturbed region,
priority should be given to increasing the primary frequency
regulation capability of the disturbed region when the AFSIs
of the ITP exceeds the limit.

V. CONCLUSION
This paper focuses on the two-region interconnected power
system and derives the analytical expressions for the RF and
the ITP based on the low-order frequency response model.
By dividing the fast-varying part and the slow-varying part of
the obtained analytical expressions, AFSIs for the RF and the
ITP are further derived.

The obtained AFSIs can accurately describe the frequency
security situation following a major disturbance, including
nadir value, quasi-steady-state value, maximum rate value of
the RF, and peak value, quasi-steady-state value of the ITP.
These indicators can provide formulas for analytical analysis
and rapid computation.

Based on the research in this paper, further studies can
be conducted on frequency situation awareness, frequency
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TABLE 3. The parameters of generator, exciter and governor in the high-order simulation model.

emergency control, and frequency safety constrained unit
commitment in two- region interconnected power systems.

Due to inherent limitations of analytical methods, the
accuracy of AFSIs derived in this paper is relatively lower
compared to simulation methods. Therefore, they are typi-
cally suitable for scenarios that prioritize high computational
speed.

Therefore, the AFSIs proposed in this paper can serve
as a basis for studies such as frequency state awareness,
frequency emergency control, and optimal unit commitment
under frequency safety constraints. Building upon this study,
our future research will delve deeper into these areas.

.

APPENDIX A SYSTEM STRUCTURE AND DYNAMIC
PARAMETERS
The IEEE 2-region 4-machine system is shown in Fig. 12.
The power data of generator, load and capacitor are shown in
Table 1. The parameters and their typical value range of the
low-order governor model are shown in Table 2. The param-
eters of generator, exciter and governor in the high-order
simulation model are shown in Table 3.
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