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ABSTRACT Although there has been significant progress in homomorphic encryption (HE) technology,
a fully homomorphic Naive Bayes (NB) classifier capable of training on HE-encrypted data without
decryption has not yet been efficiently developed. This research introduces a new method for approximating
homomorphic logarithm calculations with an average relative error under 0.01%. Leveraging the SIMD
functionality of the HE framework and a GPU, this technique can compute logarithm values for thousands
of encrypted probabilities in about 2.5 seconds. Building upon this, we present a more efficient fully
homomorphic NB classifier. Our method can train on a breast cancer dataset in roughly 14.3 seconds and
perform query inferences in 0.84 seconds. Compared to the recent privacy-protecting NB classifier from Liu
et al. in 2017, which offers a similar security level, our method is estimated to be about 28 times faster.

INDEX TERMS Naive Bayes classifier, privacy-preserving machine learning, CKKS, fully homomorphic
encryption.

I. INTRODUCTION
The swift advancement in artificial intelligence (AI) tech-
nology has spurred a growing need for AI applications in
sectors like healthcare and finance, where user data is highly
sensitive and private. Due to stringent legal regulations [1],
[2], this type of information cannot be utilized unless its
privacy is safeguarded. Furthermore, models developed from
training with such sensitive data hold substantial commercial
value, making the security of the model information crucial.
This paper explores how the Naive Bayes (NB) machine
learning algorithm can be applied to privacy-sensitive data in
a real-world system context, ensuring data privacy throughout
the process.

The associate editor coordinating the review of this manuscript and

approving it for publication was Sedat Akleylek .

The NB classifier is renowned for its simplicity and
accuracy, and is recognized for its scalability. Its ease of
implementation and effectiveness with limited data make it
a popular choice for applications such as text classification,
sentiment analysis, system performancemanagement, collab-
orative filtering, and clinical decision support systems [3],
[4], [5], [6], [7], [8], [9], [10], [11].

Our research is centered on the privacy-preserving Naive
Bayes (PPNB) classifier, which employs homomorphic
encryption (HE). In this setup, the training process does not
necessitate decrypting the intermediate data at any point.
As a result, the cloud server can independently complete the
training once it has received the ciphertexts containing the
training data. Additionally, the inference process is entirely
conducted by the cloud server using just the encrypted input
data, thereby obviating the need for decrypting any interme-
diate ciphertexts before arriving at the inference result.

110762


 2024 The Authors. This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.
For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/

VOLUME 12, 2024

https://orcid.org/0009-0004-6190-5791
https://orcid.org/0009-0008-8804-963X
https://orcid.org/0000-0002-8326-169X
https://orcid.org/0009-0004-1851-5712
https://orcid.org/0000-0003-1767-6165
https://orcid.org/0000-0001-7005-6489


B. Han et al.: HEaaN-NB: Non-Interactive Privacy-Preserving Naive Bayes

Existing research has faced challenges in achieving this
goal due to two main reasons. First, there has been no
efficient method to implement complex functions, such as the
homomorphic logarithm function [12], [13], [14], [15], [16].
Second, certain homomorphic operations, like division or
multiplication over encrypted multi-precision integer values,
are prohibitively expensive [17]. To address these issues,
the costly operations are carried out after decrypting the
data. Following this, the computation results are re-encrypted
and sent back to the cloud to resume training or inference
processes.
Contribution: This paper introduces a novel approach

enabling a server to construct a training model exclusively
through homomorphic operations on encrypted training data,
without requiring interaction with the data owner or a trusted
party possessing decryption keys.

The data owner encrypts her data using the system’s
public key and transmits it to the server. Subsequently, the
server independently generates and stores the model using
solely homomorphic operations. Notably, this study marks
the first implementation of a homomorphic encryption-based
PPNBmethod that avoids intermediate plaintext computation
post-encryption of training data.

Our method efficiently approximates the natural logarithm
of a probability value encrypted by CKKS, termed Approx-
Log(), and requires about 2.5 seconds in a GPU-assisted
desktop environment. Utilizing the SIMD function, we can
compute over 1000 logarithmic values simultaneously,
achieving an accuracy with a relative error of less than 0.01%
for most of the input range (0,1].

Our PPNB method is notably efficient for practical appli-
cations. It processes encrypted models and data, requiring
around 14.3 seconds for training on the Breast Cancer
dataset [18] and just 0.84 seconds for a single inference.
The amortized time is further reduced to about 4.65ms
when considering that 180 inputs can be encrypted together
for inference. This represents a substantial speed increase
compared to Liu et al.’s [17], which took 2951.8 minutes
for training and 348.8 minutes for classification, making our
method about 12,000 times faster for training and 24,900
times faster for classification.

To accommodate different computational environments,
such as GPU utilization and the use of Residue Number
System (RNS), we adjusted our comparison of multiplication
operation speeds between our proposed PPNB method
and [17]. Specifically, we found that the multiplication oper-
ation in [17] is approximately 430.77 times slower compared
to our PPNB implementation under similar conditions.

To assess the performance improvements of our method
in terms of computational complexity, we conducted a
comparative analysis with [17] focusing on homomorphic
addition, multiplication, and slot rotation operations—
fundamental operations provided by homomorphic encryp-
tion (HE). Specifically, we examined the multiplicative depth
of these operations, which directly impacts bootstrapping
requirements. Our findings highlight that our proposed

method demonstrates superior performance in multiplication
operations relative to the number of slots accommodated
in a ciphertext. Particularly, we observed a substantial
difference in the multiplication operation depth between our
method and [17] during the training phase. In our method,
the multiplication depth remains constant (O(1)), whereas
in [17], it scales with O(ldata · nmax), dependent on the size
of the data and the maximum number of categories (nmax).
The remainder of this paper is structured as follows.

Section II presents the necessary background information
for understanding this work. Section III details the system
and security models of the proposed method. This is
followed by the proposed homomorphic logarithm technique
in Section IV and the proposed PPNB training and inference
methods in Section V. The experimental results and com-
putational complexity analysis are provided in Sections VI
and VII, respectively. Section VIII offers a comprehensive
noise analysis of the proposed method and discusses its
extension when the Key Manager is semi-honest. Section IX
reviews related work. Finally, the conclusion is presented in
Section X.

II. BACKGROUNDS
A. NOTATION
The notations used in this paper are listed in Table 1.

B. NAIVE BAYES CLASSIFIER
Consider a vector of values x⃗ = (x0, · · · , xd−1), which
belongs to a set of categorical variables X (= X0×X1×· · ·×
Xd−1), and a target categorical variable Y = {y1, . . . , yu}.
The NB classifier determines the classification result yr ∈ Y
in the following manner:

yr := argmax
1≤i≤u

Pr[Y =yi|X= x⃗]

= argmax
1≤i≤u

Pr[Y =yi] · Pr[X= x⃗|Y =yi]
Pr[X= x⃗]

= argmax
1≤i≤u

Pr[Y =yi] · Pr[X= x⃗|Y =yi]

= argmax
1≤i≤u

Pr[Y =yi] ·
d−1∏
j=0

Pr[Xj=xj|Y =yi]

= argmax
1≤i≤u

logPr[Y =yi]+6d−1
j=0 logPr[Xj=xj|Y =yi]

(1)

Among the equations mentioned earlier, (1) arises from
assuming that each element in the input vector is indepen-
dently sampled. This allows the application of Bayes’ rule.

C. CKKS (CHEON-KIM-KIM-SONG) HE
CKKS encryption does not eliminate the noise associated
with the message, which persists as an error in the decrypted
output [19]. This error is treated as a computational cost,
enabling efficient multiplication operations on encrypted
complex numbers. Despite introducing small errors during
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TABLE 1. Notations and conventions.

operations in an encrypted state, CKKS remains viable
for implementing privacy-preserving versions of various
applications, especially in fields like machine learning where
minor calculation discrepancies using IEEE floating point
representation do not significantly affect overall perfor-
mance.

CKKS supports the following algorithms:
• KeyGen(1λ) takes a security parameter λ as input and

returns pk , sk , and evk .
•Encpk (−→x ) outputs [[x]] thatmaintains the vector structure

as −→x .
• Decsk ([[x]]) returns −→x if [[x]] is a valid encryption of
−→x , resulting from Enc or generated through operations on
valid ciphertexts using the correct pk , evk , and sk . Otherwise,
it returns ⊥.

TABLE 2. Parameters of RNS-CKKS used.

• Add([[x]], [[y]])(Sub([[x]], [[y]])) outputs a new ciphertext
[[−→x +−→y ]] ([[−→x −−→y ]]).
• Add([[x]], k)(Sub([[x]], k)) outputs a new ciphertext

that is an encryption of (x0 + k, · · · , xM−1 + k) ((x0 −
k, · · · , xM−1 − k)) for given k ∈ C.
• Level([[x]]) returns [[x]]’s level l, the number of further

possible multiplication with [[x]].
• Multevk ([[x]], [[y]]) returns an (approximate) encryp-

tion of (x0 ∗ y0, · · · , xM−1 ∗ yM−1) whose level is
min(Level([[x]]), Level([[y]])) − 1. (min(A,B) returns the
minimum value among A and B.)
•Multevk ([[x]], k) outputs an encryption of (kx0, · · · , kxM−1)

where k ∈ C. The level of resultant ciphertext is decremented
from the level of [[x]] by 1.
• Rotevk ([[x]], i) returns an encryption of (xM−i, xM−(i−1),
· · · , xM−1, x0, · · · , xM−(i+1)), if i ∈ [0,M − 1]. If i is
negative, it refers toM + i.
• Bootevk ([[x]]) returns a fresh ciphertext [[x ′]] that has

approximation of −→x if Level([[x]]) ≥ lminboot , the number
of required multiplication level to perform Boot(). lminboot
depends on what bootstrapping algorithm is used and
parameter.

We assume that the rescaling algorithm [19] operates
within the Mult() function. Additionally, for simplicity,
we have omitted details about the keys used. Our implemen-
tation employs RNS-CKKS, leveraging GPU acceleration to
enhance performance [20], [21], [22], [23].

Table 2 shows the parameters for setting up CKKS.

D. APPROXIMATE FUNCTIONS ON CKKS CIPHERTEXTS
We employ ApproxSign([[x]]), which takes a ciphertext [[x]]
and outputs an encrypted vector (a0, · · · , aM−1), where ai =
1 if [[x]][i] > 0, and ai = −1 if [[x]][i] < 0 for
i ∈ [0,M − 1]. This is implemented using the method
described by [24] in the HEAAN library [25]. Additionally,
we utilize ApproxInv([[x]]), which produces an encryption of
themultiplicative inverse of the values in [[x]]. This function is
implemented using the Newton approximation method [25].

III. SYSTEM MODEL
This section outlines the system setup and presents an
overview of the proposed PPNB protocol.

A. PLAYERS AND PROTOCOL OVERVIEW
An overview of the protocol is illustrated in Fig. 1. Below is
a description of the three participants in the protocol:
• Data Owners (DOi (i ∈ Su)) encrypt their data

using the system public key (pks) and send the encrypted

110764 VOLUME 12, 2024



B. Han et al.: HEaaN-NB: Non-Interactive Privacy-Preserving Naive Bayes

FIGURE 1. Protocol overview and assumption.

data ([[Datai]]pks in Fig. 1) to the cloud server (CS) for
training.
• CS holds both the system public key (pks) and the

evaluation key (evks). It carries out training on the encrypted
data received from the data owners. Since the data is
encrypted with pks, CS can perform CKKS HE operations
without needing key switching. Once the model is trained,
CS can process encrypted inference queries from clients and
provide the encrypted results using pks, tagged with the
requesting user’s ID.
• Client encrypts their input data for inference with pks

(represented as [[inputs]]pks in Fig. 1) and sends it to CS. The
client then receives the inference result, encrypted with pks
(shown as [[label]]pks in Fig. 1).

B. ASSUMPTION AND PROBLEM DEFINITION
Assumptions: Initially, we assume that a common system
public key is shared among all participants. And the
second assumption is that the evaluation key for performing
homomorphic operations are provided to the CS, as shown
in Fig. 1. This key distribution can be facilitated by a trusted
third party, as described in [26], or in a secure outsourcing
context where the data owner, who delegates their data to
the CS for processing, generates the keys and supplies both
the public and evaluation keys to the CS. In the environment
of [26], data collected from various organizations is combined
and analyzed, and in this case, due to legal constraints, the
analysis results must be reviewed by a trusted third party
before being sent to Client. We provide two instances of the
systemmodel, where the entity responsible for key generation
and distribution can either be a trusted third party or a semi-
honest, described in Section VIII-B and Section VIII-C,
respectively.
ProblemDefinition:This research introduces a protocol for

privacy-preserving NB training and inference, which needs to
satisfy the following criteria.

1) The CS receives encrypted training data using the
system public key and independently generates an
encrypted model (the result of training). This process
does not require assistance from other participants or
the use of decryption keys, enabling the model to be
used for inference.

2) The CS can compute encrypted inference results using
the system public key without decryption or assistance
from other entities. This is based on input data
encrypted with the system public key received from the
Client.

3) Under the honest-but-curious (HBC) model, the CS,
Client, and Data Owners do not have access to
information regarding the training data, inference
results, or the model itself. The training model remains
concealed from all involved parties.

4) The CS operates exclusively within a single security
domain. In scenarios involving multiple CSs, there
exists a risk of potential malicious cooperation if they
act adversarially.

According to discussions in [26], 1) is crucial in
scenarios where multiple owners of encrypted training
data need to collaborate for training purposes. In such
cases, restrictions on the use of decryption keys during
training or inference processes may apply. Moreover, legal
frameworks often impose constraints on the utilization of
decryption keys during training, as highlighted in [26].
In the context of secure outsourcing, 1) offers advantages
by reducing the resource requirements of Data Owners,
enabling them to operate offline after transferring their
data to the CS.
2) relates to the efficiency of communication costs and

reducing security risks by limiting the use of encryption
keys, as mentioned in [27]. 3) focuses on security, ensuring
the protection of valuable model information while main-
taining the privacy of participants’ data used in training
and inference. Lastly, 4) addresses scenarios where using
CSs from different security domains is not feasible. Using
multiple CSs not only incurs high costs but also heightens the
potential for undetectable collusion between them. Therefore,
this study assumes the CS operates within a single security
domain.

C. SECURITY MODEL
Similar to many prior studies, our assumption is that
each participant in the protocol might act as an adversary,
following the behavior defined in the honest-but-curious
(HBC) model, with the exception of KM. Assuming KM
is trustworthy as described in Section V-B, there is limited
concern because CKKS is already established as CPA-secure,
CS handles only encrypted data, and Client receives solely
the inference result. However, if KM operates under semi-
honest assumption, it becomes necessary to verify the privacy
of the model and the inference data in relation to KM. This
concern is addressed in Section VIII-C.
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IV. HOMOMORPHIC LOGARITHM FUNCTION OVER
ENCRYPTED DATA
The core of homomorphic PPNB classification involves mul-
tiplying probabilities and performing the argmax operation on
the resulting values. However, many homomorphic encryp-
tion (HE) schemes that support precise calculation results
incur high computational costs for high-precision homomor-
phic multiplications [17]. Additionally, using approximate
HE schemes for homomorphic multiplication on very small
encrypted data does not achieve high accuracy due to noise
introduced during encryption.

To address this, recent homomorphic PPNB methods [16],
[27] transform all probability values into their logarithmic
form, replacing multiplication with addition for classifi-
cation. However, logarithmic operations on HE data are
not well-studied, leading many existing approaches to
compute logarithms of probabilities only after decryption.
This presents challenges when decryption keys are restricted
during training. In this study, we propose a homomorphic
logarithm calculation method (ApproxLog()) that ensures
high accuracy andmanages encrypted values within the range
(ϵ, 1], where ϵ is a very small positive number. This method
can be applied to any approximate HE scheme with SIMD
functions, such as CKKS [19], allowing for polynomial
computations over encrypted x.

To our knowledge, no existing literature addresses the
homomorphic logarithm operation on encrypted data within
the range (0,1]. The open left range causes polynomial
approximation methods like Remez [28] to have high approx-
imation errors when applied directly. Additionally, using
Newton’s approximation [29] directly results in substantial
errors when approximating the log function with inputs in the
range (0,1].

Our ApproxLog() utilizes a well-established polynomial
approximation method for logarithmic operations as pro-
posed in [30]. It first computes s = (x−1)/(x+1) on the input
x, followed by evaluating s ∗ (L1s2 + L2s4 + L3s7 + L4s8 +
L5s10 + L6s12 + L7s14) to derive the result. The coefficients
L1 ∼ L7 are specifically chosen for computations with
encrypted inputs using CKKS, characterized by their small
absolute values, all less than 0.1 (exact values are detailed in
Section XI). This method demonstrates a high level of accu-
racy, with a maximum approximation error reaching up to
2−58.45 ≈ 10−17.6; however, such precise accuracy is attain-
able onlywhen the input falls within the range [1/

√
2, 2/
√
2].

We denote this approach as HermesLog() [30].
The contribution of this research is to develop a method

for transforming encrypted data from an original range of
(0,1] into a new encrypted range [1/

√
2, 2/
√
2] so that the

transformed data can be an input for HermesLog() [30].
After applying our proposed transformation to the encrypted
data, we then use HermesLog() on this transformed data.
Finally, we complete the process by subtracting the outcome
obtained from HermesLog(), applied to the transformed
data, from the logarithm of the multiplier used in the initial
conversion of the original input.

The challenge with this issue lies in the complexity of
determining the scaling factor required to transform the input
into the range [1/

√
2, 2/
√
2], especially since the input value

is in an encrypted state.

Algorithm 1 Proposed Approximate Logarithm Algorithm

1: procedure ApproxLog([[input]]) ⃗input = (

t+2︷ ︸︸ ︷
x, x, . . . , x, 0, . . . , 0)

2: cinp ← [[input]]
3: csign ← ApproxSign(Sub(T1, cinp))
4: c0 ← Mult(Mult(Add(csign, Rot(csign, 1)), 0.5), 1[0,t+1])
5: c1 ← Sub(1⃗[0,t+1], Mult(c0, c0))
6: ch ← Mult(Mult(c1,T2), cinp)
7: cr ← Mult(c1, HermesLog(ch))
8: cu ← Sub(cr, Mult(c1,T3))
9: cret ← SumGroup(cu, t + 2, t + 2)

10: return cret // (cret has loge(x) in 0th slot)
11: end procedure

A. PROPOSED METHOD
The proposed approach computes the natural logarithm of
the encrypted input x ∈ (0, 1] using the following steps:
1) Identify a such that x × 2a falls within the interval
[1/
√
2, 2/
√
2]. 2) Apply the function HermesLog(x ×

2a), yielding the result r−a × loge(2) to obtain the final
logarithmic value.

On encrypted x, we can determine a as follows.

If 2−b < x ≤ 2−(b−1) Then a← b− 1/2, (2)

If a is computed as described earlier, x × 2a = x ×
2(b−1/2) ∈ (1/

√
2, 2/
√
2]. To verify if x falls within a

specific range for b as mentioned previously, we utilize
ApproxSign(). The challenge arises from the need to
perform this comparison operation multiple times in an
encrypted state to determine the appropriate b, since x
remains encrypted. To efficiently execute these comparisons,
we replicate x across multiple slots and compare each
instance with 2−b values for various b. An example of
implementing this method is illustrated in Fig. 2. Assuming
the minimum value of x is 2−t , the core of the method
involves Steps 2∼5 in Fig. 2. By utilizing ApproxSign(),
we ascertain that x lies within the range (2b, 2b−1] for
a specific b.1 Consequently, we can apply HermesLog()
after scaling x appropriately and feeding the result of this
multiplication as input.

Moreover, when t is significantly smaller than M within
a ciphertext, we can concurrently compute logarithmic
values for ⌊M/(t + 2)⌋ numbers using the aforementioned
approach by performing ApproxSign() only once after
consolidating all inputs into a single ciphertext. Setting t
to approximately 20 allows us to compute the logarithm
for over a thousand values simultaneously, considering the
total number of slots (= 32768) in our configuration. The

1This does not imply that we know b in plaintext; rather, we possess a
ciphertext indicating the correct b
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FIGURE 2. Proposed ApproxLog()- An example of execution.

algorithmic description of ApproxLog() is provided in Alg.
1. Note that pre-computed ciphertexts T1,T2,T3 are depicted
in Fig. 2.

V. PRIVACY-PRESERVING NAIVE BAYESIAN TRAINING
AND CLASSIFICATION ALGORITHMS
A. DATA ORGANIZATION AND REPRESENTATION
We represent the training data as a table, where each column
corresponds to a categorical variable. Each value in a variable
is binary-encoded using one-hot encoding. For instance, if X1
has a value of two and n1 = 3, it is encoded as (0, 1, 0).
We aggregate the component values from these encoded
vectors at the same position across all variables to form a
vector of collected values. As an example, we can create
a vector specifically for the first component of the one-hot
encoded vectors from X1’s values. This vector is referred
to as a binary mask vector (BMV), denoted as b⃗X1,1, which
manages the values in the 1st component of one-hot encoded
vectors corresponding to X1. To encompass values across all
features X0, . . . ,Xd−1, we need (n0 + . . .+ nd−1) BMVs.

B. SUBROUTINES
The subroutines utilized are SumGroup() and FindMax-
Pos(). SumGroup([[a]], gs, ts) groups the values in [[a]]
into segments of gs slots to compute the sum of values
within each segment. When considering cases where only a
subset of slots in [[a]] are active, the number of slots to be
utilized is specified by ts. The computed sum is stored in
the first slot of each segment, starting from the leftmost slot
in a ciphertext. With slight modifications, we can implement
SumGroupz(), where the spacing between adjacent elements
is not necessarily one but can be an arbitrary number z slots
apart.

FindMaxPos(c,ns) returns a new ciphertext where the
slot position containing the maximum value among the first

ns slots in c is set to one, while all other slots are set
to zero. The execution of FindMaxPos(c,ns) proceeds as
follows: it identifies the largest value among the inputs
using FindMax(c,ns), then constructs a ciphertext (cmax) that
fills the first ns slots exclusively with this maximum value.
Subsequently, cmax is subtracted from the input ciphertext,
followed by adding a very small ϵ value to each slot in the
resulting subtraction (cin). The ApproxSign(cin) function is
then applied to obtain cout. Finally, the resulting ciphertext
cout is adjusted by adding 1 to each slot and then multiplying
every slot by 0.5 to yield the final result. Algorithms 2
and 3 provide detailed descriptions of SumGroup() and
FindMaxPos(), respectively.

The following algorithms are the subroutines to implement
FindMaxPos().

1) FINDMAX() ALGORITHM
The function FindMax([[input]], ns) returns a ciphertext
where the first slot contains the maximum value among
the leftmost ns slots of [[input]]. The number of calls to
ApproxSign() is ⌈log2(ns)⌉. Detailed steps are provided in
Algorithm 4.

2) COPYSLOT() ALGORITHM
This function generates a new ciphertext where the first
j slots are filled with the value from the i-th slot of the
input ciphertext. It uses Copy2PSlot() as a subroutine. The
Copy2PSlot(c, i, n) function creates a new ciphertext where
the first i slots contain the same value as c, and the value
from the i-th slot in c is copied to the (i+ 1) to (i+ 2n) slots
in the new ciphertext. The CopySlot algorithm is detailed in
Algorithm 5, and Copy2PSlot() is described in Algorithm 6.

Algorithm 2 SumGroup Algorithm
1: procedure SumGroup([[input]], gs, ts)
2: [[a]]← [[input]]
3: while gs > 1 do
4: if gs is even then
5: −→m ← (1⃗

gs
2 ||0⃗

gs
2 )⌈ts/gs⌉

6: [[r]]← Rot([[a]], gs2 )
7: [[t1]]← Mult(−→m , [[r]]), [[t2]]← Mult(−→m , [[a]])
8: [[a]]← Add([[t1]], [[t2]]), gs← gs/2
9: else

10: −→m 1 ← (1⃗
gs−1
2 ||0⃗

gs+1
2 )⌈ts/gs⌉

11: −→m 2 ← (1⃗
gs+1
2 ||0⃗

gs−1
2 )⌈ts/gs⌉

12: [[r]]← Rot([[a]], gs+12 )
13: [[t1]]← Mult(−→m 1, [[r]]), [[t2]]← Mult(−→m 2, [[a]])
14: [[a]]← Add([[t1]], [[t2]]), gs← (gs+ 1)/2
15: end if
16: end while
17: return [[a]]
18: end procedure

C. TRAINING
The training process of the plaintext version of the Naive
Bayes (NB) protocol involves tallying the number of rows
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Algorithm 3 FindMaxPos Algorithm
(ns: the number of slots having input)
1: procedure FindMaxPos([[input]], ns)
2: cmax ← FindMax([[input]],ns) %max value in 0th slot
3: ccopy←CopySlot(cmax,0,ns)%max value is copied to the

leftmost ns slots
4: cin ← Add(Sub(c, ccopy), ϵ) %ϵ: tiny positive value
5: cout ← ApproxSign(cin)
6: cout ← Mult(Add(cout, 1⃗

ns), 0.5)
7: return cout
8: end procedure

Algorithm 4 FindMax Algorithm
1: procedure FindMax([[input]], ns)
2: if ns == 1 then
3: return [[input]]
4: end if
5: if ns is odd then
6: Assume we know the minimum value that can be in

[[input]], put it into(ns+1)-th slot in [[input]].
7: ns← ns+ 1
8: end if
9: c0 ← Mult([[input]], 1⃗[0,

ns
2 −1])

10: c1 ← Rot(Mult([[input]], 1⃗[
ns
2 ,ns−1]), ns2 )

11: ccmp ← ApproxSign(Sub(c0, c1))
12: c0>1 ← Mult(Mult(Add(1⃗[0,

ns
2 −1], ccmp), 0.5), c0)

13: c1>0 ← Mult(Mult(Sub(1⃗[0,
ns
2 −1], ccmp), 0.5), c1)

14: cout ← Add(c0>1, c1>0)
15: return FindMax(cout, ns/2)
16: end procedure

for each combination of values in Xi and Y , as well as
counting the occurrences of each category value in Y from
the dataset. This allows for straightforward computation of
Pr[Xi = j|Y = k] and Pr[Y = k], where (i, j, k) ∈
SXniY . These computations collectively form the model for a
Naive Bayes classifier. Fig. 3 provides a detailed description
of the proposed PPNB training algorithm. In Step 1-(1),
cnti, j, k[0] stores the count of rows where Xi = j and
Y = k . Step 2 updates cntYk [0] with the count of rows where
Y = k . In Step 7, the inverse of this count is computed. These
counts are then multiplied in Step 8 to derive the conditional
probability Pr[Xi = j|Y = k]. Steps 9 to 11 outline
the process for computing the logarithmic values of these
probabilities.

Algorithm 5 CopySlot Algorithm
1: procedure CopySlot([[input]], i, j)
2: c1 ← Rot(Mult([[input]], 1⃗(i)), i)
3: ind ← j− 1, cp ← 0
4: while ind > 0 do
5: c1 ← Copy2PSlot(c1, cp, ⌊log2(ind)⌋)
6: cp← cp+ 2⌊log2(ind)⌋

7: ind ← ind − 2⌊log2(ind)⌋

8: end while
9: return c1
10: end procedure

Algorithm 6 Copy2PSlot Algorithm
1: procedure Copy2PSlot([[input]], i, n)
2: c1 ← Rot(Mult([[input]], 1⃗(i)),−1)
3: for j = 1 to n do
4: c1 ← Add(Rot(c1,−2j−1), c1)
5: end for
6: cret ← Add(Mult(c, 1⃗[0,i−1]), c1)
7: return cret
8: end procedure

FIGURE 3. The proposed PPNB training algorithm.

In the training protocol, it is assumed that the CS has
received the encrypted BMVs for all values across all
variables. To compute the conditional probability Pr[Xi =
j|Y = k], we incorporate α as the Laplace smoothing factor
in both the numerator and ni × α in the denominator. This
approach is necessary to address cases where the numerator
is zero and to ensure that the probability does not exceed
one even with the addition of α in the numerator. We set
α = 0.01. Detailed steps of the training procedure are
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FIGURE 4. The proposed PPNB inference algorithm.

depicted in the ‘Training’ figure above. In Step 9, the value
from one slot is duplicated into t + 2 consecutive slots for
use with the proposed ApproxLog(). In Step 11, the result of
the logarithmic operation is moved back to the original slot
position from where the input value was taken before Step 9.

D. INFERENCE
The proposed PPNB inference algorithm is detailed in Fig. 4.
To illustrate the inference process clearly, we provide an
execution example in Fig. 5, assuming the existence of three
variables: X0,X1,Y . Each variable has 2, 3, and 2 categories,
respectively. Initially, as depicted in Fig. 5, the CS possesses
the model obtained from the training process, represented as
c(model)i .
The algorithm does not specify how the result is delivered

to the user requested for inference. Depending on if KM is
trusted or semi-honest, the methods become different. Please
refer to Section VIII-B and VIII-C for each case.

First, the input data required for inference is encrypted and
sent to the CS after pre-processing. The pre-processing steps
are illustrated in the fourth line of Fig. 5. For example, if the
input values are X0 = 1 and X1 = 2, each value is one-hot
encoded, resulting in h⃗x0 = (1, 0) and h⃗x1 = (0, 1, 0). These
are combined into a vector h⃗(x0, x1) = 1||hx0||hx1 , forming
the final input ⃗inp = (h⃗(x0, x1))yt . This vector ⃗inp is then

FIGURE 5. Inference example.

encrypted, and the ciphertext [[inp]] is sent to CS. In the fourth
line of Fig. 5, the blue section represents h⃗x0, and the yellow
section represents h⃗x1 .

After receiving [[inp]], CS multiplies it with cmodel(i) and
performs the SumGroup() operation on the result, producing
a ciphertext that contains A1 and A2, as shown in Step 2) of
Fig. 5. Here, A1 = loge(Pr[Y = 1] × Pr[X0 = 1|Y =
1] × Pr[X1 = 2|Y = 1]) and A2 = loge(Pr[Y =

2] × Pr[X0 = 1|Y = 2] × Pr[X1 = 2|Y = 2]). In the
final step, the FindMaxPos() function determines which of
A1 or A2 is larger, placing a one in that position and zero
in the other. The final result is then sent to the KM, which
converts the ciphertext into a form that can be decrypted by
the client and delivers it to the user. Note that if yt is two,
the ApproxSign() function suffices to identify the largest
value’s position. However, for yt > 2, the more complex
FindMaxPos() function is required.

VI. EXPERIMENTAL RESULTS
This section presents the experimental results of the proposed
NB algorithms on various data sets. The experiment envi-
ronment comprised an AMD RYZEN 5950X CPU, NVIDIA
Quadro RTX A6000 48GB GPU, and 128GB RAM using
ubuntu 20.04LTS. We performed timing measurements for
operations, algorithms, and protocols across 30 trials.

A. CKKS AND SUBROUTINES
Table 3 presents performance metrics for CKKS unit
operations and subroutines. Boot operations require only
152ms thanks to GPU acceleration [20]. Approximately 2s
are consumed by ApproxSign(), used in both ApproxLog()
and other subroutines. The relative error of ApproxInv()
measures 9.052E − 04± 3.13E − 06%. Errors for other unit
operations are under 1E − 06%.
We measured ApproxLog() averaging 2525±1.14ms.

Accuracy of ApproxLog() was assessed by comparing results
to traditional logarithm computations on plaintexts derived
from decrypted ciphertexts. Both approaches show non-zero
relative errors due to encryption noise.

Figure 6-(A) shows results for inputs at 2−t , with t
from 1 to 20. It indicates minimal relative error differences
between our method and ‘decrypt-then-log’ for inputs ≤
2−14, confirming robust performance near zero. Figure 6-(B)
depicts relative errors for logarithm calculations across
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TABLE 3. Average Time (ms) of CKKS operations and subroutines.

FIGURE 6. Accuracy of the proposed ApproxLog() comparing to
‘decrypt-then-log’ case.

intervals 0.001 to 0.999. Although about ten times larger than
‘decrypt-then-log’, errors remain < 0.01%, supporting high
accuracy except near 1.0.

B. PERFORMANCE OF THE PROPOSED PPNB
ALGORITHMS
In our experiments, we employed the following datasets:
Acute Inflammation IUB (D1) and NRPO (D2) [31], Breast
Cancer (D3) [18], and Car Evaluation (D4) [32]. D1 and
D2 each contain six independent variables with categories
consisting of 72, 2, 2, 2, 2, and 2, respectively. D3 includes
nine independent variables, each with 10 categories, while
D4 comprises six independent variables with categories
numbered 4, 4, 5, 5, 3, and 3. The target variables in D1,
D2, and D3 have two categories each, whereas D4 has four
categories. All datasets have undergone preprocessing to
convert each category into positive integers. The dataset sizes
are 120 instances for D1 and D2, 699 instances for D3, and
1728 instances for D4.

Table 4 presents an analysis of the communication costs
associated with our proposed protocol. During inference,
if ⌈yt (N + 1)⌉ ≪ M , multiple input data for inference
can be encapsulated within a single ciphertext, facilitating
parallel inference on multiple inputs. Moreover, given that
yt ≪ M typically, multiple inference results can often be
accommodatedwithin a single ciphertext. Regarding training,
we observe that the amount of data transmitted to the
CS scales with the number of rows in the dataset (ldata).
Additionally, the sum of categories for variables (N+yt ) also
influences the communication costs.

1) ACCURACY ANALYSIS
Table 5 presents a comparison of accuracy between the
proposed PPNB method and alternative approaches. Our
method demonstrates superior performance compared to
others, particularly evident in D3. For D4, the accu-
racy achieved by our method closely approaches that of
scikit-learn.

TABLE 4. Communication cost.

TABLE 5. Accuracy (scikit:scikit-learn).

TABLE 6. Average time for training and inference.

FIGURE 7. Training and inference time ratio.

2) EXECUTION TIME ANALYSIS
Table 6 displays the elapsed times for training and inference
across datasets D1 to D4. During inference, D3 requires the
most time due to its larger N compared to the other datasets,
despite all datasets having sizes smaller thanM . On the other
hand, D4 performs the least effectively during inference due
to the intensive use of FindMaxPos() with yt set to four.
Figure 7-(A) illustrates the distribution of execution times for
training steps. Key operations such as calculating the distri-
butions of joint variables Xi and Y (Steps 1 to 3), performing
the inversion (Step 7), and executing ApproxLog() (Step 10)
collectively account for about 70.1% to 75.5% of the overall
execution time. The remaining time is spent on placing the
computed values into their designated slots. Figure 7-(B)
illustrates the distribution of execution time for each step
during the inference phase, with Step 4 (FindMaxPos())
taking up the majority of the time. However, removing this
step is not feasible as it relates to concealing conditional
probabilities essential for maintaining model privacy.

3) SOURCE CODE
The source code working on top of the HEAANSDK running
on CPU is available. The HEAAN library can be obtained
from https://heaan.it. Please visit https://gitlab.com/islab-
seoultech/homomorphic-encryption-ml/naive-bayes-classifier
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to access the code. We are not allowed to release the GPU
implementation version of the proposed method because the
GPU version of HEAAN library is proprietary to CryptoLab.

VII. COMPUTATION COMPLEXITY ANALYSIS OF THE
PROPOSED METHOD AND [17]
This section presents a complexity analysis comparing the
proposed method with the approach described in [17],
highlighting the performance improvements of the proposed
method in terms of computational complexity.

A. ANALYSIS OF THE PROPOSED METHOD
Table 7 presents a detailed analysis of the computational
complexity associated with the proposed PPNB training and
inference protocols, along with the relevant algorithms. The
final column specifies the multiplication depth used.

During training, Mult and Rot operations are performed in
proportion toNtot , which is

∑
i∈X ni×yt , typically a very large

value. In contrast, inference and other algorithms require
Mult or Rot operations proportional to Ntot/M . BecauseM is
generally large in conventional settings, this difference leads
to varying performance between training and other protocols
and algorithms.

Moreover, the FindMaxPos() algorithm employs (log2yt+
1)ApproxSign() to determine the computation needed for
the FindMax() function, which significantly impacts perfor-
mance when yt exceeds 2.
The exact computational demands and multiplication

depth for ApproxSign() and ApproxInv() are undisclosed.
However, based on existing literature [19], [24], it can be
inferred that these methods likely use polynomials of high
degrees. Consequently, the depth required is approximately
the logarithm of the polynomial’s degree, and the number of
multiplications is estimated to be in the tens.

To sum up, the disparity in operations between training
and other processes, especially due to the high Ntot value
and the polynomial approximations in ApproxSign() and
ApproxInv(), leads to notable performance variations.

B. COMPLEXITY ANALYSIS OF [17]
Based on the analysis from Table 8, we have conducted a
detailed assessment of the homomorphic encryption (HE)
operations required for training and inference in the method
proposed by [17]. To ensure a fair comparison, we assume
a single target variable (β = 1 in [17]) and yt = 2.
The outcomes of this evaluation are documented in Table 9
(training) and Table 10 (inference).

Upon reviewing the training phase, it becomes apparent
that the method proposed in [17] necessitates a significantly
deeper level of multiplicative operations compared to our
proposed approach, as delineated in Table 7 and Table 9.
In our method, the multiplicative depth remains constant
because operations like ApproxInv() and ApproxLog() are
independent of variables such as dataset size and the number
of variables. Conversely, the training depth in [17] scales
as O(ldata · nmax), indicating potential extensive use of

TABLE 7. Computation complexity analysis (nctxt := ⌈ldata/M⌉, d(A):
required multiplicative depth to run algorithm A, cMult: Mult where the
multiplier is not a ciphertext.).

bootstrapping operations proportional to dataset size and the
number of independent variable categories.

Regarding Mult and cMult, comparing the required
quantities, our proposed method requires O(Ntot · nctxt ) =
O(dnmax ldata/M ), whereas [17] needs O(ldata(nmaxd + µ2)).
Our method benefits from the factor 1/M , as it fully utilizes
SIMD. Additionally, since [17] stores only one bit value per
ciphertext slot, it requiresµ slots to represent a single integer,
resulting in an additionalO(ldataµ2) computation. In contrast,
our method can store one number per slot, eliminating this
additional computation.

It’s important to note that, as mentioned in [17], the process
of calculating probabilities and conditional probabilities
using the distribution of each variable value is performed
after decryption. Therefore, no homomorphic operations are
needed for this process in [17]. Conversely, our method
performs this process in an encrypted state and addition-
ally performs the log calculation homomorphically with
encrypted probability values. Hence, Table 7 includes the
necessary HE operations for these processes. In conclusion,
our method achieves more functions in an encrypted state
with significantly fewer computations compared to [17]
during training.

The inference performance of our proposed method
significantly outperforms that of [17], primarily due to the
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TABLE 8. Computation complexity analysis of the various basic operations in [17] (µ: bit precision of a plaintext value).

TABLE 9. Computation complexity analysis of training (Max: max
function, nmax = Max(n0, · · · , nd−1)) in [17].

lower multiplicative depth. In [17], the multiplicative depth
is O(nmaxµ), which can reach several thousand when µ is 40,
as in our method. This necessitates numerous bootstrapping
operations, greatly increasing inference time. Conversely,
in our method, if yt is set to 2 as in [17], the FindMaxPos()
operation at the end of the inference can be replaced by a
single multiplication, resulting in a multiplicative depth of 3.
This allows inference to be performed without bootstrapping.

In terms of the number of multiplication operations, our
method requires Ntot/M + 1(≤ dnmax/M + 1), whereas [17]
needsO(nmax ·µ2). If d (the number of independent variables)
is small, our method benefits from the 1/M factor, requiring
fewer operations. However, if d is very large such that d/M
exceeds µ2, our method may require more computation.
Fortunately, since our method uses M = 32768, it remains
more efficient unless the number of independent variables is
exceptionally large, in the hundreds of thousands.

In summary, our method offers significant improvements
in inference performance due to its lower multiplicative depth
and more efficient computation, making it superior to [17]
under typical conditions.

VIII. DISCUSSION AND EXTENSION
A. NOISE ANALYSIS OF THE PROPOSED HOMOMORPHIC
LOGARITHM ALGORITHM
In this subsection, we examine the noise generated by the
ApproxLog() algorithm, which is a key factor influencing
the accuracy of the algorithm’s results. The aim is to validate
the correctness of the algorithm’s outcomes. The noise in
ApproxLog() originates from two primary sources. Firstly,
there is noise resulting from the homomorphic operations.
Secondly, there is the approximation error that arises from

TABLE 10. Computation complexity analysis of inference in [17].

ApproxLog() using a polynomial function to approximate
the logarithmic operation. Our analysis begins with an
exploration of the noise stemming from homomorphic
operations. Following this, we evaluate the overall error
by integrating the approximation error with the error from
homomorphic operations.

1) THE ANALYSIS OF THE NOISE BY HOMOMORPHIC
OPERATIONS WITHOUT CONSIDERING BOOTSTRAPPING
According to [33], if the noise generated by decrypting the
ciphertext c1 is called ϵ1 and c2 is called ϵ2, the noise
generated by each operation is described as follows.
• Mult(c1, c2) → ϵ1m2 + ϵ2m1 + ϵrs ≤ ϵ1 + ϵ2 + ϵrs
(∵ m1,m2 ≤ 1)

• Add(c1, c2) (or Sub(c1, c2))→ ϵ1 + ϵ2
• Rot(c1, r)→ ϵ1 + ϵks
• Boot(c1)→ ϵ1 + ϵboot

where m1 and m2 are the plaintext used to create c1 and
c2 by encryption, respectively. Since we suppose the plaintext
values are probabilities,m1,m2 ∈ [0, 1]. ϵrs is the noise by the
rescaling operation and ϵks is the noise by key-switching.
Fig. 8-(A), (B), and (C) show the circuits of the proposed

ApproxLog(), HermesLog(), and SumGroup() function,
respectively. We suppose ‘Square’ operation is the same as
Mult where two identical ciphertexts are provided as inputs.
Also, ’Inverse’ refers to the ApproxInverse() algorithm. The
noise from this function is described as ϵinv. Note that in
Fig. 8-(C), the circuits in the area identified by the blue
solid line is repeated ⌈log2gs⌉ times. Then, the result [[ret]]
is obtained.

We calculate the error introduced by each circuit in Fig. 8-
(A), (B), and (C) based on the noise of each operation
presented above.
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Let x be the noise in the input [[input]] of each algorithm.
If we exclude the noise added by bootstrapping, the noise
ϵHM (x) from circuit (B) (HermesLog()), which is a function
of x, can be calculated as 47x+22ϵinv+46ϵrs. We can also
compute that the noise ϵSumGroup(x) generated by circuit (C)
(SumGroup) is 2⌈log2gs⌉(x)+(2⌈log2gs⌉ − 1)(2ϵrs+ϵks). This
is a result of considering that the area surrounded by the blue
line in (C) is repeated by ⌈log2gs⌉ times.
The noise of the proposed ApproxLog() (ϵHL(x)), can be

calculated based on ϵHM (x) and ϵSumGroup(x), where x is the
noise of [[input]] of the corresponding circuit. We can see that
if we can evaluate ϵSumGroup(x) with the correct input that is
mapped to the noise of the input of the SumGroup circuit
and calculate the noise added during performing SumGroup
in (A), we can finally calculate the ϵHL (ϵinp), where ϵinp is
the noise of [[input]] in (A).
From the circuit description of (A), we can calculate the

noise of the input for the HM circuit in Fig. 8-(A) (βHM ) as
4ϵinp+2ϵks+4ϵrs.

However, to calculate the noise of the input of the HM
circuit precisely, we need to add the noise caused by
bootstrapping. This will be addressed in the next part.

The noise of the input of SumGroup (βSumGroup) in (A)
is 8ϵinp+4ϵks+8rs + ϵHM (βHM ). This also does not take the
noise by bootstrapping into account. We consider the noise
by bootstrapping in the next part.

2) THE ANALYSIS OF THE NOISE BY BOOTSTRAPPING
The bootstrapping algorithm is composed of a specific,
unvarying quantity of homomorphic operations. As a result,
the noise generated by the bootstrapping process can be
characterized as a constant, denoted as ϵboot. This noise
encompasses two main components: firstly, the noise arising
from the homomorphic operations themselves, and secondly,
the approximation error that is inherent to the CKKS-
bootstrapping operation. This approximation error is due
to the process of approximating the plaintext value in the
input ciphertext of the bootstrapping algorithm, and then
incorporating this approximated plaintext into the output
ciphertext.

We model where the bootstrapping operation takes place
in a circuit with a binary variable. If a multiplication or a
squaring operation needs to be evaluated in a circuit but
it is difficult to proceed without bootstrapping, we assume
the bootstrapping operation is inevitably performed. In this
case, the noise caused by bootstrapping is also added in the
input of the multiplication or square, thus the noise of the
result of the operation is also affected. In Fig. 8-(A)∼(C),
each multiplication or squaring operation is numbered with
a parenthesized number. Note that bootstrapping can occur
before any of these operations. However, once bootstrapping
occurs, it will not occur again until all availablemultiplication
depth is consumed. To reflect this situation, we define a
binary variable b(i)(∈ {0, 1}) where i ∈ [1, 19] as a value
set to 1 if bootstrapping occurs before the operation denoted

FIGURE 8. Circuit description of the proposed ApproxLog(), HermesLog(),
and SumGroup() algorithm.

by (i), and to 0 if it does not. We then can denote the noise
generated with respect to bootstrapping before the operation
(i) as b(i)ϵboot.With this, we can compute the noise introduced
by bootstrapping in the circuits (A), (B), and (C) in the
Fig. 8. Note that in (C), operations (18) and (19) are repeated
⌈log2gs⌉ times, so we use b(18),j to represent if bootstrapping
occurs in the j-th iteration before the circuit (18). Note that
b(19),j = b(18),j as they share the same input.
The final aspect to examine is the analysis of the error

induced by the ’Inverse’ operation in circuit (B), specifically
related to bootstrapping. The Inverse operation is significant
because it utilizes multiple multiplicative depths internally.
Understanding the exact number of multiplicative depths
consumed before bootstrapping becomes necessary is crucial
for accurate analysis. To address this, we define the noise
value associated with the Inverse operation as ρinv,k , where
k represents the number of multiplication depths completed
prior to the occurrence of bootstrapping. This definition
allows for a precise quantification of the noise generated as
a result of bootstrapping at various stages of the Inverse
operation’s execution within circuit (B).

Based on the definitions so far, the noise due to boot-
strapping for each circuit can be calculated as follows. First,
we calculate the noise (ρSumGroup) generated by circuit (C).
To do this, we need to check the level of the ciphertext to
see if the multiplications (18) and (19) are possible before
the rotation operation. We can denote it as b(18),i whether
bootstrapping is required at that position at the ith iteration,
so we have ρSumGroup = 6

⌈log2gs⌉
i=1 2⌈log2gs⌉+1−i∗b((18),i)ϵboot.

We calculate the noise ρHM caused by bootstrapping on
Hermes_Log. From the circuit (B), it can be seen that the
result of the operation in (8) is used in many different places.
Therefore, we can denote as b(9) whether bootstrapping is
necessary for further operations after (8). From the structure
of the circuit, b(9) = b(12). Also, since operations (13)
and (15) require the same inputs, we can use b(9) to
denote whether a bootstrapping is required. Taking these into
account, we can derive that ρHM = 48b(6)ϵboot+ 22(ρinv,k +

b(7)ϵboot)+ (5b(8) + 4b(9) +61
i=105(b(i))+ 2 ∗ b(17))ϵboot.

VOLUME 12, 2024 110773



B. Han et al.: HEaaN-NB: Non-Interactive Privacy-Preserving Naive Bayes

FIGURE 9. System Model if KM is a trusted party.

Finally, we compute the noise due to bootstrapping
that occurs within the proposed homomorphic logarithmic
algorithm. Our interest is the amount of the noise (γHM )
added to the input of the HM circuit and that (γSumGroup) to
the input of the SumGroup() in (A), respectively, as they are
needed to calculate the noise of the proposed ApproxLog().
It can be seen that γHM = 2(b(1) + b(2)) + b(3) if we
carefully analyze (A). Note that, since the operation (2)
is a squaring, the noise is doubled. Finally, we calculate
γSumGroup. Because the operations (3), (4), and (5) have
the same input as one of their operands, the noise due
to bootstrapping caused by that input can be denoted as
b(3)ϵboot. Then, we can derive γSumGroup = ρHM + (4(b(1)+
b(2))+ 2b(3))ϵboot.

3) ANALYSIS RESULT
The final noise calculation, which combines the contents of
the two subsections above, is as follows: From the circuit
(A), we can derive ϵHL(ϵinp) = ϵSumGroup(βSumGroup +

γSumGroup) + ρSumGroup. The previous part showed that
βSumGroup = 8ϵinp + 4ϵks + 8ϵrs + ϵHM (βHM +
γHM ), γSumGroup = ρHM + (4(b(1) + b(2) + 2b(3))ϵboot,
βHM = 4ϵinp + 2ϵks + 4ϵrs and finally ρSumGroup =

6
⌈log2gs⌉
i=1 2⌈log2gs⌉+1−i ∗ b(18),i. Using them, we can compute

that ϵHL(ϵinp) = 2⌈log2gs⌉(196ϵinp+97ϵks+244ϵrs+22ϵinv+
(98b(1) + 98b(2) + 49b(3) + 48b(6) + 22(finv,k + b(7)) +
5b(8) + 4b(7) + 61

i=105b(i) + 2b(17))ϵboot ) − 2ϵrs − 2ϵks +
6
⌈log2gs⌉
i=1 (2(⌈log2gs⌉+1−i)b(18),iϵboot .
Through experimentation, we have found that ϵinp ∼

10−9, ϵrs ∼ 10−8, ϵks ∼ 10−7, ϵboot ∼ 3 × 10−8, ϵinv +
ρinv,k ∼ 2.5 ∗ 10−7, and as a result, the magnitude of the
noise generated by the analysis can be found to be around
10−4 considering Pr[b(i) = 1] = 1/9 for i ∈ [1, 19], as
1 bootstrapping is required for every 9 multiplicative depth
consumption. This is larger than the actual size of the noise.
The reason for this is the inequality in the calculation of
multiplicative noise. If the size of the actual plaintext is less
than 1, the magnitude of the noise generated bymultiplication
will be smaller than the value used in our calculation.

The error we have not considered is the approximation
error. The proposed method approximates the logarithmic

function as a polynomial function using the Hermes method.
This error should also be considered. [30] shows that the
maximum error is about 2−58, which is less than 10−16. This
results in a very small error compared to the error produced
by homomorphic operations.
Theorem 1: The noise of the output of the proposed

logarithm algorithm is at most 10−4 on the parameter used
in the paper.

Proof: The theorem is concluded from the previous
analysis, with its inequality rooted in the presumed inequality
of noise generated by Mult.

B. AN INSTANCE OF SYSTEM MODEL WHEN KM IS A
TRUSTED PARTY
We introduce a plausible instance of the system model where
the proposed PPNB can be utilized, which was suggested
in [26]. There are three protocols: key distribution, training
and inference. Initially, in the key distribution protocol, users
generate public key/private key pairs and sent the public
keys to the key manager (KM) which is a trusted party. KM
generates a public key/private key pair and evaluation keys.
KM’s public key is distributed to all the other players, and the
evaluation keys are delivered to the cloud server (CS).

In the training protocol, the users, who act as data owners
in Fig. 1, deliver the encrypted data with some parameters
such as the variable names, the number of categories in each
variable, and the size of data, to CS. The data is encrypted
by the system public key. CS performs training with the
received ciphertexts and the parameters. The training is solely
performed by CS, without the help of the other players.
Therefore,CS can calculate themodel which is the encryption
of the logarithm of probabilities and conditional probabilities
of variables in the data. This is depicted in Fig. 1-a).
The inference process is as follows. A user (ui), who also

act as a client, first creates a query that is an encrypted
vector of the input variables, then delivers the query to CS
along with her ID, CS performs the inference and sends the
result to KM. KM decrypts the received ciphertext using sks
then re-encrypt the result using the user’s public key after
checking if the inference result violates the privacy policy.
The re-encrypted inference result is sent to the user. In the
case of a secure outsourcing scenario, the system public key
is eventually the public key of the Data Owner, so decryption
is possible because the Data Owner, which is equal to Client
in the setting, has a corresponding private key. This process
is depicted in Fig. 9.

Please be aware that this system model assumes the data
owners and the clients are the same set of entities. For
example, a small number of companies want to share their
data to create models with which each company can perform
the desired inference through CS, and the companies perform
inference on their desired inputs through CS to receive the
inference results. Because multiple companies’ data are used
to generate models, an individual company cannot access the
generated models thus can only perform inferences with them
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throughCS. In this scenario, the companies can act as both the
data owner and the client running inferences.

Another thing we would like to mention in this model
is the role of KM. As mentioned in [26], it could be a
legal requirement in certain countries that the inference
results must be verified if the inference results contain any
privacy-sensitive information related to the people who are
related to the training data. This verification must be done
by a trusted government agency. In a privacy preserving
service utilizing homomorphic encryption, one of the ways to
satisfy this legal requirement is for a trusted entity to decrypt
the inference result, verify its contents, and deliver it to the
client who requested inference. Therefore, in this case, it is
inevitable that a third party entity such as KM decrypts the
inference result.

C. THE INFERENCE PROTOCOL WHEN KM IS
SEMI-HONEST
We discuss the inference protocol if KM is semi-honest.
We remind the inference protocol when KM is a trusted third
party, as depicted in Fig. 10-(A) in the previous section. In the
protocol, the client encrypts her input with the system public
key and sends it to CS with his ID. Then, CS performs
the inference protocol described in Fig. 10-(A) (details given
in Fig. 4 of Section V-D) and sends the result to KM with
the client’s ID (IDu). KM decrypts the result to obtain the
classification result ( ⃗ret), re-encrypts it with the client’s
public key, and sends it to the client. The client decrypts the
result to obtain the classification result.

Assuming KM is semi-honest, we can design an inference
protocol as shown in Fig. 10-(B). The difference from (A)
is that CS encrypts an element r⃗ selected from a uniform
distribution in the plaintext space (Z21 [X ]/(XN + 1)) with
the system public key, add it to the ciphertext of the
inference result then sends the addition result to KM, and
simultaneously encrypts r⃗ with the client’s public key and
sends it to the client. KM receives the ciphertext that contains
the inference result plus r⃗ . It decrypts the ciphertext and
re-encrypts the decryption result with the client’s public key.
Finally, it sends the re-encrypted ciphertext to the client. The
client decrypts all the received ciphertexts and subtracts the
decryption result received from the KM from that received
from the CS. The result of the subtraction is the final
inference result.

1) SECURITY ANALYSIS
We discuss the privacy of the proposed inference protocol of
semi-honest setting. We show that in the protocol in Fig. 10-
(B), it should be difficult for KM to obtain any information
about the classification results and the model used from the
information it receives. To this end, we define the following
experiment in Alg. 7, where Adv refers to an adversary.
In the experiment, TrainingOracle is defined in Alg. 8 as

an oracle that generates the model that is the result of the
training, to be ready to execute InferenceOracle, which is
defined in Alg. 9. To execute TrainingOracle, Adv provides

it with the training data needed to generate the model.
TrainingOracle runs the training algorithm and returns the
generated model. Later, Adv can call InferenceOracle to
obtain information given to KM when the proposed inference
protocol runs. The goal of the experiment is to check if Adv
can distinguish whether InferenceOracle operates in the
World-0 setting or in the World-1 setting, given in Fig. 10.
Adv runs its algorithm arbitrarily and returns his guess as b′.
The final part of the experiment is to compare it to the actual
value of b and return 1 if the guess is correct and 0 otherwise.

Algorithm 7 Experiment: Exp(1k , HE)
1:procedureExp(1k , HE)
2: sk, pk, evk ← HE.KeyGen(1k )
3: state, {c(model)i }i∈[0,⌊Ntot/M⌋] ← AdvTrainingOracle(·,pk,evk)

4: b←$
{0, 1}

5: b′ ← AdvInferenceOraclesk (·,state,{c(model)i }i∈[0,⌊Ntot /M⌋],pk,evk)

6: return 1 if b = b′ else 0

Based on the experiment, we define the privacy of the
proposed inference protocol with semi-honestKM as follows.
Definition 1: (KM-privacy) We say that an inference

protocol supports KM-privacy if Pr[Exp(1k , HE) → 1] <

1/2 + ϵ (where ϵ is negligible over security parameter k)
when performing the experiment of Alg. 7, i.e., KM cannot
computationally distinguish between model information and
random information using the information it has obtained.

The above definition can be justified by the difference
between the World-0 and World-1 in Fig. 10. In World-1,
KM acquires information that is completely unrelated to the
model and inference inputs. The indistinguishability between
World-0 andWorld-1 by the adversary means that KM cannot
extract any meaningful information from what it obtains even
it runs the real inference protocol in World-0.

Algorithm 8 TrainingOracle(data, pk, evk)
1: procedure: TrainingOracledata, pk, evk
2: Preprocess data to make BMVs and encrypt them with pk .
3: Run the training protocol with the encrypted input in
the previous step and pk, evk .
4: Obtain {c(model)i }i∈[0,⌊Ntot/M⌋] as an output of the training
protocol.
5: Set state to any information needed to run the inference pro-
tocol.
6: return state, {c(model)i }i∈[0,⌊Ntot/M⌋]

Based on these definitions, we prove the following
theorem.
Theorem 2: The inference protocol for the semi-honest

KM described in Fig. 10-(B) satisfies KM-privacy.
Proof: In Fig. 10, the only difference between World-0

(B) andWorld-1 (C) is Step 3⃝-4), i.e., whether the ciphertext
c′ret delivered to the KM is simply the ciphertext of a random
vector or a random vector plus the inference result. Therefore,
in bothworlds, the result obtained byKM from decrypting c′ret
is eventually a uniformly randomly selected value from the
possible plaintext space, and the probability of the decryption
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FIGURE 10. The original protocol and the World-0 and World-1 settings for the security proof of the inference
protocol in the semi-honest setting (Inferencepks,evks (cinp(w), cmodel (w)) refers to the inference algorithm
performed by CS. cinp(w) contains the values of the independent variables as an input for inference and

cmodel (w) is the set of ciphertexts that contain the model as a result of training. IDu is the ID of the user.
−→
ret is

the inference result.)

result being a particular value is the same in both worlds.
Therefore, it is statistically indistinguishable to tell whether
KM is in World-0 or World-1 based on the −→out value alone.
However, if the ciphertext c′r⃗ in Step 7⃝-2) is decrypted,

the attacker can distinguish his world, so the adversary is
computationally indistinguishable.

More detailed description on the inference protocol with
semi-honest KM is provided in Fig. 11.

IX. RELATED WORK
A. PRIVACY PRESERVING NAIVE BAYES ALGORITHMS
Initial research into Privacy-Preserving Naive Bayes (PPNB)
algorithms, commencing in the early 2000s, was geared
towards developing models that utilize user data for training
while ensuring the privacy of each participant’s data remains
intact. This research, referenced in various studies [34], [35],
[36], [45], [46], [47], [48], has continued up to the recent past.
The primary outcome of this research is a trained model

that either gets shared with all participants or is stored on a

central server in an unencrypted (clear-text) format. However,
a notable limitation of this early-stage research is its lack of
consideration for access control measures for the resulting
model. This oversight means that the model cannot be exclu-
sively distributed to entities outside the circle of participants
who contributed to its creation. Furthermore, it does not allow
for classification tasks to be conducted without revealing the
model to those participants involved in its development. Such
limitations highlight the need for further advancements in
PPNB research, particularly in enhancing the privacy and
control aspects of the generated models.

The second category PPNB methods involves introducing
a certain level of perturbation to both data and models. This
approach, designed to obscure the original data and model
details used in training and classification, is documented in
various studies [49], [50], [51], [52]. The primary goal of
these methods is to achieve differential privacy.

However, as highlighted in [35], a significant drawback
of this approach is its reduced classification performance
compared to scenarios where data and model perturbation
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Algorithm 9 InferenceOraclesk,b(
−→
inp = (x0, · · · , xd−1), state, {cmodel(i)}i∈[0,⌊Ntot/M⌋])

1:procedure:InferenceOraclesk (
−→
inp, state, {c(model)i }i∈[0,⌊Ntot/M⌋], pk, evk)

2: Setup the players User(Client), KM, and CS with state, {c(model)i }i∈[0,⌊Ntot/M⌋], pk , and evk .
3:

−→
inp is given to User.

4: Run the inference protocol with World-b setting. (See Fig. 2)
5: Extract what KM obtains while running the inference protocol, which is cuℓ

and −→out .
6: return cuℓ

and −→out

TABLE 11. Summary of related work.

are not applied. Consequently, in situations where main-
taining high classification accuracy is critical, this method
proves to be less suitable. The trade-off between privacy
protection and classification efficiency poses a notable chal-
lenge in the application of these perturbation-based PPNB
methods.

To address previously identified issues, we propose a
centralized training and classification method using HE to
protect model privacy and ensure classification accuracy.
The process involves users encrypting data with the system’s
public key and sending it to the server, which lacks the private
key but has evaluation keys. The server computes the model
using these encrypted inputs. For classification, it receives
encrypted data, processes it, and sends the encrypted result
back to the user, who decrypts it with their private key.

This method maintains privacy for both the user’s input
and the models, with all operations centralized on the
server, minimizing communication needs and data exposure
risks. The server’s processing of encrypted data reduces
the likelihood of data breaches, even if compromised or
malicious. Furthermore, classification is executed without
decrypting input data, ensuring only the requesting user can
access the result, thus preserving privacy.

However, this approach has not been widely adopted due to
technical challenges. Key among these are the complexities in
performing certain arithmetic operations homomorphically,
such as division for probability calculations and logarithmic
operations in Naive Bayes algorithms. Additionally, the
argmax operation, essential for identifying the highest value
position in encrypted data during classification, presents
another significant challenge. These factors have previously
impeded the broader implementation of this method.

To circumvent these challenges, many studies have intro-
duced a separate trusted entity responsible for managing
the decryption key. Research like [12] and [13] involves
decrypting encrypted values for argmax comparison. In [17],
probability calculations involving division are performed
post-decryption. Other studies, for instance, [53], [54],

operate on the assumption that probability distributions
follow a normal distribution. Only a handful of methods, such
as [27] and [38], execute the argmax operation on encrypted
inputs, but these are either computationally intensive [27] or
compromise security for efficiency [38].
Several methods employ additive Homomorphic Encryp-

tion [55] as opposed to Fully Homomorphic Encryption [13],
[14]. These methods require data decryption for operations
above, constrained by the addition-only support of the
underlying HE. Additionally, the security of these HE
methods [55] is known to be vulnerable to quantum computer
attacks.

Another approach to maintain efficiency uses an HE that
only secures against ciphertext-only attacks [44]. However,
this level of security is generally considered inadequate for
practical applications.

In a different vein, some studies use multiple cloud
servers for enhanced security [36], [37], [45], [56]. This
assumes each server is in a distinct security domain with
no possibility of malicious collaboration between servers.
Each server handles a fraction of the computation during
training and inference, keeping the complete model and
results undisclosed, thus preserving privacy. Nevertheless,
this approach falls short of meeting the requirement 4)
outlined in Section III-B.

Lastly, certain studies focus exclusively on inference, such
as [27], [57], and [58], but are not suitable for training
purposes.

Table 11 provides a summary of these previous works in
relation to the requirements in Section III-B. Unfortunately,
no existing method satisfies all these requirements.

B. HOMOMORPHIC LOGARITHM
To date, there appears to be no algorithm capable of comput-
ing even an approximate logarithm over encrypted inputs in
the range (0,1] using HE. For instance, in [13], logarithmic
values for PPNB inference are calculated in an unencrypted
form before encryption, thereby not computing logarithms
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FIGURE 11. Inference protocol with semi-honest KM.

on encrypted data. Similarly, [59] proposes a method for
calculating logarithmic values in a secret sharing-based
Multi-Party Computation (MPC) setting, which, as noted
in [5], is not applicable to systems utilizing HE.

Among PPNB methodologies that employ HE, the
approach by Kjamilji et al. [16] is the closest to an ideal
scenario. This method utilizes the BFV HE scheme [60], [61]
and facilitates both training and classification on encrypted
data. However, due to the computational intensity of loga-
rithmic and division operations with BFV ciphertexts, this
method also resorts to using a decryption key during training.
Furthermore, to our knowledge, there is no established
method for performing homomorphic logarithm operations
directly on BFV ciphertexts, highlighting a significant gap
in the current capabilities of HE in PPNB.

X. CONCLUSION
This paper presents a novel method for training and
classifying data using the Privacy-Preserving Naive Bayes
(PPNB) algorithm, integrated with the Cheon-Kim-Kim-
Song (CKKS) homomorphic encryption (HE) algorithm.
Our approach facilitates non-interactive training and clas-
sification by introducing an efficient way to compute a
homomorphic logarithm function. This innovation allows for
significantly faster NB training and classification processes,
achieving speeds arounds 28 times faster than those reported

in [17]. Through computational complexity analysis, the
efficiency and effectiveness of our proposed method are
confirmed. It proves especially beneficial in situations where
intermediate decryption is impractical, such as environments
with multiple data owners reluctant to share data, or in cases
where the trusted entity with the decryption key has limited
computational resources.

For future work, enhancing the approximation of the
homomorphic logarithm function to require fewer slots is a
consideration. This improvement would enable the parallel
processing of a greater number of encrypted values, further
optimizing the system’s performance.

XI. CONSTANTS FOR HERMES_LOG()
In order to implement Hermes_Log() function, the constants
L1 ∼ L7 are needed. They are given using python expression
as

• L1 = float.fromhex(’0× 1.5555555555593p-1’)
• L2 = float.fromhex(’0× 1.999999997fa04p-2’)
• L3 = float.fromhex(’0× 1.2492494229359p-2’)
• L4 = float.fromhex(’0× 1.c71c51d8e78afp-3’)
• L5 = float.fromhex(’0× 1.7466496cb03dep-3’)
• L6 = float.fromhex(’0× 1.39a09d078c69fp-3’)
• L7 = float.fromhex(’0× 1.2f112df3e5244p-3’)

XII. SUMMARY OF CHANGES
This paper has been expanded from its conference pro-
ceedings version [62] with the following additions. First,
we have included an inference protocol that operates under
the assumption that the Key Management server (KM) is
semi-honest and have provided a proof of security for this.
The previous conference version only proposed a protocol
for when KM is a trusted entity. This content is detailed in
Section VIII-C.
Second, a thorough analysis of the errors arising from the

proposed approximate homomorphic logarithm calculation
method is described in Section VIII-A. This analysis
considers errors from homomorphic operations, the approx-
imation of logarithm operations, and errors introduced by
bootstrapping operations, ultimately proving that the relative
error is less than 0.01% for the homomorphic encryption
parameters used in this research.

Third, we have significantly enhanced the related work
section and conducted a detailed analysis based on the
requirements set forth in this paper. The results of this
analysis are outlined in Table 10. Additionally, we have
included a survey and analysis of previous research related
to homomorphic logarithm operations in the related work
section IX-B.
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