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ABSTRACT Temporal action detection (TAD) is one of the most active research areas in computer vision.
TAD is the task of detecting actions in untrimmed videos and predicting the start and end times of the
actions. TAD is a challenging task and requires a variety of temporal cues. In this paper, we present a one-
stage transformer-based temporal action detection model using enhanced long- and short-term attention.
Recognizing multiple actions in a video sequence requires an understanding of various temporal continuities.
These temporal continuities encompass both long- and short-term temporal dependencies. To learn these
long- and short-term temporal dependencies, our model leverages long- and short-term temporal attention
based on transformers. In short-term temporal attention, we consider long-term memory to learn short-term
temporal features and use compact long-term memory to efficiently learn long-term memory. Long-term
temporal attention uses deformable attention to dynamically select the required features from long-term
memory and efficiently learn the long-term features. Furthermore, our model offers interpretability for
TAD by providing visualizations of class-specific probability changes for temporal action variations. This
allows for a deeper understanding of the model’s decision-making process and facilitates further analysis of
TAD. Based on the results of experiments conducted on the THUMOS14 and ActivityNet-1.3 datasets, our
proposed model achieves an improved performance compared to previous state-of-the-art models. Our code
is available at https://github.com/tommy-ahn/LSTA.

INDEX TERMS Temporal action detection, transformer, cross attention, video understanding.

I. INTRODUCTION
Temporal action detection (TAD) aims to predict human
actions and localize the start and end frames of video
sequences. TAD is a challenging but essential algorithm in the
field of video understanding and is widely used in areas such
as autonomous driving and video analysis. Understanding the
temporal characteristics of a video is particularly important
for artificial intelligence (AI) models when predicting human
actions and their boundaries. To achieve such understanding,
various approaches such as anchor and proposal-based [1],
[2], [3], recurrent [4], and convolution [5], [6] models
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have been studied regarding the learning and prediction
of temporal features. Transformer-based studies [7], [8]
incorporating multi-head self-attention (MHSA) [9] in the
learning of long-range dependencies have recently been
conducted.

The recognition of multiple actions in a video sequence
requires a deep understanding of the various temporal
continuities that can occur. These temporal continuities are
determined or predicted based on long-term temporal features
maintained for lengthy periods and short-term features
maintained for relatively shorter periods. Long-term temporal
features are important when events in the distant past affect
current events. For example, the previous action of ‘‘cooking’’
is an important clue for predicting the action of ‘‘eating food’’.
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Short-term temporal features are also important for TAD. For
instance, the specific movements that occur in each frame
or clip are crucial for action recognition in video sequences.
Therefore, it is necessary to develop a newmethod to enhance
the TAD features by focusing on both long- and short-term
temporal features.

Transformer [9] has achieved state-of-the-art (SoTA)
results in natural language processing (NLP) tasks. It uses the
attention mechanism to learn long-range dependencies and
relationships between words. Although TAD is a challenging
task as it must consider various temporal cues such as object
motion, object shape, and video context, the transformer is
well-suited for TAD because it can learn long-range temporal
relationships between frames. Therefore, we propose a novel
long and short-term attention mechanism for transformer-
based TAD models. Given the critical importance of the
relationships between long- and short-term features in TAD,
we draw inspiration from Long Short-Term Transformer
(LSTA) [20] and design our algorithm to learn both long and
short-term temporal features effectively.

Existing TAD models have traditionally focused primarily
on multi-scale features for action detection, which may
impose performance limitations. However, TAD requires
intricate and detailed learning of temporal features. There-
fore, by effectively integrating long- and short-term temporal
features, we can capture finer and comprehensive temporal
characteristics. This approach offers opportunities for achiev-
ing superior performance.

Our proposed mechanism is called long- and short-term
temporal attention (LSTA), for exploiting the importance of
interactions between temporal long- and short-term features
in sequence analysis tasks. These mechanisms enhance the
temporal features by incorporating both long- and short-
term representations at each time step and conducting inter-
actions, thereby enabling the TAD model to achieve better
performance. Our model constructs video clip features from
untrimmed videos by utilizing a 3D CNN backbone [10],
[11], [12], following the approach of traditional models.
Afterward, the video clip features are downsampled to
create a pyramid structure, facilitating the computation
of multi-temporal scale features. To enhance the learning
of long- and short-term temporal features even further,
we integrate the short-term temporal attention (STA) block
and long-term temporal attention (LTA) block into this
process. STA block first divides the features extracted by
the backbone network into arbitrarily sized blocks to create
short-term features. In the STA block, we leverage short-
term features and additional compact long-term memory
(CLM) to effectively learn the relationships between long-
term and short-term features. Through this process, the STA
strengthens the relationships between long- and short-term
temporal features and enhances the short-term features. LTA
block efficiently learns and enhances deformable features
that are important for long-term relationships. This enables
the LTA to relearn the important features of the outputs.
In addition, LSTA’s visualizations of class-specific probabil-

ity changes provide insights into themodel’s decision-making
process, facilitating further analysis of temporal action
detection.

Our main contributions are summarized as follows:
• To learn and enhance each feature, we introduced a novel
TADmodel based on LSTA that exploits the interactions
between long- and short-term temporal features, which
are important in sequence analysis tasks.

• LSTA includes STA and LTA, where STA learns and
enhances short-term temporal features by taking into
account long-termmemory, and LTA dynamically learns
and emphasizes the necessary parts from the entire long-
term temporal feature.

• LSTA capability to visualize class-specific probabilities
for temporal action variations offers an interpretative
perspective on how the model identifies specific actions
across various video sequences.

• We demonstrate that our proposed LSTA model per-
forms better than the existing SoTA models of THU-
MOS14 and ActivityNet-1.3, which are known to be
challenging for TAD.

II. RELATED WORK
A. TEMPORAL ACTION DETECTION
TAD resembles object detection models and is broadly
categorized into one- [4], [7], [8], [13], [14] and two-
stage methods [1], [2], [3], [15], [16], [17]. In two-stage
methods, such as anchor windows or proposals approach,
motion boundary candidates are first generated, and motion
prediction is then conducted. In terms of speed and model
size, two-stage methods are inefficient owing to the require-
ment of additional submodels. Therefore, recent studies have
used one-stage methods that predict both actions and their
boundaries directly, in contrast to a two-stage approach. One-
stage methods predict the actions for all frames separately
when estimating the action boundaries.

B. TRANSFORMER-BASED TEMPORAL ACTION
DETECTION
Transformer [9] has achieved significant success in natural
language processing (NLP) tasks. It uses the attention
mechanism to learn long-range dependencies and relation-
ships between words. Transformer has been extended to
various attention techniques [18], [19], [20], such as MHSA
and cross-attention, which have been shown to improve
the performance of many AI networks. The transformer
has been successfully applied to vision tasks, such as
image classification [19], [21], [22], [23], [24], [25], object
detection [25], [26], [27], [49], [50], action recognition [18],
[28], [29], [30], [31], and explainable AI [32], [33], [34], [35]
through vision transformer (ViT) [22].

Transformer is highly suitable for temporal learning
because they can learn long-range dependencies between
frames and attention mechanism allows the transformer to
consider different temporal cues. This makes transformer
well-suited for tasks such as TAD, where it is important to
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FIGURE 1. The overall architecture of LSTA. Our model learns long- and short-term temporal features to predict actions and
estimate action boundaries. First, a set of features is extracted from the video clip. The included features consider various
temporal scales using a feature pyramid of L levels which is created using STA blocks to enhance short-term features. The
feature pyramid is then enhanced with LTA for long-term features, and the final output is generated. Finally, a shared
classification and regression head is used to generate task candidates at every step.

FIGURE 2. Proposed LSTA block mechanisms: (a) STA and (b) LTA blocks.

consider the temporal order of events. A few transformer-
based TADmodels [7], [8] have been proposed to exploit such
benefits. ActionFormer [7] used a feature pyramid structure
and a lightweight convolutional decoder to achieve improved
performance. It shows the effectiveness in a variety of TAD
tasks, including action detection and localization. TriDet [8]
inspired from ActionFormer added relative boundary model-
ing techniques to achieve superior performance. TriDet has

a good performance in action detection tasks, especially for
actions with complex boundaries. The existing approaches
still exhibit deficiencies in the detailed comparison and
integrated learning of temporal features. Given the criticality
of temporal characteristics in TAD, the effective integration
of both long- and short-term temporal features is paramount.
Hence, we propose a novel paradigm aimed at comparing and
flexibly integrating these temporal features.
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FIGURE 3. Proposed CLM mechanism.

III. METHOD
Our proposed LSTA model (Fig. 1) uses a pre-trained
backbone network to extract features F ∈ RT×C for input
videos, where T represents the temporal dimension of the
extracted features, and C represents the channel dimension.
Through feature embedding, F is tokenized into Z ∈ RT×D

and is used to create a feature pyramid structure. LSTA uses a
feature pyramid structure to incorporate multi-scale temporal
features and employs a novel STA mechanism to learn
and enhance short-term temporal features. Using long-term
memory E , which can be constructed using compact long-
term memory (CLM), the STA learns and enhances short-
term temporal features. These features are then processed
by the LTA to dynamically learn and enhance the long-
term temporal features in producing the output Ẑ . The
prediction head consists of classification and regression
heads. The classification head predicts the action label, and
the regression head predicts the action boundaries using Ẑ .
The final result is represented as Y = (yt , yst , y

e
t ), where yt is

the predicted probability of an action at time t , and yst and y
e
t

represent the predicted distances to the start and end of the
action from time t , respectively.

A. SHORT-TERM TEMPORAL ATTENTION BLOCK
To learn and enhance short-term temporal features, STA is
trained as shown in Fig. Fig. 2(a). Although a naive approach,
such as the use of an arbitrarily sized time window, can be
used for training, we apply a long-termmemory query to learn
the interactions among the short- and long-term temporal
information.

First, input Zl is divided into short-term temporal memory
features Zshort = {Zi}Ii=1 using a predefined short-term
window of size S, where I = T/S. Zshort is used as query
Q in the STA. To learn the relationship between short- and
long-term memories, we use feature embedding F to create
long-term memory E (Fig. 2 (a)). Using F directly results

in a time complexity of T 2, leading to a significant increase
in the computation time. Therefore, inspired by a long short-
term transformer (LSTR), we construct a compressed long-
term memory E using learnable empty queries Q1 and Q2
(Q2 < Q1 < T ), which represent the entire temporal features.

E = Decoder(Q2,Decoder(Q1,F)) (1)

The Decoder in Equation (1) refers to the decoder of the
transformer [9] model following the LSTR. Cross-attention,
where E is used as the key K value of the V pair and
Zshort is used for query Q, is applied to learn the relationship
between short- and long-term memory while the short-term
memory features are enhanced. This operation is formalized
as follows.

Q = Zshort ·Wq,K = E ·Wk ,V = E ·Wv (2)

Attention(Q,K ,V ) = softmax(
Q · KT

√
dh

) · V (3)

where K , and V are computed from E using linear projection
layers with trainable parameters Wk and Wv. In addition,
Zshort is used as Q, which is applied through a linear
projection layer with the trainable parameter Wq. Moreover,
Q, K , and V undergo cross-attention operations, resulting in
the production of short-term temporal features that encode
the long-term temporal dependencies. After repeating this
process I times, we concatenate all resulting features to obtain
the final feature Zl+1.

B. LONG-TERM TEMPORAL ATTENTION BLOCK
The LTA block (Fig. 2 (b)) leverages the strengthened short-
term temporal features from the STA block to enhance the
long-term temporal features for F . As mentioned previously,
in STA, applying attention over the entire time T for feature F
is computationally expensive. Therefore, we propose an LTA
with deformable attention that allows the essential tokens that
affect feature F to be flexibly selected. We first generate a
reference point p for the entire feature F , and the offset θ ,
learned from the convolution layers, is then used to compute
K and V by generating the necessary token coordinate values.
We then apply to cross attention with K , V , and Q generated
from Z , enhancing the long-term temporal features. LTA can
be defined through the following equations:

Z̃ = φ(F; p+ 1p), 1p = θ (F), (4)

Q = Z · Ŵq,K = Z̃ · Ŵk ,V = Z̃ · Ŵv, (5)

LTA(Z ,F) = Attention(Q,K ,V ), (6)

Ẑ = LTA(Z ,F) (7)

Here, φ is a function that uses reference points p and offsets
θ to learn and generate the token coordinate values. Z̃ is a
token chosen to be deformable using φ and p. Here, Ŵq, Ŵk ,
and Ŵv are trainable parameters used to generate Q, K , and
V . In this manner, through LTA, we can fuse the enhanced
short-term temporal feature values Zl outputted from STA
with the entire input feature F to generate the final output
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TABLE 1. mAP values according to the variation in IoU threshold in
comparison with the SoTA methods on the THUMOS14 dataset. (Avg =
average mAP). The best results and our results are in bold.

Ẑ . Two heads are used to predict the action class label and
the action boundary from the output of LTA, i.e., Ẑ .

C. HEADS AND LOSSES
The proposed LSTA model consists of two heads as shown
in Fig. 1: a classification head that predicts the action
labels using feature Ẑ learned through STA and LTA, and a
regression head that predicts the action boundaries.

The classification head consists of three convolutions, two-
layer norms, and ReLU activation functions. It predicts C
action classes for each frame. We train this head for binary
classification with a focal loss [36] Lclass, which is robust
against a data imbalance. The regression head has a structure
similar to that of the classification head and predicts the
distances to the action boundaries from each frame. The
regression head is regularized with Lreg using the DIoU
loss [37]. The formula for the total training loss Ltotal is
defined as follows:

Ltotal =
(Lclass + CtLreg)

Tpos
(8)

where Tpos denotes the number of positive samples, and
Ct is an indicator function that distinguishes between the
foreground and background at time step t .

IV. EXPERIMENTS
In this section, we introduce the implementation details
such as the datasets used in the experiments and the
hyperparameters of the proposed model. We conducted
comparative experiments using existing SoTA models to
demonstrate the competitive performance of the proposed
model. Furthermore, we conducted an ablation study to
analyze each module of the proposed model.

A. EXPERIMENTAL SETUP
1) DATASETS
In this study, experiments were conducted using the THU-
MOS14 [38] and ActivityNet-1.3 [39] datasets. The THU-
MOS14 dataset consists of 20 action classes and 413 video
sequences. The dataset is divided into 200 video sequences

TABLE 2. mAP values according to the variations in IoU thresholds in
comparison with the SoTA methods on the ActivityNet-1.3 dataset. (Avg =

average mAP). The best results and our results are in bold.

FIGURE 4. Performance evaluation according to short-term window sizes.

for the validation set and 213 video sequences for the test set.
Our model was trained using a validation set and evaluated
using a test set. The ActivityNet-1.3 dataset is a large-scale
dataset containing 20,000 video sequences and 200 action
classes. The dataset was divided into 10,024 videos for
training, 4,926 videos for validation, and 5,044 videos for
testing.

2) IMPLEMENTATION DETAILS
In this experiment, the proposed model was implemented
using PyTorch software. Similar to ActionFormer [7],
we used pre-extracted features from two-stream I3D [10] and
R(2+1)D [11] pre-trained on Kinetics. For the THUMOS14
dataset experiment, we chose AdamW as the optimizer and
trained the model with a batch size of 8, learning rate of
0.0001, and weight decay of 0.05 for 30 epochs. For the
ActivityNet1.3 dataset experiment, we used a batch size of 32,
a learning rate of 0.001, a weight decay of 0.05, and training
for 10 epochs. Soft-NMS [40] was used for postprocessing,
and the experiments were conducted using a system with a
single GeForce RTX 3090 GPU.

3) EVALUATION METRIC
We evaluated the performance using intersection over union
(IoU) thresholding and the mean average precision (mAP).
For the THUMOS14 dataset, we report the IoU thresholds at
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[0.3:0.1:0.7]. For the ActivityNet-1.3 dataset, we report the
results at the IoU threshold [0.5,0.75,0.95] and the average
mAP computed at [0.5:0.05:0.95]. The evaluation metric was
applied identically to ActionFormer and TriDet.

B. COMPARISON WITH STATE-OF-THE-ART METHODS
1) THUMOS14 DATASET
Table 1 presents the results of comparison experiments with
other SoTA TAD methods for the THUMOS14 dataset.
For our experiments on the THUMOS14 dataset, we used
I3D [10] as the backbone network. As shown in Tab. 1, our
proposed LSTA model exhibits a competitive performance
in comparison to existing SoTA models. Notably, when
compared to ActionFormer, a baseline model for TAD
based on transformers, LSTA exhibited the second-highest
performance, with an average mAP of 68.9%, which is a
difference of 2.1%. Our proposed model showed a 0.4%
lower performance than the best-performing TriDet model.
This is because the LTA block of the proposed LSTA was
not sufficiently learned because the THUMOS14 dataset was
composed of a small amount of data; however, there was no
significant difference, and outperform was observed when
the IoU thresholds were set to 0.5, 0.6 or 0.7. Our proposed
LSTA model stands out for its ability to effectively learn and
integrate long-term and short-term representations, which
significantly enhances its overall performance.

2) ACTIVITYNET-1.3 DATASET
Table 2 shows the results of the comparison experiments with
other SoTA TADmodels for the ActivityN-et-1.3 dataset. For
the experiments conducted on the ActivityNet-1.3 dataset,
we used R(2+1)D [47] as the backbone network. Overall,
we achieved a competitive performance in comparison with
existing SoTA models. The unique strength of our proposed
LSTA model lies in its effective learning and integration
of long-term and short-term representations. This capability
is crucial for capturing complex temporal patterns inherent
in the ActivityNet-1.3 dataset. Our model outperformed
TriDet with a 0.3% higher mean average precision (mAP)
on ActivityNet-1.3. It is thought that this result is due to dif-
ferences in the dataset characteristics between THUMOS14
and ActivityNet-1.3. When learning long- and short-term
temporal features, more complex temporal patterns must
be learned. With more data, the model can learn more
accurate temporal features. However, for small datasets,
it is difficult for the model to generalize, resulting in
lower performance. Therefore, experiments conducted on the
ActivityNet-1.3 dataset instead of the THUMOS14 dataset
will result in better performance, as shown through the
experiment results. TCANet, a two-stage model that uses
SlowFast [48] as the backbone network for training, exhibited
the best performance. Performance improvements can be
expected when using a better backbone network. We expect
that the proposed LSTA model trained with the SlowFast
backbone will achieve a better performance in future studies.

TABLE 3. Effectiveness evaluation of the proposed LSTA’s modules.

C. ABLATION EXPERIMENTS
In this section, we validate the performance of LSTA based on
the results of several ablation experiments using two datasets.

1) EFFECTIVENESS OF EACH MODULE
Table 3 shows the results of our experiments, indicating
how each module of the proposed model affects its overall
performance. As shown in Tab. 3, the best average mAP
performance of 37.1% was achieved on the ActivityNet-
1.3 when all proposed modules were used together. In addi-
tion, the performance was slightly improved when the CLM
was applied. Compared to when STA and LTA were utilized
separately, the performance was better when both modules
were used together. It can therefore be concluded that STA
and LTA can be flexibly combined to effectively learn long-
term temporal features.

2) EFFECTIVENESS OF THE NUMBER OF SHORT-TERM
WINDOW SIZES
Figure 4 shows the changes in performance as the short-
term window size varies using the ActivityNet-1.3 dataset.
The experiment results indicate that the model performs best
when the window size is 12, and the performance gradually
decreases as the window size deviates. Therefore, in this
study, we conducted experiments using a fixed window size
of 12. Because the length of the actions in a video sequence
may vary across datasets, different window sizes can affect
the performance depending on the characteristics of each
dataset.

3) INFORMATION VISUALIZATION
Proposed LSTA provides interpretability of action recog-
nition results by visualizing the frame-wise action class
probabilities for each video sequence. Figure 5(a) visualizes
the relative action probabilities over time for the THUMOS14
test set, only showing the top two classes with the highest
probabilities. As shown in Fig. 5(a), the video is correctly
classified as ‘High Jump’, which is the same as the ground
truth. The probability of ‘Long Jump’ is high for a short
period from 132 seconds to 136 seconds, which is interpreted
as the scene where a person is jumping before performing
‘High Jump’. However, the probability of ‘High Jump’ is
high overall in the remaining frames, so the video is correctly
judged as ‘High Jump’ in the end.

Additionally, LSTA produces fine-grained predictions of
action boundaries and shows accurate predictions for both
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FIGURE 5. Visualization results on the THUMOS14 test set. (a) Frame-by-frame single action prediction of a person in a video with moving cameras
and various scene transitions, (b) Frame-by-frame complex action prediction of multiple people in videos with moving cameras and various scene
transitions.

actions and action boundaries. Figure 5(b) is a complex
action video containing two actions. In the video sequence,
the probability of ‘Cricket Bowling’ is high for about
20.9 seconds, and then at 20.9 seconds, the video scene
changes and the probability of ‘Cricket Shot’ becomes high.
Then, at 23 seconds, where the scene changes again, the
probabilities of both classes are low, so it is predicted as
‘Background’. At 30.7 seconds, it is accurately predicted as
‘Cricket Shot’, which has the highest probability.

In summary, the proposed LSTA accurately predicts the
action over time in both examples, and also predicts the start
and end times of the action with a very small difference
of about 0.1 seconds to 0.4 seconds. This means that

the proposed LSTA model has improved performance by
properly learning temporal long- and short-term features.
Additionally, by visualizing the frame-wise action prediction
results in a way that is easy to understand, the proposed LSTA
improves the interpretability of action recognition.

V. DISCUSSION AND CONCLUSION
In this study, we proposed a novel LSTA algorithm consisting
of classification and regression heads to enhance the long-
and short-term temporal features of TAD. A classification
head that predicts the action labels through STA and
LTA blocks and a regression head that predicts the action
boundaries were applied. By learning long- and short-term

VOLUME 12, 2024 107391



D. Ahn et al.: Interpretable Information Visualization for Enhanced TAD in Videos

relationships in untrimmed videos through transformer-based
STA and LTA blocks, the LSTA algorithm showed excellent
performance in predicting actions and visualization for action
interpretation.

Through various experiments on the most representa-
tive datasets of TAD, the THUMOS14 and AcitvityNet-
1.3 datasets, the proposed model was able to achieve similar
performance on THUMOS14 and outperformed the previous
SoTA model on ActivityNet-1.3. In addition, ablation studies
confirmed that each proposed module has a positive impact
on overall performance. We believe that LSTA is a promising
approach to TAD because it can learn long-range temporal
dependencies and consider a variety of temporal cues.
In future research, our proposed model is expected to
contribute to future TAD research and can potentially be
applied in applications such as video retrieval. However,
handling video datasets remains a challenging issue, leading
many TAD models to rely on extracted features. To address
these limitations, future research will focus on developing
efficient video feature extractors and exploring methods to
enable end-to-end learning for performance enhancement.
Additionally, we plan to continue researching to enable real-
time action detection in video streams.
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