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ABSTRACT Driver Drowsiness Detection (D3) is a challenging task as it requires analysis based on various
behavioral and physiological signs such as health issues, mental stress, and exhaustion. Data analytics reveals
that driver drowsiness is the reason for one-fifth of all traffic accidents worldwide. Thus, safety devices are
valuable for alerting sleepy drivers regarding more danger that may occur. Constant real-time drowsiness
detection in complex conditions and denoting is still an open issue. However, facing these challenges,
this article proposed a technique called Driver Drowsiness Detection using Custom Deep Learning Model
(D3-CDLM). This approach contains four different modules: In the given procedure the investigation and
exploration include, 1) feature extraction and selection; 2) machine learning and ensemble methods; 3) deep
learning; and 4) the combination of the two, Hybrid. The first operation computes HOG, which stands for
Histogram of Oriented Gradient, which is rotation and illumination invariant and resistant to the information
in the local areas. Then Principal Component Analysis or PCA is used to obtain the best or top HOG
features that are used as inputs to machine learning and ensemble methods-based modules. For hard to learn
facial features, transfer learning is also carried out, and a new 30-layer CNNs structure is proposed called
CDLM. Finally, the hybrid module’s top features are investigated using the PCA control of the architecture
in coordination with the proposed CDLM for detecting drowsiness. Empirical analysis that encompasses all
districts were applied on Yawning Detection Dataset. The results reveal that the developed and designed deep
learning and hybrid modules acquire better accuracy than the proposed and utilized machine learning-based
module along with the compared existing approaches in the pertinent literature.

INDEX TERMS Unusual behavior, drowsiness detection, HOG features, PCA, deep CNN.

I. INTRODUCTION
Recognition from surveillance videos is trending and pro-
gressively domain emerged as an area of interest [1]. Such
activities have been identified with the use of computer

The associate editor coordinating the review of this manuscript and
approving it for publication was Joao Neves.

vision and deep learning techniques. Thus, it is required
to differentiate between normal, suspect, and pathological
motions of humans [2]. The video’s media content relies
on human action, which leads to human behavior analysis.
Human behavior and actions are understandable based on
different video features, which helps in categorizing activities
as normal or abnormal, called suspicious. These actions are
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unusual in one pattern, but they may be reflected normally in
another public place. For instance, running in the playground
is normal, but running in a bank or marketplace is abnormal
or suspicious [3]. The importance of recognizing human
activity has grown due to the numerous challenges that must
be overcome when recognizing action and human behavior.
Drowsiness in a driver is also considered an unusual human
activity [4]. Drowsiness or exhaustion on the road is one of
the leading causes of serious injuries, fatalities, and economic
losses. Driving performance suffers because of drowsiness.
Road accidents are induced by a lack of awareness caused
by the unintentional transition from awake to sleep [5].
Drowsiness of drivers is a physical condition caused by var-
ious factors such as health problems, mental stress, fatigue,
and others [6]. These factors exhibit several symptoms that
reflect the driver’s condition, such as facial expressions and
eye-opening or closing. According to international data on
accident causes, these are one of the leading causes of traffic
accidents, accounting for approximately 20% of all accidents.
National Highway Traffic Safety Administration reported
that sleepy driving causes around 100,000 traffic accidents
and over 1,500 deaths in the United States each year [7].
Moreover, according to theWorld Health Organization and an
American department named the National Highway Traffic
Safety Administration (NHTSA), 100,000 mishaps happen
in a year. Such mishaps lead to the loss of precious lives.
Moreover, the costs of car accidents in Europe are estimated
to be close to 160 billion Euros due to driver drowsiness. Lack
of sleep, a lengthy journey, restlessness, alcohol intake, and
mental stress can all contribute to driver sleepiness. Each of
these scenarios carries the risk of being disastrous. As a result,
the current transportation infrastructure is insufficient to han-
dle these road risks. Some tragic incidents can be avoided
by integrating autonomous fatigue detection technology into
autos. The tiredness detection system constantly monitors
the driver’s attention level, which informs the driver before
a severe threat to road safety occurs. Researchers have pro-
posed numerous approaches for detecting driver drowsiness
due to driver weariness’s dangers on the road, each with its
pros and cons. Drowsiness must be detected and treated as
early as possible [8]. Keeping in view of the above discus-
sion, this study proposes an automated system for detecting
drowsiness that employs machine-learning and deep-learning
modules individually as well as combined. In this regard,
four modules are introduced in the proposed method, each of
which is trained independently and used to make predictions.
In this study, there are two types of output categories such as
binary and ternary are used for predictions: (1) binary out-
put consists of two classes such as normal/not yawning and
yawning, and (2) ternary output consists of three classes such
as normal/not yawning, yawning, and talking. The following
are the main research contributions:

1. A robust pipeline named Driver Drowsiness Detection
using Custom Deep Learning Model (D3-CDLM) is
proposed to identify drowsiness from video frames.

2. HOG features are computed from video frames and
PCA is applied for dimensionality reduction. Then,
the PCA-based feature set is supplied to the classifier
to evaluate the outcomes in terms of accuracy, preci-
sion, recall, and F1_measure related to D3 under the
machine-learning module.

3. A novel 30-layer deep CNN architecture is also
designed for binary (yawning and normal/not yawning)
and ternary (yawning, not yawning, and talking) clas-
sification under a deep-learning module.

4. In a hybrid module, the use of HOG+PCA based
features set with the proposed 30-layer architecture
improves the overall accuracy when tested on a chal-
lenging Yawning Detection Dataset (YawDD) video
dataset.

The rest of the paper is organized as follows: Section II
examines the literature review on driver drowsiness detection.
Section III goes over the proposed methodology in depth.
Section IV discusses the dataset, experimental setup, and
performance evaluation measures. Section V contains the
empirical findings and discussion. Section 6 presents the
proposed research study’s conclusion and future work.

II. LITERATURE REVIEW
In recent years, several approaches for Human Activ-
ity Recognition (HAR) from video have been introduced.
Many researchers have developed fully automated HAR for
drowsiness detection using machine learning, ensemble, and
deep learning-based methods. According to [9], this section
divides existing literature into three categories based on
drowsiness level: behavioral, physiological, and vehicular
measures.

A. BEHAVIORAL MEASURES
Non-intrusive methods for detecting drowsiness rely on
behavioral measures. These methods use behavioral cues
such as head posture, eye closure ratio, blinking, yawning,
and facial expressions to determine how tired the driver is.
Current methods concentrate on the driver rather than the
vehicle to acquire such measurements. They keep an eye on
the driver’s eye, facial, head, and yawning patterns using
the camera [10]. Behavioral measures are provided by the
driver’s eye detection, eye blink rate, yawning, and facial
expression analysis. With a single camera-based system, few
issues are raised. For instance, computations are increased
due to dealing with multiple images simultaneously. Also,
it does not capture head movement and produces poor results.
To decrease the computations, Park et al. [11] proposed a
camera-based driver drowsiness system in which the shal-
low convolutional neural network (CNN) is used for the
driver’s face images obtained from two cameras to adaptively
select camera images more suitable for detecting eye posi-
tion. They employed a faster R-CNN for the driver images
that were chosen, and once the driver’s eyes are identified,
the eye positions of the camera image on the opposite side
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are mapped using a geometric transformation matrix. The
Columbia Gaze Data Set (CAVE-DB) open database and
the self-built Dongguk Dual Camera-based Driver Database
(DDCD-DB1), which included photos of 26 individuals taken
from inside a car, were used for the experiments. The out-
comes demonstrated that the suggested strategy performs
better under these settings. Also, D3 approaches have a sig-
nificant problem with darker-skinned drivers. In this regard,
Ngxande et al. [12] proposed an innovative visualization
technique that can assist in detecting groups of people where
discrimination may exist. They employed Principal Compo-
nent Analysis (PCA) to generate a grid of faces sorted by
similarity and combined this with a model accuracy overlay.
Three deep neural architectures such as ResNet50, VGG16,
and InceptionV3 are fine-tuned by [13] to learn facial high-
lights comprised of 68 RGB video contribution properties.
The VGG network has 16 layers, 13 of which are convolution
layers and the remaining three are fully connected. Because
the network is excessively deep, VGG has a model size of
533MB for VGG16.Whereas ResNet50 is 102MB in size and
has 50 weight layers. ResNet50 uses global average pooling
rather than fully connected layers, resulting in a smaller
model size but a deeper model than VGG16. As a result,
the ResNet50 model size has been reduced. The InceptionV3
network has 22 layers, 20 convolution layers, and 2 fully
connected layers. Inception V3 weighs 96 MB, significantly
less than the other two networks. The SoftMax classifier
in these networks classifies the driver’s sleepiness based on
facial movements such as eye squinting, yawning, and head
swaying. According to the findings of the experiments, Incep-
tionV3 outperforms and reaches 78% accuracy. A method
named two-stream network models with multi-facial features
is presented by [14] for driver fatigue detection. This method
comprises four sections. (1) Locating mouth and eye using
Multi-Task Cascaded CNNs (MTCNNs) to perform multiple
convolutional neural organization tasks. (2) Removing static
structures from the fragmented facial picture. (3) Removing
dynamic highlights from the inadequate facial optical stream.
(4) Bonding both static and dynamic highlights with the assis-
tance of two-stream neural organization for grouping reasons.
Whereas partial face images used as network inputs can
concentrate on information linked to weariness, two-stream
networks can integrate static and dynamic image informa-
tion, leading to improved performance. Additionally, they
used gamma correction to improve image contrast, which
improves the effectiveness of this technique. Another tech-
nique towards robust drowsiness detection proposed by [15]
consists of two steps: the joint face detection and align-
ment step, followed by the drowsiness detection model step.
They also employed the fastest, and most accurate face
detectors named MTCNN for the face identification and
alignment task. They compress the baseline model into a
lightweight model deployable on an embedded board. Fur-
thermore, a reduced network structure was built based on
facial landmark input to determine whether the driver is
drowsy or not. To effectively assess drowsiness levels, devel-

oping a detection system mostly depends on identifying and
interpreting important facial cues. The face serves as a rich
source of information, displaying a variety of cues like yawn-
ing, head movements, eye flashing, and a wide range of facial
traits. However, there is a big issue in accurately and safely
computing these requirements. The complexity arises from
the need to measure multiple dynamic facial expressions and
features consistently and precisely. Deep learning research
is currently boosting D3 systems, notably in the context of
exploiting facial features. For instance, Ngxande et al. [16]
discussed different machine learning techniques such as sup-
port vector machines, CNN, and Hidden Markov models that
are applied to detect the drowsiness level. These techniques
are used to train models for drowsiness prediction by using
facial features and labeled outputs.

B. PHYSIOLOGICAL MEASURES
Electroencephalograms (EEG), electrocardiograms (ECG),
photoplethysmography (PPG), Source Ground Return Pro-
tection (SGR), pulse, and other electronic devices are
attached to the human body to acquire physiological mea-
surements [8]. Such measurements involve the application
of physiological approximations to determine the level of
fatigue in drivers. The precise ratio of physiological indi-
cators to driver fatigue is taken into consideration when
analyzing them. One of the most reliable methods for deter-
mining weariness is electroencephalography (EEG). For
instance, using a CNN architecture, the authors proposed a
new DD system based on EEG signals. In this study, they
utilized Emotiv EPOC+ headset as a signal collection tool.
Additionally, tiredness has been identified in our EEG data by
the examination of alpha and theta waves from the temporal
and occipital regions [5]. Despite EEG, the electrooculogram
(EOG) based CNNs employed as an unsupervised learning
approach for driver drowsiness detection [17]. To avoid uti-
lizing manual features, a CNN with a linear regression layer
is used for EOG signals. Also, a post-processing step named
Linear Dynamic Systems (LDS) is implemented to cap-
ture the physiological status shifting. Finally, the correlation
coefficients between the final outputs and the individuals’
local error rates are used to assess how well the suggested
model performs. Normally, visual information is required to
classify drowsy driving and also make decisions based on
the wavelet shift of Heart Rate Variability (HRV) signals
over short time intervals [18]. Authors categorized driving
events into alert and sleepy categories using the wavelet
transform of HRV signals across brief time intervals. The
performance of this approach in classification is compared
with the traditional method, which employs characteristics
based on the Fast Fourier Transform (FFT). According to the
collected results, the averaged leave-one-out (LOO) classifi-
cation accuracy utilizing the wavelet-based feature is 95%,
whereas the FFT-based accuracy is 68.8%. Frike et al. [19]
proposed a reliable method of estimating driver drowsiness
which begins with the physiological signals and video sig-
nals. Specifically, the aim of this research was to propose a
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system for the automatic detection of drowsiness by using the
driver’s video and EEG signals wavelets, which exhibit brain
signals. Moreover, this technique is handled, based on the
comprehensive understanding of physicians who controlled
the driver drowsiness that mainly tend to utilize ocular and
cerebral data for detection. The first stage’s key responsi-
bility was to control the biosensor linked to a driver and
examine its output to exhibit which features are linked to
drowsiness. In the second stage, they created a sleepiness
detection algorithm and a mobile app to alert drowsy drivers.
Warwick et al. [20] developed a strategy that involved using
a biosensor to collect physiological data from the driver and
then analyzing the findings to discover the main elements
driving drowsiness. To warn sleepy drivers, they created a
mobile app and established an algorithm for sleepiness detec-
tion in the second step. In [21], the authors considered three
groups ofmeasures such as heart rate, brain activity, and alert-
ness monitoring, and proved the relationship to (mental) work
conditions in a simulator environment. EEG and EOG are
examples of physiological signals that are useful non-invasive
instruments to determine an individual’s drowsiness [22].
EEG signals are non-fixed and have distinct characteristics,
in which simple strategies effectively detect drowsiness lev-
els. Also, prior techniques cannot achieve results without
taking fundamental estimates hidden from the new signals.
To solve these shortcomings, Chen et al. [22] proposed a
technique for detecting drowsiness using physiological cues,
which has four advantages: (1) decomposing EEG signals
into wavelet sub-bands to extract more obvious information
beyond raw signals; (2) extraction and fusion of nonlinear
features from EEG sub-bands; (3) fusion of information from
EEGs and eyelid movements; and (4) use of an efficient
extremely learning machine for status classification. The
outcomes of the proposed method not only achieve a high
detection accuracy but also a very rapid computing speed.
In [23] authors provided deep learning-based solutions for
the prediction of drowsy or alert states of drivers using
EEG information. In this technique, they discussed the new
channel-wise convolutional neural network (CCNN) and its
variant, CCNN-R, which substitutes the restricted Boltzmann
machine for the convolutional filter. In addition, they exam-
ined bagging classifiers that utilize DL hidden units as a
substitute for traditional DL solutions.

C. VEHICLE-BASED MEASURES
Vehicle-based measures such as Steering Wheel Movement
(SWM), acceleration pedal, break patterns, and lane position
are used in vehicle-based assessments [2], [24]. In vehicle-
based techniques, sensors are placed on various parts (e.g.,
acceleration pedal and steering wheel) of the vehicle to detect
driver drowsiness. In [25] authors utilized vehicle data based
on deep neural networks for multi-level categorization of
driver sleepiness. There are three different degrees of tired-
ness taken into consideration: alert, somewhat drowsy, and
excessively drowsy. Five vehicle-based signals are investi-
gated as input signals: steering wheel angle, steering wheel

angular velocity, lateral deviation, yaw rate, and lateral accel-
eration. To automatically extract features from these input
data, convolutional layers are used. These layers used the
geometry of the input signals to identify important patterns.
More complex features may be extracted by deeper convolu-
tion layers than by shallower levels.

For the classification of driver drowsiness, three distinct
deep network structures are suggested in this study. The out-
put of a convolutional network (CNN) is regarded as the final
feature in the first network and is fed into a SoftMax classifier.
As an additional hidden layer, a CNN has been merged with
a Gated Recurrent Unit (GRU) layer in the second structure.
The same strategy is used in the third network, which includes
a Long-Short Term Memory (LSTM) layer on top of the
CNN. GRU and LSTM are two forms of Recurrent Neural
Networks (RNN) that interpret the extracted CNN character-
istics to understand their temporal dynamics. Yang et al. [26]
presented a vehicle-based D3 approach in which they
recorded and analyzed the driver responses (left-lane drift-
ing). This study used vehicles to detect driver drowsiness
through the vehicle’s active probe action. Six indicators of
drowsiness are extracted from drivers’ responses and then
used to detect driver drowsiness using three recognitionmeth-
ods, namely, support vector machine, Gaussian kernel density
estimation, and back-propagation neural networks, in com-
parison to traditional monitoring features such as steering-
wheel movement. Experiment results show that the suggested
active probe strategy beats standard monitor approaches
for detecting driver tiredness. In [27] authors investigated
a machine learning-based driver sleepiness monitoring and
early warning system using car telemetry data. Through the
real-time monitoring of driving patterns, the suggested sys-
tem can guarantee safe driving. Since it doesn’t require costly
sensors, the proposedmethodology turns out to bemuchmore
affordable than biometric and camera-based methods. In this
work, the identification of a driver’s drowsiness is formu-
lated as a binary classification problem. As discussed above,
behavioral, physiological, and vehicle-based measures effec-
tively characterize the information for the detection of driver
drowsiness. These measures passively monitor driver states,
but they still are vulnerable to the uncertainties of different
driving environments and individual differences. By consid-
ering behavioral measures, this manuscript proposes a robust
D3 classification method using a blend of machine and deep
learning approaches individually and jointly.

The main objective is to purposefully exploit driver behav-
ioral characteristics (as described in section II-A) instead of
physiological and vehicle-based measures to identify drowsy
driving. Table 1 provides a comparison between existing
methods that have been utilized by the researchers for driver
drowsiness detection/classification.

III. PROPOSED METHODOLOGY FOR DRIVER
DROWSINESS DETECTION
This section discusses the proposed method D3-CDLM for
drowsiness detection, as shown in Figure 1. In this study, the
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TABLE 1. Summary of the existing methods in terms of applied models, features, datasets, classes, and results.

proposed work consists of four modules: machine learning
and ensemble methods-based, deep learning-based, and a
hybrid including feature extraction and selection. The pro-
posed method uses the benchmark dataset to classify the
presence of drowsiness. Initially, frames with unusual behav-
ior are extracted from videos and then resized according to
model input such as input with dimension 64 × 64×3 for a
deep-learning module. In subsequent sections, feature extrac-
tion and dimensionality reduction are carried out using HOG
descriptor and PCA, respectively. The details regarding fea-
ture extraction and selection, andmachine-learning/ensemble
methods are provided in subsequent sections.

A. FEATURE EXTRACTION AND SELECTION MODULE
Histograms of an image represent a visualization of the pre-
dominant intensities of an image and are widely used as
handcrafted shape-based feature descriptors [32], [33]. The
image shows the frequency of pixels’ intensity values [34]
Considering the localized area of an image, horizontal and
vertical gradients are calculated. The feature vector is made
up of orientation displays gradient angles of 9 bins in the
range [0,180], and then many image pixels that belong to
each cell are selected. In the proposed module, there are
8 × 8 pixels per cell; hence cells per block (2 × 2) are set
for contrast normalization across the blocks. Finally, the nor-
malization parameters are set to true to make the descriptor
independent of illumination invariance and achieve reason-
able accuracy [35].
In this work, to compute the histogram features, the magni-

tude and orientation of gradients of each pixel are calculated

using equations (1)-(2). Computed features can well describe
local area information using gradient and orientation density
distribution of the edge [36].

G =

√
g2x + g2y (1)

θ = arctan
gx
gy

(2)

where G and θ represent gradient magnitude and orientation
of gradients or angles, respectively, however, gxand gy rep-
resent an axis to localize a specific pixel. For best feature
extraction, PCA brings out strong patterns of input images.
PCA is a statistical technique for identifying essential factors
that explain variation in observations in a high-dimensional
vector space. HOG feature extraction and selection is shown
in Figure 2.

A few samples with HOG features representation are
shown in Figure 3. PCA is a well-known linear feature extrac-
tor based on a few mathematical concepts such as Eigen
Vectors and Eigen Values, Variance, and Covariance. It is
widely applied as a common linear dimensionality reduc-
tion technique (PCA). PCA is an unsupervised technique for
mapping or embedding data points from a high-dimensional
space to a low-dimensional spacewhile preserving significant
linear structures. So, this is a feature extraction technique
meant to reduce the dimensions of our input data. The data
must be pre-processed to improve the efficiency and accuracy
of data mining tasks on high-dimensional space, using an effi-
cient dimensionality reduction method [32]. In this module,
local features of the input image/video frame are obtained
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FIGURE 1. Overview of the proposed methodology consists of four modules (1) Feature Extraction and Selection Module,
(2) Machine Learning and Ensemble Methods-based Module, (3) Deep Learning-based Module, and (4) Hybrid Module for
Driver Drowsiness Detection.

FIGURE 2. HOG feature extraction and dimensionality reduction using PCA.

using the HOG descriptor. Later, features are extracted by
applying the PCA algorithm. The selected features subset
is supplied to machine-learning and ensemble methods, and
a hybrid module for drowsiness detection for both binary
(normal/not yawning and yawning) and ternary (normal/not
yawning, yawning, and talking) classification.

B. MACHINE LEARNING AND ENSEMBLE
METHODS-BASED MODULE (MLEM-M)
This section discusses applied machine learning and ensem-
ble methods such as support vector machine (SVM), decision

tree (DT), linear regression (LRG), random forest (RF), and
Extreme Gradient boosting (XG_B) which are widely used
for classification tasks. Figure 4 covers these methods in the
pipeline of the proposedMLEMmodule for the classification
of driver drowsiness. The details related to these methods are
provided in subsequent sections.

1) SUPPORT VECTOR MACHINE (SVM)
SVM is one of the extensively used supervised learning mod-
els/classifiers in machine learning. It can assign new data
points to different categories when given a series of training
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FIGURE 3. Results after applying the HOG descriptor on sample frames of YawDD video dataset.

FIGURE 4. A general pipeline of the proposed MLEM module for D3.

samples [37]. This classifier is also a training algorithm
designed to optimize linear and nonlinear separable problems
by defining the maximum margin between data points [38].
The main advantages of this classifier is that it addresses
the issue of over-fitting during training, and improves the
generalization ability of learning [39]. The SVM classifier
takes a long time to train on large datasets but produces very
accurate classification results when modeling complex non-
linear decision boundaries. Therefore, the proposed MLEM
module utilizes SVM for the classification of driver drowsi-
ness. The SVM formulates a set of hyperplanes in an infinite
dimension based on labeled training data. The hyperplane
with larger distance adjacent training points naturally causes
good separation [12]. The hyperplane point divisionH can be

calculated using the following equation.

H = wT (x) + b (3)

where b and x are represent the intercept base term and feature
vector, respectively and w is the direction of the vector.

2) DECISION TREE
The decision tree is shaped like a tree and is made up of a
series of choices that have the potential to produce rules for
classifying the dataset. Every distinct leaf node is devoted to
a record that, following the splitting criterion, continuously
advances toward a child node from the root. With the input
records, the splitting criteria assess a branching condition on
the present node [40]. Decision trees are simple to analyze
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and understand, providing valuable insights and allowing for
the insertion of additional scenarios. They may calculate the
best, average, and worst values for various circumstances
and explain the results using Boolean logic as a white-box
model. Additionally, decision trees can be integrated with
other decision-making strategies. Therefore, in this study, the
proposed MLEM module exploits the decision tree for the
classification of driver drowsiness. The image understanding
system is trained using a decision tree approach to perform
supervised machine learning. The many attributes of the
decision tree are formed by the image’s various low-level
characteristic features (for example, color, shape, texture, and
so on) [31]. How these attributes are identified for the root
node at each level is a major concern in decision trees. In this
regard, uncertainty/impurity in a node is calculated using
the entropy measure, which is associated with data. Entropy
controls how a decision tree decides to split the data. It affects
how a decision tree draws its boundaries. Entropy values
range from 0 to 1, the less the value of entropy is trustworthy.
These splits and boundaries are helpful in classification.

E = −

∑n

i=1
pi log (pi) (4)

where E represents entropy and pi is the probability of an
arbitrary tuple i associated with a particular class.

3) LINEAR REGRESSION
Linear regression analysis is a statistical technique that
predicts the value of one variable based on another. The
dependent variable is the one you wish to predict. The
independent variable predicts the value of the other vari-
able. A linear regression model is employed to evaluate this
association and extract textural elements that distinguish the
samples [41]. Linear regression is easy to use and understand,
providing straightforward insights into feature influences.
It is computationally efficient, making it ideal for large
datasets and rapid forecasting. It also serves as a useful base-
line for comparing performance to more complicated models.
Equation 5 illustrates the linear regression model.

P̂i = l0 + l1xi (5)

where P̂i is the predicted value for i observation, and xi is
used to represent the value of x for i observation. Moreover,
l0 and l1 represent the intercept of the line and slope of the
regression line, respectively.

4) RANDOM FOREST
Breiman [42] created the ensemble learning technique known
as random forest to address issues with regression and classi-
fication. Ensemble learning improves accuracy by combining
different models to tackle a problem. Ensemble classifiers
produce more accurate results than single classifiers. Using
numerous classifiers reduces variation, particularly for unsta-
ble classifiers, and can lead to more dependable findings [43].
Random forest [10] is a classification ensemble-building
method that uses decision trees that grow in randomly

selected data subspaces. Random forest gives preference to
hyper-parameters. According to experimental results, random
forest classifiers can correctly classify the data in domains
with multiple classes. Random forests have recently attracted
image classification [31] and bioinformatics tasks.

5) XG BOOST
High-performance boosting is achieved with XGBoost,
which reduces the loss function and is tuned through several
configurations. It is a gradient-boosting technique that repeat-
edly adds models to a community by going through loops.
The fundamental idea underlying boosting is to concentrate
on difficult or unpredictable cases that the model is unable
to accurately forecast. To make such measures look probable
in a sample, the distribution of observations is skewed to
emphasize these cases more. As a result, the subsequent
weak student will concentrate more on accurately estimating
difficult cases [44]. XGBoost, a potent predictor, is created by
integrating all the straightforward prediction principles into a
single general model [45]. Therefore, in this study, the pro-
posed MLEM module exploits the XG boost for the classifi-
cation of driver drowsiness. XG Boost is also popular among
data scientists’ scalable machine-learning approach for tree
boost that prevents overfitting. It is a machine-learning tech-
nique widely used for classification and regression tasks. For
classification and regression, XG Boost employs a K-tree
ensemble. It is self-sufficient and has demonstrated success
in various machine-learning challenges [46]. XG boost is a
better option because it gives importance to functional space.

6) DEEP LEARNING-BASED MODULE (DLM)
Deep Learning (DL) is a subset of machine learning and
is widely used in different domains such as digital image
processing [39], [47], video recognition tasks [48], [49], and
Natural Language Processing (NLP) tasks [50]. To efficiently
comprehend data, the DL models incorporate several inter-
pretation levels. Unlikemachine learning, these deep learning
models combine feature extraction and classification into
a single module. These models achieve optimal results by
incorporating complex methods based on massive data [51].
This study proposed a novel deep learning-based CNN archi-
tecture named CDLM for detecting driver drowsiness. This
architecture divides the data into three categories: yawning,
not yawning, and talking while driving. Visual information
is used to extract features from input video frames which
effectively detect drowsiness in unseen video frames. Further
details related to CNN and the proposed architecture are
described in the subsequent sections.

7) CONVOLUTIONAL NEURAL NETWORK (CNN)
CNN is still an authoritative model confined to several net-
work layers in the DL domain. Each layer acquires unique
information from input and passes it to the following lay-
ers [52]. The first layer of CNN architecture is an input layer
that takes an image from an external source. The successive

VOLUME 12, 2024 126873



M. Ramzan et al.: Novel Hybrid Approach for Driver Drowsiness Detection

TABLE 2. Proposed CNN architecture with 30 layers named CDLM.

layers include convolutional layers, pooling layers, activation
layers, flattened and dense layers, etc. The main advantage
of DL over ML models is self-organization and self-leaning.
A detailed description of the CNN model is given below:

Image input layer: CNN architecture is incomplete without
the image input layer. This layer receives a two-dimensional
frame from an external source as input. The image’s input
size, on the other hand, must be set in the layer’s parameters.
The input layer’s equation can be written as:

x = Input (V ,D) (6)

where x denotes the sequential model which takes input with
dimension V = m×n size and D represents a depth of input
image. Here, Input is a function that accepts the shape of
input, passing to the first network layer.

Convolutional Layer: The convolutional layer performed
convolutions on the input image. A general mathematical
description of convolutional layers is given below:

output = conv(V , k, Sd ,R) (7)

where V is an input with dimensionV = m×n, k is kernel
window size, Sd is the stride size, and R represents Rectified
Linear Unit (ReLU). The ReLU is an activation function
used to break up the model linearity. The following equation
shows the convolutional process on the input. In this regard,
a specified size kernel k is convolved with the input image to
extract the feature map using the following formula.

G[m, n] = (V × k) [m, n] =

∑
i

∑
j
k [i, j]V (m− i, n− j)

(8)

In the above equation, V and k are image size and kernel,
respectively. Moreover, m and n have represented the rows
and columns of the input image, respectively.

Batch Normalization Layer: By increasing the learning
rate, this layer is likely to improve the model’s performance.
It also normalizes prior layer activations for individual
batches. It also kept the mean activation close to 0 and the
standard deviation close to 1. It takes the activation from the
feature map calculated with equation (8) and normalizes it
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FIGURE 5. Proposed 30-layer CNN architecture named DLM/CDLM for D3.

with the following equation:

FC+1 = N
(
Fc, ax, M̄

)
(9)

where N () denotes the normalization function and ax and M̄
represent the axis (dimension) and momentum (parameter),
respectively. The summary of the proposed 30-layer CNN
architecture is shown in Table 2.

Max Pooling Layer: The normalized feature map com-
puted using equation (9) is passed to the max-pooling layer
for pooling operation. This layer reduces the size of the input
image compared to the initial image size. The equation for
the pooling operation is given below:

FC+1 = maxPool (FC+1,Ps) (10)

where Ps denotes the pool size.
Fully Connected (FC) Layer: The FC layer contains infor-

mation about all layers and connects the previous layer’s
neuron with successive layers. These layers also acknowl-
edged class labels and class predictions. The equation for FC
is given below where Xi is the output of the FC layer.

X_i = F_connect(conv(V , k, S_d,R),

N (F_c, ax,M−),maxPool(F_(C + 1),P_s) (11)

8) PROPOSED CNN ARCHITECTURE
The traditional CNN model comprises two primary parts.
The first part consists of multiple operations such as convo-
lutional, pooling, normalization, ReLU, etc. FC takes input

from all previous layers, and then a weights matrix is used to
apply a linear transformation to the input vector and predicts
the output class in the next part.

Keeping in view the CNN parts, a 30-layer CNN architec-
ture CDLM is proposed in this work, where all network layers
are represented with L0,L2,L3, . . . ..,L29 for D3. Overall,
the proposed architecture is divided into five chunks. The
first three chunks contain 12 layers {L1,L2,L3, . . . ..,L12}
excluding first input layer. The fourth chunk contains 5 layers
{L13,L14, . . . ..,L17} and the fifth chunk contains 11 layers
{L18,L23,L24, . . . ..,L28} excluding last output layer. Table 2
and Figure 5 show the tabular form and graphical represen-
tation of the proposed DLM, respectively. In the first three
chunks, the repeating layers are about the same as L1. After
the input layer is convolutional layer, which performs convo-
lution operations on the input image, L2 is a ReLU activation
function that breaks the network linearity, L3 is batch normal-
ization layer, L4 is again convolutional layer, L5 is a ReLU
activation function, L6 is batch normalization layer, L7is
max pooling layer and L8 the dropout layer is used to drop
some instances tentatively from the architecture. Moreover,
dropout also prevents the model from overfitting. An addi-
tional flattened and dense layer is used in the fourth and
fifth chunks. The flattened layer converts two-dimensional
features into a one-dimensional array for class prediction.
Hence, the dense layer receives input from all neurons in
the entire model. According to Figure 5, chunk 1 of the
proposed DLMfinds basic patterns including textures, edges,
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and corners along with other low-level features associated
with the input image. Chunk 2 extends the initial features
observed in Chunk 1 by inserting a new convolutional layer
that learns more complicated patterns and edge combina-
tions. This chunk also incorporates max pooling, which
minimizes the spatial dimensions of the feature maps, allow-
ing us to focus on the most essential characteristics while
lowering computational strain. Dropout prevents overfitting
by randomly discarding units during training, while batch
normalization ensures consistent and efficient learning. The
next chunk, 3, requires learning of intermediate features that
aremore critical than those offered by the preceding chunk(s).
After this, chunk 4, initiates the learning of high-level features
and capture of abstract representations. This convolutional
layer further modifies the patterns while further reducing
spatial dimensions, again rely on the most complex feature
patterns. Dropout is carried out again to further boost the gen-
eralization. Moreover, batch normalization is applied again to
handle the stability of training. This chunk further enhances
the depth and level of abstraction for feature extraction. The
last chunk, 5, includes a transition from convolutional fea-
ture extraction to fully connected layers that make the final
output. The flattened layer converts 2D feature maps into
1D vectors, making them suitable for dense layers. Multi-
ple thick layers, interleaved with activation functions, batch
normalization, and dropout, refine and combine high-level
features to form complex decision boundaries. This chunk
ends with the output layer, which returns the final categoriza-
tion results. Batch normalization and dropout remain crucial
for ensuring consistent learning andminimizing overfitting in
fully linked networks. The training settings include learning
rate 0.001, bath size 32, optimizer Adam, and loss function.
The proposedCDLM is trained using binary_crossentropy for
binary classification and categorical_crossentropy for ternary
classification.

C. HYBRID MODULE (HM)
This section discusses the hybrid module which consists of
two parts: MLEM (PCA-controlled selected features set)
and proposed deep CNN architecture. In the machine learn-
ing part, HOG and PCA approaches are used as feature
extractors/descriptors. However, in the deep CNN part, the
proposed 30 layers of CNN architecture are used for ternary
and binary classification in a hybrid module. The details
related to DLM are given in subsection III named proposed
CNN architecture. Figure 6 shows the workflow of the hybrid
module for D3. From the video dataset, frames are extracted
with five frames per second (FPS). PCA-controlled HOG
features (see subsection of III namedMLEM-M) and 30-layer
CNN architecture are jointly investigated for binary (normal
and yawning) and ternary (normal, yawning, and talking)
classification.

IV. EXPERIMENTAL SETUP AND RESULTS
Detailed experiments are conducted on a dataset to vali-
date the performance of proposed machine learning, deep

learning, and hybrid approaches. Below is the discussion
about the dataset and performance evaluation measures.

A. DATASET DESCRIPTION
The YawDDvideo dataset was used for training and testing in
this study. The YawDD dataset contains two video sets of the
driver with multiple facial features [53]. These features are
used to test yawning detection and face detection algorithms
and systems. These videos were shot in a variety of lighting
conditions in natural settings. The camera is mounted on the
car’s front mirror in the first set of videos. Every person
in this video has three to four different mouth actions like
usual, talking, yawning, etc. Statistics related to this dataset
and sample per class are discussed in Table 3. This dataset
contains 322 videos consisting of males and females using
glasses and not using glasses from different angles. In the
second set of videos, the camera is mounted on the car’s
dashboard. Everyone is videoed once with the same actions
of normal/not yawning, talking, and yawning. There is a total
of 29 male and female videos with or not using glasses from
different backgrounds. The video format is 640× 480.24-bit
RGB having 30 frames per second, and its type is AVIwithout
audio. This dataset has a total size of 5.1 GB with the help
of the ACM multimedia system conference dataset archive,
which can be accessed. Figure 7 depicts an example image
from the applied dataset.

B. PERFORMANCE EVALUATION MEASURES AND
IMPLEMENTATION SETTINGS
In this work, four commonly used evaluation metrics such as
accuracy, precision, recall, and F1-measure or F1-score are
used to evaluate the performance of the proposed method.
A detailed description related to performance measures and
their equations is given below. For the assessment of the
proposed method, widely used training/testing combinations
are taken such as 70% for training and 30% for testing.
All the approaches such as MLEM-M, DLM, and HM are
implemented using Python 3.7 and performed on a Desktop
system core i5-4200 M with 16 GB RAM and GeForce
GTX 1080 CPU.

Accuracy: Accuracy is a common evaluation standard for
machine learning and deep learning algorithms. As shown in
the following equation, accuracy is defined as the number of
correctly identified outputs.

Accuracy =
Correctlypredictedclass

Totaltestingclass
(12)

The following can also be calculated using the following
equation.

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(13)

where TP, TN, FP, and FN represent true positive, true nega-
tive, false positive, and false negative rates.

Precision:Precision is a criterion for correctly separating
real negative participants. To compute the precision, the
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FIGURE 6. Flow diagram of proposed hybrid module.

FIGURE 7. Sample images selected from YawDD video dataset.

following equation is used.

Precision =
TN

TN+FP
(14)

Recall: The recall is a touchstone of the true positive partic-
ipants classified correctly and calculated using the equation.

Recall = TP/(TP+ FN ) (15)

F1-measure: Equations 14 and 15 are used to calculate the
harmonic mean of precision and recall, respectively. The
following equation is used to calculate the F1 measure.

F1_measure =
2∗Precision∗Recall
Precision+ Recall

(16)

C. RESULTS AND ANALYSIS
This section presents the experimental results obtained after
a detailed experiment and empirical analysis of the proposed

methodology for D3. The evaluation of each approach is
discussed separately in subsequent sections.

1) PERFORMANCE OF MLEM MODULE FOR D3
In this section, different machine learning and ensem-
ble methods are assessed for drowsiness detection. The
selected features subset is supplied to these methods and
outcomes are noted on YawDD video dataset, as shown in
Table 3. The ensemble-based model XG Boost with HOG
and PCA has attained 97.1% accuracy and outperformed
other machine learning and ensemble-based approaches
on YawDD video dataset. However, SVM, LRG, and DT
attained 85.1%, 85.0%, and 94.3% accuracy, respectively.
Among the ensemble-based approaches, RF acquires 94.8%
accuracy and outperforms in terms of precision, recall, and
F1-measure as well. The XG Boost model also achieves
higher results as compared to applied machine learning
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TABLE 3. Description of YAWDD video dataset.

and ensemble-based approaches. In this regard, the best
results in terms of accuracy, precision, recall, and F1-measure
for ternary and binary classification using ML module
(HOG+PCA+classifier) are shown in bold in Table 3.
According to Table 3, it is observed that HOG+PCA+XG_B
produced better results in terms of overall accuracy as well as
best class-wise true positives as 6310 with 98.4% accuracy,
5888with 98.3% accuracy, and 4051with 98.0% accuracy for
normal, talking, and yawning classes, respectively. Similarly,
the best results are attained for binary classification using
the same settings (HOG+PCA+XG_B). For instance, better
results in terms of overall accuracy as well as best class-wise
true positives are obtained as 6360 with 98.4% accuracy, and
4180 with 98.4% accuracy for normal, and yawning classes,
respectively. Detailed results in terms of accuracy, precision,
recall, and F1-measure for both ternary and binary classifica-
tion using ML module are presented in Table 3. These results
confirm that PCA-controlled HOG features show improve-
ment with different ML and ensemble methods, specifically
better results with HOG+PCA+XG_B. Both HOG and PCA
with applied classification methods support the better pre-
diction of drowsiness from driver face images because the
application of PCA-controlled features helps in reducing
noise and computational efficiency. Moreover, HOG features
capture essential patterns and robustness to variations such
as pose and illuminations. The combination of PCA, HOG
features and XGBoost takes advantage of the capabilities of
each method: PCA reduces noise and dimensionality, HOG
extracts significant patterns, and XGBoost robustly classifies
the data. The combination of these components improves
performance in D3, making it an effective method in machine
learning pipelines.

2) PERFORMANCE OF DL MODULE FOR D3
This section discusses the evaluation results using proposed
30-layer CNN architecture to YawDD video dataset for
binary and ternary classification. For comparison, Table 4
presents the results of ternary and binary classification where
the proposed architecture is evaluated under a different
number of epochs. This architecture achieves 99.7% accu-

racy for binary classification whereas 99.4% accuracy for
ternary classification on YawDD dataset. With four different
epochs, results in terms of accuracy, precision, recall, and F1-
measure are presented in Table 4. According to Table 4, the
proposed architecture has achieved 99.4% overall accuracy
with 60 epochs for ternary classification. Furthermore, class-
wise true positives are noted as 6395 with 99.6% accuracy,
5948 with 99.5% accuracy, and 4241 with 99.0% accuracy
for normal, talking, and yawning classes, respectively. Sim-
ilarly, the best results for binary classification are achieved
using CDLM under 60 epochs. In this regard, better results
are presented in terms of overall accuracy as well as best
class-wise true positives as 6408 with 99.8% accuracy, and
4265 with 99.6% accuracy for normal, and yawning classes,
respectively. Detailed results in terms of accuracy, precision,
recall, and F1-measure for both ternary and binary classifica-
tion using DL modules with different epochs are described in
Table 4. Through results, it is also noted that poor precision
is the reason for a low F1 score because poor precision
and recall are indicators of a low F1 score. The machine
learningmodel produces incorrect annotations andmisses out
on finding appropriate annotations.

3) PERFORMANCE OF HYBRID MODULE FOR D3
In a hybrid approach, a HOG feature extractor is applied with
PCA and proposed 30 layers of CNN architecture for classi-
fication. Table 5 presents the results of the hybrid approach
for ternary classification and binary classification. According
to the results, the hybrid approach achieves 99.0% accuracy
with only 10 epochs. However, with 60 epochs, the model
attains 99.6% accuracy and outperforms the 30-layer CNN
model without HOG feature extraction and PCA. Moreover,
the hybrid model attains better results in terms of precision,
recall, and F1-measure, as shown in Table 5.

Similarly, with four different epochs, results in terms of
accuracy, precision, recall, and F1-measure for ternary clas-
sification using a hybrid module are presented in Table 5.
The ternary and binary classification results related to all
modules on test sample frames of YawDD videos are shown
in Figure 8. In ternary classification using a hybrid approach,
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TABLE 4. Results of ML and ensemble-based module for ternary and binary classification.

TABLE 5. Results of proposed 30-layer CNN architecture for ternary and binary classification.

FIGURE 8. The comparison between the proposed MLEM module, DLM, and HM in terms of accuracy, best results for both ternary and binary
classification.

class-wise true positives are observed as 6405 with 99.7%
accuracy, 5955 with 99.6% accuracy, and 4251 with 99.2%
accuracy for normal, talking, and yawning classes, respec-
tively. Furthermore, experiments are conducted for binary
classification where the proposed hybrid module achieved
superior results in less than 60 epochs. Class-wise true
positives are attained as 6408 with 98.8% accuracy, and
4265 with 97.7% accuracy for normal, and yawning classes,
respectively. Detailed results in terms of accuracy, precision,

recall, and F1-measure for both ternary and binary classi-
fication using DL modules with different epochs are given
in Table 5. Figure 8 presents the comparison chart between
machine learning and ensemble-based, deep learning-based,
and hybrid approaches for binary and ternary classification.
According to Figure 8, XG Boost obtained better accu-
racy because it is highly effective in handling complex
and high-dimensional data than other machine learning and
ensemble methods. XG Boost can also capture intricate
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FIGURE 9. The comparison between the proposed MLEM module, DLM, and HM in terms of accuracy with existing methods.

patterns in the data as well. However, this combination pro-
duced lesser results as compared to the other proposed two
modules DLM and HM.

D. COMPARISON WITH STATE-OF-THE-ART AND
DISCUSSIONS
This section covers the discussions on results and com-
parisons with existing methodologies in which YawDD
dataset is used for D3. To evaluate the performance
of all proposed schemes (machine-learning based, deep-
learning based, and hybrid), a comparison is conducted
on relevant and recent methods such as CNN [28], [54],
[55], [56], 6TDBN-HMM [29], EOG-EEG-PERCLOS [57],
Yolov3 [6], ECG-EEG [58], Ensemble [59], DBN [60],
ResNet+ResNet34+VGG16 [61], and Deep CNN archi-
tecture [30] presented by researchers for D3 on YawDD
dataset. Despite the excellent performance of the proposed
D3-CDLM, attained by 30-layer CNN architecture, it is not
without limitations as we have well-organized and mas-
sive data for training purposes. Furthermore, the number
of epochs also triggered performance measures. According
to Tables 4 and 5, the hybrid approach, which combines
the proposed 30 layers of CNN architecture with HOG and
PCA, obtained 98.8% accuracy. However, without HOG
and PCA, deep learning architecture attains 99.7% accu-

racy, whereas 98.4% accuracy is achieved by using machine
learning and ensemble methods module with the combi-
nation of HOG+PCA+XG_B. Overall, the deep learning
and hybrid modules obtain better accuracy, precision, recall,
and F1-measure values than the machine learning module.
A comparison with previous work is shown in Figure 9.
Overall, the proposed HOG+D3-CDLM exceeded all state-
of-the-art methods, for example, CNN, 6TDBN-HMM,
EOG-EEG-PERCLOS, CNN,Yolov3, ECG-EEG, Ensemble,
CNN, DBN, CNN, ResNet+ResNet34+VGG16, and Deep
CNN architecture in terms of accuracy with an improve-
ment of 11.8%, 14.0%, 24.4%, 15.1%, 4.5%, 5.8%, 8.5%,
2.5%, 12.8%, 0.6%, 2.8%, and 4.3%, respectively as depicted
in Figure 9. Similarly, the proposed CDLM surpassed all
state-of-the-art methods, for example, CNN, 6TDBN-HMM,
EOG-EEG-PERCLOS, CNN,Yolov3, ECG-EEG, Ensemble,
CNN, DBN, CNN, ResNet+ResNet34+VGG16, and Deep
CNN architecture in terms of accuracy with an improvement
of 12.7%, 14.9%, 25.3%, 16.0%, 5.4%, 6.7%, 9.4%, 3.4%,
13.7%, 1.5%, 3.7%, and 5.2%, respectively. The superior
results of the proposed method are obtained because of PCA-
controlled low-level features that are rotational-invariant as
well as less sensitive to illumination changes. In addition, the
proposed fine-tuned 30-layer architecture (CDLM) is more
capable of learning both low and high-level features which
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TABLE 6. Results of proposed 30-Layers CNN architecture on HOG and PCA processed images for ternary and binary classification.

FIGURE 10. Comparison of proposed DLM and HM for ternary classification w.r.t training time.

are more robust to variations in input RGB video frames such
as variations in lighting, scale, and rotation. The proposed
architecture also has a strong tendency to generalize well to
new and previously unknown data.

Moreover, Figure 10 shows the comparison of deep learn-
ing and hybrid approaches for ternary classification w.r.t
training time. This graph clearly shows that the hybrid
approach is taking less time as compared to deep-learning-
based drowsiness detection. According to the findings, deep
learning and hybrid approaches spent an average of 603 and
206 seconds on a single epoch. Both approaches significantly
differ in training duration, as shown in the graph. The training
time for a hybrid module, which involves 30 layers of CNN
architecture with HOG and PCA, is less than the deep learn-
ing module without HOG and PCA. Moreover, according to
the results in terms of accuracy, the hybrid approach achieves
better results as compared to the deep learning approach. The
overall results show that the proposed layers CNN architec-
ture outperforms state-of-the-art machine learning and deep
learning approaches. With highly deep networks, an issue
known as the degradation problem might arise, in which
adding additional layers results in increased training error.
This occurs because the network gets more difficult to train
properly, and additional layers do not always learn relevant
features.More layers equal more parameters, which increases
computational complexity and memory requirements. This
results in more extended training times and higher compu-
tational costs, requiring more powerful equipment (GPUs).
Therefore, we limit our network to 30 layers. The goal of this
balance is to preserve training efficiency and stability while
utilizing the depth for feature learning.

Conceptually, the proposed D3-CDLM can be more con-
ceptual when dealing with the practical implementation of
D3 in mobile phones which might make a better opportunity
and cost-efficient solution due to their worldwide common-
ality and easy accessibility. The idea is straightforward but
powerful: if a cell phone has an approach of CDLM-D3,
it becomes an autonomous security assistant for all drivers
in the vehicle. This approach minimizes the need for extra
hardware costs by leveraging existing processing and sensors
that are built into mobile phones. If a driver slaps it on a
cell phone (and sets it up atop the dashboard), D3-CDLM
may be more effective in detecting drowsy driving states.
Additionally, this method can offer various bells and whistles
such as true MRC (e.g., alarm) accessibility; scaled capa-
bilities (read: cheaper to produce); nationwide availability;
user-friendly. The proposed approach can also be embedded
in an electronics-based system/device. The system has three
components: a camera, an embedded system, and an alarm.
The camera will help to take continuous monitoring of the
driver; the embedded model can detect drowsiness effectively
and efficiently as presented in this paper. Finally, in case
of drowsiness detection, alarm generation will help to avoid
accidents successfully.

V. CONCLUSION AND FUTURE DIRECTIONS
This study presents deep learning, machine learning, and
a hybrid module for D3. Procedures are commonly used
to detect driver drowsiness: behavioral, physiological, and
vehicular-basedmeasures. Focus is on the driver’s drowsiness
state rather than the vehicle in behavioral measures, and the
camera is used to monitor the driver’s physical conditions
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such as eye, face, head, and yawning. Driver’s eye detec-
tion, eye blink rate, yawning analysis, and facial expression
analysis provide behavioral measures. This system is trained
and tested by using a publicly available dataset YawDD,
which is explicitly used for yawning detection using facial
videos of the driver. The proposed architecture also attained
99.4% accuracy by implementing the proposed technique
to these images for training and validation purposes. The
hybrid approach, which combines the proposed 30 layers
of CNN architecture with HOG and PCA, obtained 99.6%
accuracy. The accuracy achieved by using the proposed CNN
model is 99.4%, and by using machine learning, the accuracy
achieved is less than the other two approaches. In the future,
the validity, application, and implementation of the proposed
hybrid module can be expanded to include more diverse
scenarios in abnormal behaviors such as intoxication while
driving. It would need to establish a relationship between
yawning behavior (as investigated in this study) and the
individual’s level of deficiency due to alcohol or other drugs.
Meanwhile, some characteristics such as driver’s attentive-
ness, reduced concentration, abrupt acceleration, aggressive
driving style, and unsafe lanes in detecting drunkenness or
yawning behavior can also be investigated while driving.
Moreover, physiological and vehicle-based measures can be
covered individually and with behavioral measures for D3.
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