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ABSTRACT In order for company’s promotions to continue to have a beneficial impact on sales, it is
important for companies to identify which of the interested buyers can be converted into repeat buyers.
By targeting these potential loyal customers, companies can significantly reduce promotional costs and
increase return on investment. The existing studies related to repurchase prediction in the e-commerce
area have focused on the statistical techniques and more common binary classification models. In this
paper, we propose a survival analysis-based machine learning/deep learning model to predict TV repurchase
time of customers using home appliance company’s CRM data. The prediction model is verified based on
actual operational data such as customer profile, purchase, counseling, and repair history for approximately
1.45 million customers in electronics company’s CRM. As a deep learning method, Algo 6-1 (DeepHit
with the feature set selected from Cox regression and preprocessed with multiple imputation) achieved the
best performance (c-index 0.828). Algo3 (Random Survival Forest with the feature set selected from Cox
regression and preprocessed with multiple imputation), a machine learning method, not only showed similar
performance to deep learning (c-index 0.823), but also provided insights in key features that influenced
repurchase. In addition, we provided a utility function that provides TV repurchase probability over time
so that marketers can cost-effectively determine the timing to provide promotional events or benefits to
customers.

INDEX TERMS Big data applications, repurchase prediction, predictive models, customer relationship
management, ensemble learning, home appliance business.

I. INTRODUCTION
Customer retention refers to the rate at which customers stay
with a business in a given period of time and is a key metric
for practically all B2B and B2C businesses. To enhance
corporate competitiveness through extending the customer
retention period, customer churn should first be predicted to
reduce the possibility of churn, to bring economic benefits
to the enterprise [1], [2], [3], [4]. Other related studies
have emphasized the need for strategies to maintain existing
customers arguing that customer maintenance costs are lower
than the cost of attracting new customers [5], [6], [7], [8].

In the case of predicting customer churn to maintain
customer retention, the method is different in contractual and
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non-contractual business settings. First of all, customer churn
models applicable to the contract settings-based companies
are generally developed based on a binary classifier for
whether to churn or not. Such companies develop their
own prediction models with predictive good power by using
well-known models such as logistic regression, random
forests, gradient boost approaches, and other classifiers to
estimate who will churn [9].

However, in a non-contractual business setting, there is
uncertainty about both the target and the timing of churn.
‘‘Customer churn’’ for companies whose business model
is customer purchases is defined as a case in which a
user who has made a transaction at least once does not
make a repeat purchase for a certain period of time [10],
[11]. In order for product sellers (non-contractual business
settings) to secure loyal customers, it is important to simply

VOLUME 12, 2024

 2024 The Authors. This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ 107201

https://orcid.org/0009-0001-3762-9609
https://orcid.org/0000-0003-1528-7203


Y. Suh: Repurchase Prediction Using Survival Ensembles in CRM Systems

prevent existing customers from churn, but it is even more
important to predict the likelihood of repurchase. In other
words, a more preemptive and active method than directly
estimating customer churn to retain loyal customers is
‘‘inducing repurchase’’ [11], [12].

Research on repurchase has received widespread attention,
especially in the marketing field. The most representative
technique for predicting customer repurchase is the BTYD
(Buy Till You Die) model [14], [15], [16]. Unlike the BTYD
model, a distinctly different approach to predicting customer
repurchase is machine learning [17]. This class of models
includes a wide variety of computational and statistical
learning algorithms [18], [19], [20], [21], [22]. There has
been also researches on comparison between the BTYD
model (para-metric model) and machine learning algorithms
(observation-driven models) in customer-based analysis [23],
[24].

Most of these studies quantifying repurchase likelihood
have focused on predicting repurchase behavior in terms
of what to buy in the e-commerce sector. However, repur-
chase prediction studies can help marketing strategists by
estimating not only whether existing customers are likely to
make follow-up purchases but also when those purchases are
likely to occur, providing optimal resale timing. It is because
it may be worthwhile to maintain customer relationships
if the likelihood of a repurchase is high and the duration
is short, but it may be less rewarding if the probability
is low and there is some distance in the future. In other
words, a cost-effective marketing strategy can be established
depending on the length of the subsequent purchase period.
However, researches on establishing customer retention
strategies by predicting repurchase times using actual
CRM data from home appliance companies, remain largely
unexplored.

Therefore, this study examines repurchase time prediction
models for proactive customer retention management in
home appliance sales businesses. We utilize an event-time
analysis technique called survival analysis, which is a type of
modified regression task but works well even with partially
incomplete (censored) data [25]. Specifically, the survival
ensemble approach was used to estimate the time until the
next TV purchase to model the prediction of repurchase
time. To this end, we conducted an integrated analysis of
customer-company interaction data including customer pur-
chase history, demographic information, counseling history,
and repair history. In the TV sales business of the electronics
company that inspired this study, the level of promotion
timing was differentiated not by customer but by customer
cluster (e.g., sales strategy for large categories such as number
of months of use or product lines). Therefore, the purpose of
this study is to propose a promotional campaign tool based on
survival analysis machine learning that enables customized
promotional activities for customers by effectively learning
and predicting the likelihood and expected timing of customer
repurchase.

The contributions of this paper are the following two.
1) Rather than the statistical techniques and binary

classification models of existing studies related to repurchase
prediction in the e-commerce domain, labeling logic that
reflects the customer’s purchase cycle characteristics of the
home appliance business domain was applied to Survival
Analysis-based predictive modeling.We developed a survival
ensemble model that predicts the timing of customer
repurchase by analyzing information on factors that affect
customer repurchase. Additionally, the approach proposed
in this paper not only provides a list of possible repeat
customers, but also provides a survival probability function
(a utility function that estimates the probability of repurchase
within N days) that tells how the repurchase probability for
a target customer changes as a function of time. Our model
allows us to distinguish between planned re-purchasers,
near and distant future re-purchasers, and the variables that
influence this repurchase behavior. In particular, we can
create a cost-effective marketing strategy based on the
follow-up purchase period: if the predicted probability of
purchase is high and the period is short (e.g. within 3months),
intensive active marketing is carried out, and if the predicted
probability of purchase is low and there is some distance in
the future (e.g. after 1 year), passive marketing is carried out
to reduce costs.

2) In this study, the repurchase prediction model was
verified using customer-company interaction data such as
customer purchase history, demographic information, and
counseling and repair history for products from actual CRM
products, rather than a benchmark data set. We conducted
modeling to predict the timing of repurchase for each
customer based on survival analysis machine learning using
an actual dataset (1,452,316 TV purchase customers). The
performance of the repurchase prediction model was verified
by using the c-index score, with a performance of 0.823 for
the RandomSurvival Forestmodel (with selected features and
multiple imputation) and about 0.828 for the Deep Learning
model (with selected features and multiple imputation). Our
survival ensemble modeling with features selected based on
empirical research on home appliance customer repurchase
behavior showed similar performance to more complex
neural networks. Survival ensembles are not completely
overwhelmed by deep learning approaches and can improve
their performance. Our findings are highly beneficial to
numerous marketers who prefer to adopt simple, reliable,
and interpretable predictive models for consumer marketing
analysis.

The remainder of this paper is organized as follows.
In ‘‘Related work’’ Section, the related studies on repurchase
prediction are reviewed. In ‘‘Survival analysis-based predic-
tion’’ Section, survival analysis for modeling is introduced.
In ‘‘Modeling’’ Section, the details of the modeling for
customer repurchase prediction are presented. In ‘‘Model
validation’’ Section, the experimental setting is described
and an analysis of the experimental results is presented. The
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final section concludes the study and offers further research
directions.

II. RELATED WORKS
In this section, we investigate existing researches on customer
repurchase prediction. Category A includes research litera-
ture on traditional statistical and machine learning techniques
from a methodological perspective for repurchase prediction.
The ML-based repurchase prediction studies mentioned
above are mainly binary classification studies. Meanwhile,
even if a user incorrectly predicted as non-purchasing does
not repurchase at the accurately labelled specific point in
time, he or she may repurchase after a certain period of time.
Conversely, there is also the possibility of losing the loyalty of
current repeat customers at some point in the future. Survival
Analysis is a representative technique that overcomes the
limitations of binary classification and estimates the time
point [25]. Category B includes studies on survival analysis.

A. REPURCHASING PREDICTION
Customer repurchase prediction has received extensive
research attention in the fields of marketing, operations,
statistics, and computer science. In marketing field, the most
representative technique for predicting customer repurchase
is the BTYD (Buy Till You Die) model [14], [15]. BTYD
models are certainly powerful in that they can extract
information from only a small number of high-dimensional
customer features (i.e. recency and frequency). Inspired by
the BTYD model, there is also a study developed for mod-
eling repeat purchase recommendations in the e-commerce
sector that recommends repeat purchase products to cus-
tomers based on their purchase history [16]. The authors
demonstrated 7% increase in click through rate for products
on the Amazon.com personalized recommendations page.

A distinctly different approach from the BTYD model
to predictive modeling for customer repeat business is
machine learning [17]. This type of approaches includes
a wide variety of computational and statistical learning
algorithms. In the ‘‘Amazon’’ research mentioned just before,
the authors presented as their future works the plans of
investigating the methods to help in improving the quality
of their recommendations. They planned to explore some
recent models that are BTDs like the BG-NBD model, and
supervised learning models like Logistic Regression, neural
networks. Unlike the BTYDmodel, which seeks to explicitly
model behavioral processes through probability distributions,
machine learning-based methodologies take a data-driven
approach to predictive modeling [18], [19], [20], [21], [22].
In [20], the authors designed a two-layer fusion ensemble

machine learning based on GBDT (TMFBG), and applied
it to repurchase prediction in E-business. They showed the
results that the TMFBG has greater robustness and more
accurate prediction results than the single base classifier.
The algorithm was validated on the data obtained from the
behavior of certain customers of the yearly ‘‘Double 11’’ on
Tmall platform. Machine learning ensembles have been also

used in [21] to propose an online shopping behavior analysis
and prediction system in China’s e-commerce industry. They
adopted linear model logistic regression and decision tree
based XGBoost model. After optimizing the model, it was
found that the nonlinear model can make better use of
these features and get better prediction results. The authors
in [22] studied how to use edge computing to collect
customer shopping data accurately. Then, they established
a mathematical model by a joint model of Long-Short
Term Memory neural network model and convolutional
neural network model. Based on this model, a method of
information segmentation processing was proposed to further
improve the prediction accuracy of the neural network model
for consumer shopping behavior. They demonstrated the
prediction accuracy of a variety of neural network models by
more than 2%, and the one of the models based on Extreme
Gradient Boosting by 5.4%.

Meanwhile, there also have been researched on com-
parative analyses between BTYD and ML-based method-
ologies. In the proposal of [23], the authors conducted
a dynamic rolling comparison between the Pareto/NBD
model (parametric model) and machine learning algorithms
(observation-driven models) in customer-based analysis,
which the literature related to this has not comprehensively
investigated before. The authors presented their findings from
those comparisons in terms of assisting both in defining the
comparative edge and implementation timing of these two
approaches and in modeling and business decision making.
Similarly, the authors of [24] presented predictive analytics
for customer repurchase by interdisciplinary integration of
Buy Till You Die modeling and machine learning. Using a
large online retail data, they empirically assessed the predic-
tion performance of BTYD modeling and machine learning.
More importantly, they investigated how the two approaches
could complement each other for repurchase prediction. They
used the BG/BBmodel given the discrete and non-contractual
problem setting and incorporated BG/BB estimates into
high-dimensional Lasso regression. They showed the pro-
posed Lasso-BG/BB outperforms two sophisticated recurrent
neural networks, validating the complementarity of machine
learning and BTYD modeling. Their work can be said to
be meaningful in that it explains how the interdisciplinary
integration of the two modeling paradigms contributes to the
theory and practice of predictive analytics.

B. SURVIVAL ANALYSIS
The studies on ML-based repurchase prediction mentioned
above aremainly studies on binary classification.Meanwhile,
Survival Analysis is a representative technique that estimates
the timing and overcomes the risk of losing the loyalty of
future repeat customers depending on the predicted timing.
Time-to-event analyses are important methods to help us
analyze problems with a temporal component to our research
question. As the name suggests, these are used when we
are interested in understanding the relationship between time
and some event. Survival Analysis was originally mainly

VOLUME 12, 2024 107203



Y. Suh: Repurchase Prediction Using Survival Ensembles in CRM Systems

used and developed in biological research (i.e., clinical,
pharmaceutical), but has been used in various industrial
domains such as IT and business administration. A time-to-
event analysis is a type of modified regression task, but it’s
unique because a portion of the data is incomplete (censored)
[25]. In the IT field, it has been mainly used for customer
churn analysis (time to membership cancellation), machine
failure, etc. [25], [26], [27], [28], [29], [30], [31], [32], [33],
[34].

First of all, until recently, in addition to the binary classi-
fication method for predicting whether to leave, the studies
on predicting the time to leave using Survival Analysis
techniques have been conducted focusing on the insurance,
finance, and gaming fields. In [25], the authors estimated
the average survival period for a claim to occur and to be
settled in the automobile insurance company by applying
survival analysis techniques in order to secure sufficient
reserves for insurance claims. They statistically compared the
Kaplan Meier survival plots of various covariate groups and
the time it takes for a particular vehicle to incur a loss after
the majority of the insured risk occurred, and tested it using
cox-regression. In a study on the financial sector with Greek
bank data, the determinants of the increase in churn rate were
analyzed using the risk proportionality model and survival
analysis [26]. The study in [27] aimed to investigate the
issue of supply overhang of affordable homes and financial
exclusion in the Malaysian housing market. By employing
survival analysis via Kaplan-Meier survival estimates for the
period covering 2009 to 2014, they discovered that higher
inflation rate and lower house price volatility may reduce the
likelihood for home loans exclusion and thus allow banks
to allocate higher loan disbursements. There are also studies
that apply Survival Analysis techniques to predict the timing
of customer churn in the gaming field [28], [29]. Recently,
there have been research activities that hold an international
competition on game data mining using commercial game
log data and introduce cases of applying Survival Analysis
techniques to game log data [30].
In addition to customer churn analysis, survival analysis

is conceptually largely consistent with research on predicting
machine failures [31]. The model proposed in [32] predicted
the probability of survival for welded pipes using a tree-like
accident theory and Bayesian survival analysis model. Using
Bayesian, Kaplan–Meier, and Weibull curves, the authors
constructed staged Bayesian distribution, which was then
used to make predictions about the time-to-failure of the
pipes. In the proposal of [33], the authors suggested a new
approach for predicting the remaining service life of water
mains by combining machine learning and survival statistics.
Similarly, the authors of [34] suggested the similar approach
as [33].

As mentioned earlier, survival analysis research started
in the medical field and was applied to customer churn
analysis and machine failure prediction in IT fields such
as finance and games. Meanwhile, most studies quantifying
repurchase likelihood have focused on predicting repurchase

behavior in terms of what to buy in the e-commerce sector.
In this study, we aim to support the establishment of
customer retention strategies by applying survival analysis
to predicting the timing of repurchase. For example, survival
analysis can help marketers reduce wasted marketing efforts
by understanding when customers are most likely to be
receptive to a marketing communications plan and when
additional efforts are likely to be ineffective. Additionally,
since customers who purchase home appliances generally
do not buy new products frequently, predicting repurchase
timing in the home appliance sales area requires a different
strategy from that of e-commerce retail customers. Therefore,
rather than analyzing repurchase behavior of daily necessities
based on periodicity, this study comprehensively analyzed
customer integrated data from the company’s CRM, ranging
from customer demographics to purchase history and use
history of repair and counseling services. And we applied
the analysis results to labeling of status and time for the
survival ensemble model and the creation of features, which
are factors that affect repurchase.

III. SURVIVAL ANALYSIS-BASED PREDICTION
A more sophisticated research direction is to apply a
regression model that predicts the user’s repurchase point
instead of a classifier that predicts whether or not to
repurchase. However, there is a problem of not being able
to accurately label the life expectancy for the training data
set because there is a censoring problem that indicates that
observations do not include complete information about the
occurrence of the event of interest. For a certain number
of customers, that means we do not know the time of
repurchase experience because they have not repurchased it
yet. To resolve this problem, we used survival analysis that
assimilates censored data in studying the time until an event
of interest happens and its relationship with various factors.
Originally in medical field, an event refers to a case in which
a patient fails or dies, however in our case it is the moment
when a customer repurchases TV.

A. SURVIVAL ANALYSIS
Survival Analysis is a statistical analysis and prediction tech-
nique based on Kaplan-Meier estimation, a non-parametric
method of estimating the survival function by considering
the probability of an event occurring along with the variable
time [25]. It is piecewise constant and can be thought of
as an empirical survival function for censored data. For
example, if 20% of the 1 billion new customers who signed
up so far have shown a tendency to churn within a month,
you can simply predict that 20% of the 10 million people
who signed up today will churn within a month. However,
this prediction result does not take any feature variable of
each target into account. Therefore, prediction performance
is generally improved by applying semi-parametric or
parametric methods that consider the characteristics of the
survival time distribution and the influence of various features
on the prediction results.
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Survival Analysis is based on the probability that an event
of interest has not occurred at time t, and a survival function
over time S(t) is usually used to represent that probability.
As shown in equation (1), S(t) is the probability of survival
after time t, and T is the random life expectancy taken from
the population. S(t) is between 0 and 1, and is a decreasing
function of t.

S (t) = P(T > t) (1)

The hazard function is defined as the possibility that a
subject will experience an event of interest within a small
time interval if the individual has survived until the start of
that period. It is rather an instantaneous rate calculated over a
period of time than a probability. It can also be regarded as a
risk of experiencing the event of interest at time t. The goal is
to find the risk of an event and is shown in equation (2) below.

lim
δt→0

Pr (t ≤ T ≤ t + δt |T > t)
δt

(2)

Concordance index (c-index) is the most commonly used
accuracy index in Survival Analysis [49]. It is an indicator
that does not evaluate the exact survival time of a subject, but
instead compares the survival time (or risk) of several subjects
relatively. In our case, it determines whether it is good at
predicting the order of repurchase. Below is the equation that
compares the survival time of a pair of subjects. yi is the actual
time when the event occurred, and ŷi is the time predicted by
the model.

c = Pr
(
ŷ1 > ŷ2 | y1 ≥ y2

)
(3)

Based on equation (3) above, c-index can be calculated as
equation (4).

ĉ =
1
P′

∑
i:δi=1

∑
j:yj<yj

I
[
S

(
ŷi|Xi

)
< S

(
ŷj|Xj

)]
(4)

P′ is the number of pairs to be evaluated, and I is a function
that extracts cases where the given condition is true. In other
words, among the total set of pairs of evaluation objects, the
ratio of pairs that predict a greater survival function of object
j, which survived longer than object i, is calculated, and this is
between 0 and 1. Here, the condition of ŷi, which means that
an event must occur for the target, indicates that the censored
i is excluded from the comparison due to lack of certainty that
the target j survived longer.

B. SURVIVAL PREDICTION TECHNIQUES
Survival prediction-related techniques include non-parametric
methods, semi-parametric methods, and machine learning-
based methods [35], [36], [37].

1) NON-PARAMETRIC METHODS
The Kaplan-Meier estimator is used to estimate the survival
function, whichmeasures the proportion of subjects surviving
for a specific survival time t. This function represents the

probability of an event in a specific time interval (e.g.
survival) through a Kaplan-Meier curve.

Ŝ(t) =

∏
i:ti≤t

(
1 −

di
ni

)
(5)

ni represents the number of subjects at risk before time t,
and di represents the number of events of interest at time t .
Non-parametric methods do not use features and survival
time distribution information. This is useful when distribution
information is unknown, but predictions may be inaccurate.

2) SEMI-PARAMETRIC METHODS
Cox Proportional Hazards Model was introduced by Cox
and considers the influence of several variables at once
and explores the relationship of the survival distribution to
these variables. It is similar to multiple regression analysis,
but the difference is that the dependent variable at a
given time t is a hazard function. It is based on a very
small intervals of time containing at most one event of
interest and is a semi-parametric approach for estimating
weights in a proportional hazards model. The equation
for the Cox proportional hazards regression model is as
follows:

h (t|x) = b0 (t) exp
n∑
i=1

bi (xi) (6)

Here, t represents survival time and risk may vary over
time. h(t) is a hazard function determined by a set of n
covariates. b0 (t) is the baseline risk function and is defined
as the probability of experiencing the event of interest when
all other covariates are zeros. exp

∑n
i=1 bi(xi) is a partial

risk, a time-invariant scalar factor that increases or decreases
only the baseline risk. These semi-parametric methods such
as Cox Proportional Hazard, utilize feature information
but do not use survival time distribution information and
assume a fixed relationship between the output and the
variables. It has difficulties to scale with big data problems,
and alternative regularized versions of Cox regression [38]
have been proposed to tackle this. Nevertheless, they are
still based on restrictive assumptions that are not easy to
fulfill. Thus, parametric approaches, such as the accelerated
failure time models [39], assume the existence of a survival
time distribution (e.g. Weibull, lognormal, exponential) and
predict survival time using a regression model.

3) MACHINE LEARNING-BASED METHODS
There is a methodology that addresses the shortcomings of
the above-mentioned methods by applying various machine
learning algorithms to survival analysis based on censored
data. One of the most famous and widely used machine
learning algorithms is the SVM algorithm. As an extension
to the standard support vector machine (SVM), the sur-
vival SVM separates classes based on linear or non-linear
relationships between our features and survival [40]. Then,
there are non-parametric machine learning techniques such as
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FIGURE 1. Customer profile data set in CRM.

classification and regression trees. The first survival tree was
presented in [41], where a Kaplan-Meier estimator survival
function was computed at every node.

Despite a powerfulness which is able to model censored
data, using a single tree can produce instability in its
predictions. Survival forests are ensemble-based learning
methods where the underlying algorithm is a kind of survival
tree. The two main survival ensemble techniques are random
survival forest and gradient boosting survival analysis [42],
[43]. Recently, there have been survival analysis approaches
using deep neural networks such as continuous-time
model (DeepSurv) [44] and discrete-time model (DeepHit)
[45].

IV. MODELING
We introduce our data set, labeling for survival analysis, and
feature engineering in this section.

A. CRM DATA SET
In order to understand customers and enable various target
marketing, our CRM collected and analyzed customer
interaction data from all channels of customer contact
and organized it into one integrated customer profile. Our
CRM has the infrastructure configuration that collects and
pseudonymizes all identification data in AWS and transmits
all pseudonymized data to a GCP-based customer data anal-
ysis platform. Because customer identification information
was pseudonymized due to privacy issues in the data analysis
platform, attributes such as customer age could not be used.
Figure 1 shows a customer profile data set including data
on customer characteristics, purchases, repair/counseling,
and rental care services. For this study, we extracted target
customers with the goal of predicting the period it takes for
customers who had purchased a TV at least once before to
repurchase, that is, how soon they would repurchase after
their first purchase.

B. CUSTOMER RATIO ANALYSIS ACCORDING TO TV
REPURCHASE PERIOD
From the CRM data set, we extracted approximately 85,588
customers who purchased a 2nd TV from B2C customers
with a TV purchase history from 2016 to 2021. First,
we checked how long it took for these customers to purchase
their second TV. It was confirmed that the percentage of
customers repurchasing within 1 month was approximately
27%, the one within 2 months was 31%, the one within
3 months was 34%, and the one within 12 months was 52%.
Figure 2 shows a histogram of data on the time taken to
purchase a 2nd TV.

A surprising and interesting result here is that among
people who held two TVs, about 27% of them repurchased
within one month after purchasing the first TV, and about
50% of them repurchased within one year. Therefore, for
target marketing for customers who are likely to purchase
2 or more TVs, modeling to predict the timing of 2nd TV
purchase will be very effective. In other words, efficient target
marketingwill be possible according to the 2nd TV prediction
time for each customer by using the prediction model as
follows: promotional marketing within 1 to 2 months for
about 30% of customers, promotional marketing based on
the number of months within 1 year for 50% of customers,
etc.

C. LABELING FOR SURVIVAL ANALYSIS PREDICTION
In the CRM data set, we performed labeling of training
data for survival analysis based on whether customers with
TV purchase history from 2016 to 2020 purchased a 2nd

TV in 2021. As described in the section III SURVIVAL
ANALYSIS-BASED PREDICTION above, repurchase times
is subject to right-censoring, therefore, we need to consider a
customer’s status in addition to repurchase times. Generally,
status and survival_in_days need to be extracted with the
first field indicating whether the actual survival time was
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FIGURE 2. Histogram of time taken to purchase 2nd TV.

observed or censored, and the second field denoting either
the observed survival time which corresponds to the time
of death (if Status = True) or the last time that the person
was contacted (if Status = False). Based on the purchase
history of the past 5 years, our model learns the differences
of various behavioral information between customers who,
within 1 year since then, made a 2nd TV purchase and those
who did not. For labeling the training data of this prediction
model, we set ‘‘current date’’ to Jan. 1, 2021 and ‘‘maximum
date’’ to Dec. 31, 2021. If there is a purchase after ‘‘current
date’’, ‘Status’ is set to True, and the ‘duration’ field is set
to the number of days since the previous purchase date. And
if there is no purchase after ‘‘current date’’, ‘Status’ is set to
False, and the ‘duration’ field is set to the number of days
since the customer’s last purchase date to ‘‘maximum date’’
of Dec. 31, 2021.

FIGURE 3. Kaplan-Meier estimation of the labeling data set.

As a result of labeling, 96% of a total of 1,452,316
people did not purchase a 2nd TV, and about 4% did.
Figure 3 shows the Kaplan-Meier estimation, a non-
parametric method for estimating the survival function of
our labeled data set. As time goes by, we can see that the
number of repeat buyers roughly increases and the survival
function value decreases, but further analysis is needed to

make more accurate predictions using the features of the
data.

D. FEATURE ENGINEERING
Our CRM consists of an integrated customer profile that
is analyzed based on customer interaction data collected
for various target marketing purposes. The main attributes
of the CRM data set for features included information
on user demographics, purchase history, repair history,
and counsel history. Then, we investigated some smart
TV watching-dependent attributes such as viewing time,
channels, connected devices, contents, service usage history,
etc. However, we ultimately did not include them as the
features in our model. The reason is that, unfortunately,
there were only a limited number of TV products released
equipped with this logging module, and since it has been
released for less than a year, there was not enough logging
data. In follow-up research, we plan to analyze smart TV
viewing logs and CRM customer integration profiles in
combination, which will improve the model’s predictive
power.

To create the first feature set, we analyzed the data
related to past purchase behavior of 1,452,316 labeled
customers from 2016 to 2020. For preprocessing, we looked
through data containing the attribute ‘‘QTY_INCL_YN’’,
which indicates whether it corresponds to the TV body.
Most of the data with NULL value was removed as it
was confirmed to be the products not for sale such as
employee free gifts, remote controls, HDMI connection
cables, etc. We also reviewed data in which SELL_AMT,
an attribute corresponding to the purchase amount, had
a negative value. It was confirmed to be a refund case
and a pre-processing logic was applied to exclude cases
where a refund was made from the purchase history. After
preprocessing, RFM features directly related to ‘‘purchase’’
were created: Frequency (purchase frequency), Monetary
(total purchase amount), Days_since_last_purchase (elapsed
time from the last purchase date). To create the second feature
set, we analyzed customer characteristic data and created the
related features. Table 1 shows a list of feature sets related
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to customer purchase history and customer characteristic
information.

TABLE 1. The feature set related to customer characteristics and
purchase history.

The third feature set was created using the attributes related
to customer counseling history. For the history table that
exists as 1: N by customer id, an analysis table was created
by generating a derived variable to which the summary
logic of the corresponding attribute was applied. We applied
the ‘‘derived frequency variable’’ creation logic to these
attributes as follows. Unique categorical values for each
original attribute are created as derived frequency variables,
and the derived frequency variables are summed for each
customer. Table 2 shows a list of derived frequency variables
created through analysis of counseling history data. Next,
as the other feature of the counseling history, a variable was
developed to specify COUNSEL types for each customer. The
counseling history-based attributes consist of the following
three hierarchical levels:

- 1st level (CONS_TP_LARG_CLSS_CD): Product coun-
seling, service inquiry, simple inquiry

- 2nd level (CONS_TP_MIDD_CLSS_CD): How to use,
other inquiries, repair related, reception related, care solution
inquiry, delivery/installation, pre-purchase inquiry, center
inquiry, parts reservation, etc.

- 3rd level (CONS_TP_SMAL_CLSS_CD): Action guide,
function guide, others, simple complaint, payment informa-
tion change, receipt confirmation, specifications/functions,
location, delivery date, reservation request, etc.

The types of counseling history can be distinguished by
the combination of each of the above levels. For example,
(‘Product Counseling, ‘How to Use’, ‘Action Guide’) is one
possible combination. The first derived variable as shown
below was created by combining the variables made up of
these hierarchical classes, and the second derived variable
was created by summing them for each customer. Table 3
shows the additional feature set related to counseling history.

For the fourth feature set, features related to product repair
history were created. We generated the derived frequency
variables of repair history attributes in the same way as the
counseling history-related feature creation method. Table 4
shows the list of resulting features.

We merged customer characteristics, purchase history,
counseling history, and repair history features to create a final
set of 122 features.

V. MODEL VALIDATION
This section discusses evaluation objectives and scope, and
analysis results.

A. EXPERIMENTAL DESIGN
Using 100,000 selected randomly from 1,452,316 customers,
we tested several different survival analysis algorithms
based on an ensemble and verified their performance.
Specifically, we constructed several algorithm sets according
to methodology of survival analysis, method of constructing
the feature set, and method of imputation technique for
missing values in the feature set. Then, we built our model
by dividing the training data and test data of the sample data
at a ratio of 7 to 3, respectively.

1) PREDICTION MODEL
a: ALGORITHM SET
We selected several representative algorithms among
machine learning algorithms for survival analysis and
applied them to our prediction model. We basically tested
Cox Proportional Hazard model as a semi-parametric
method of survival analysis [35]. And we tested linear
survival support vector machine as a machine learning
method and then random survival forests and gradient
boosting survival analysis as a survival ensembles method.
Additionally, survival deep neural networks were tested with
a continuous-timemodel (DeepSurv) [44] and a discrete-time
model (DeepHit) [45].

b: FEATURE SET
The feature sets consisted of two groups for comparative
analysis. Among the total 122 features, the first feature set
(feature_set_1) was constructed by excluding attributes that
meet the following two conditions: (1) the attributes where
the number of unique values for a categorical variable is just 1
(2) the attributes in which the attribute’s variance is 0 in either
‘‘Repurchase ’’ group or ‘‘Not-Repurchase’’ group.

The criterion for the first feature set selection is related
to known problems associated with convergence of Cox
proportional hazards models. Since the estimation of the
coefficients in the Cox proportional hazard model is done
using the Newton-Raphson algorithm, there are sometimes
problems with convergence. If attributes have very low
variance depending on whether a ‘‘repurchase’’ event exists
or not, this may harm convergence. That is because the very
low variance means that the attribute completely determines
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TABLE 2. The feature set related to counseling history.

TABLE 3. The additional feature set related to counseling history.

TABLE 4. The feature set related to repair history.

whether a person repurchases or not. The second feature set
(feature_set_2) was composed of the features selected from
feature_set_1 only for variables with a small p-value (<0.05)
through univariate Cox Regression fitting. Table 5 shows a
list of the top 20 features selected through Cox Regression
fitting.

c: IMPUTATION METHODS
Datasets in the analysis tables may contain values that are
often missing due to data corruption or failure to record.
Various imputation techniques have been applied to solve
this problem of missing data. There are two main types
of imputation techniques: single imputation and multiple
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TABLE 5. Top 20 features with p-values from Cox regression.

imputation [46]. The single imputation approach estimates
missing values in the data only once. On the other hand, the
multiple imputation approach creates multiple data sets, each
containing approximations/estimates of missing values, and
integrates the results of all imputations in the final step to
generate the inferred values of missing values. Single impu-
tation approaches can be broadly classified as follows [47]:
(1) univariate single imputation approaches; (2) Multivariate
single imputation approaches, such as k-Nearest Neighbors
(KNN) and Random Forests (RF)-based imputation. The
univariate imputation approach uses observations from the
same column to impute missing values in a column, while
the multivariate imputation approach uses observations from
the other columns of the data to estimate missing values in
a column. MICE is a commonly used multiple imputation
approach to generate imputations based on a set of imputation
models for each variable with missing values [48]. In this
study, we compare the univariate single imputation approach
and the MICE method, a representative multiple imputation
method, by applying them to the preprocessing of the feature
set.

2) PERFORMANCE METRIC
For performance measurement, c-index, the most commonly
used accuracy index in survival analysis, was used [49]. It is
a method that does not evaluate the exact survival time of
a subject, but instead relatively compares the survival time
(or risk) of several subjects. C-index is an indicator that
verifies the superiority of the relative risk ranking of survival
analysis that can be compared with AUC, which measures
whether stable predictions can be made to distinguish labels
while being less sensitive to decision boundaries in general
classification models [50].
The process for calculating c-index is as follows. We look

at all possible customer pairs in the test data set. If one of
the two customers experienced an event (e.g. repurchase)

TABLE 6. Experimental designs of predictive models.

sooner, we check whether the model assigned a higher risk
to that customer. We repeat this for all customer pairs and
calculate the proportion of correct predictions made by the
model. For example, a C-index of 0.8 means that the model
correctly predicted who would experience an event sooner
for 80% of customer pairs. In other words, it is an indicator
that determines whether the order of occurrence of events of
interest is well predicted, and it means rank correlation with
the predicted risk score. If the perfect prediction is 1, the
random guess is 0.5.

Concordance intuitively means that two samples were
ordered correctly by the model. More specifically, two
samples are concordant, if the one with a higher estimated
risk score has a shorter actual survival time. Based on
the model’s prediction results, we would like to support
a repurchase promotion campaign as follows. First, for n
current CRM customers, marketers obtain the predicted risk
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scores for repurchase for each customer, sort them from
1st to nth, and execute promotional activities for the top
m customers. Next, by utilizing a survival function-based
repurchase probability for each customer’s time (months),
they can carry out promotional activities for the m customers
with a high repurchase probability after the desired target
month (e.g. 3 months).

B. EXPERIMENTAL RESULTS
The proposed prediction methods were evaluated with cross-
validation (10-fold) and all combinations of each algorithm-
feature set-imputation are shown in table 6.

1) COX FITTING AND ML LEARNING WITH SINGLE
IMPUTATION
This section describes the experimental results of the predic-
tion model through cox fitting and ML learning with single
imputation. For preprocessing of imputation, a univariate
single imputation approach was used. Depending on the
combination of feature set andML algorithm, we constructed
and compared three predictionmodels, Base-line Algo, Algo-
1, and Algo-2. Table 7 shows the design details of the
prediction models.

TABLE 7. The design details of the prediction model.

Table 8 shows the prediction performance comparison
results of 10-fold cross validation of Baseline, Algo1 and
Algo2. As shown in the table, the Cox Proportional Hazard
model as a baseline model showed the lowest performance
with a c-index of approximately 0.58. In the case of
machine learning methods, we compared the performance
of the same ML model in Algo-1 and Algo-2. This aims
to investigate the impact of the feature set selected based

on the p-value of cox-regression on the performance of
the prediction model. Only Random Survival Forest was
confirmed to have better performance in Algo-2 than Algo-1
with statistical significance (t-test statistic= -2.94, p-value=

0.01). As a result of comparing the performance of each
ML algorithm regardless of the feature set, SVM showed the
lowest performance, followed by Gradient Boosting Survival
Analysis and Random Survival Forest.

TABLE 8. Comparisons of predictive performance of the models l.

The results of checking the statistical significance of these
performances are shown in Table 9. One of the limitations
of the survival SVM is the inability to compare it with
the Random Survival Forest or Gradient Boosting Survival
Analysis in details. This is due to the lack of ‘‘standard’’
metrics for time-to-event analyses, such as the survival
function and cumulative hazard function. This made our
comparison restrict to the c-index score.

TABLE 9. The design details of the prediction model.

2) ML LEARNING WITH MI IMPUTATION
Here, we describe the experimental results of applying feature
sets using different imputation methods to each ML model.
TheMICEmethod, one of the multiple imputation techniques
mentioned above, was applied. The MICE imputation is
performed M times (m = 5 here) based on tree-based ML.
Considering memory and speed issues, we resampled only
50,000 out of 100,000 customers to efficiently verify the
methodology. Feature set 2 obtained through previous cox-
regression (p-value 0.05 or less) was used as the feature set.
For comparative analysis, the MICE imputation technique
was applied to two tree-based ensemble algorithms, models
that showed relatively excellent performances in the previous
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FIGURE 4. Distribution of predicted risk scores (RSF & BGSA model).

experiment results. We defined the combination of MICE
and feature set 2 as Algo3. Table 10 shows the null value
proportion of this feature set.

TABLE 10. Null value proportion of feature set 2.

a: POOLED RISK SCORE ESTIMATES AND CONCORDANCE
INDEX
We conducted performance verification using pooled risk
score estimates and concordance index. In the case of
Algo-3 (feature set 2 and MI imputation), MI imputation
is performed on a data set that is randomly divided
into 5 data sets. First, a prediction model is created for
each imputed data set (m = 1∼5). Then, a risk score
estimate is obtained for each generated prediction model.
Finally, we derived the final pooled c-index by pooling
the risk score estimates. Figure 4 shows the distribution of
predicted risk scores for each imputation data set of Algo3’s
Random Survival Forest and Gradient Boosting Survival
Analysis.

Table 11 shows the prediction performance of the Pre-
diction Model of Algo-3 (feature set 2 and MI imputation).
By running 10 experiments of creating 5 data sets for MI
imputation, we obtained pooled c-index, which is pooled risk
score estimates. Although RSF showed about 1.6% higher
performance than GBSA, the difference was not statistically
significant. (t-test statistic = −2.62, p-value = 0.058). Next,
to investigate the impact of MI imputation on prediction
performance, we compared the performance of each ML
model in Algo-2. In the case of RSF, there was a performance
improvement of about 3.6% (t-test statistic = −3.36, p-
value = 0.02) compared to the result of Algo2 (0.787) using
a single imputation method.

Also, in the case of GBSA, a performance improve-
ment of approximately 5.3% (t-test statistic = −9.97,
p-value <0.001) was confirmed compared to the result of
Algo2 (0.754). In other words, the performance difference
between Ensemble algorithms within the same imputation
method was not large, but it was confirmed that the MI
imputation showed superior performance compared to the
SI imputation.

b: CUMULATIVE DYNAMIC AUC METRIC
The c-index provides us with information for the whole
model, but it’s also useful to examine how well the model
performed at various time points. For this, we used the
cumulative dynamic AUC metric and visualized it [50].
We derived the pooled mean score of the AUC scores ‘up
to M days at an interval of N-days’. As shown in Table 12,
in the case of RSF, the AUC mean score ‘up to 500 days at
an interval of 30-days’ is high, and in the case of GBSA, the
AUC mean score ‘up to 180 days (6 months) at an interval of
one-week’ is high.

107212 VOLUME 12, 2024



Y. Suh: Repurchase Prediction Using Survival Ensembles in CRM Systems

TABLE 11. Comparisons of predictive performance of the models (feature set 2 + MI imputation -Algo3).

TABLE 12. Pooled AUC mean score.

By looking at the average AUC value, it is possible to
determine whether the model performed well throughout the
study (minimum AUC = 0.80). However, through Figure 5
and 6 below, we observed the periods when AUC values
peaked, which could also be useful in determining the timing
of promotional campaigns. For example, for ‘up to 2300 days
at an interval of 90-days’, GBSA model had a pooled mean
AUC score of 0.84, which is similar to that obtained using
the Random Forest model. In Figure 6, we observed that,
although themodel performedwell throughout the study (min
AUC = 0.81), it had two lower points around days 500 and
2000 where it had AUC values < 0.82.

FIGURE 5. Time-dependent AUC scores for the Random Forest Survival
model.

In details, we can figure out that discriminating whether
survival or not became worse with time until the 500th day,
with a small improvement toward around the 1500th, and
finally it became worse again towards the end.

c: PERMUTATION-BASED FEATURE IMPORTANCE
Next, we looked at how various features contributed to the
prediction model. Table 13 shows the top 15 results of
permutation importance of the RSF model and GBSAmodel.

FIGURE 6. Time-dependent AUC scores for the Gradient Boosting Survival
Analysis model.

As for feature importance, although the order of the top
15 features was different in the two models, the same top
4 groups of features were obtained: (1) features related to cus-
tomer loyalty grade (NCRM_CUST_GRD_NM), (2) RFM
features (days_since_last_purchase, sell_tot), (3) repair grade
code (REPA_GRD_NM: explanation not processed/no visit,
product refund, parts out of stock, etc.), (4) repair defect
type code (REPA_BAD_TP_NM: product defect, emo-
tional dissatisfaction, installation problem, etc.). Despite
the differences between our models in both overall fit
(c-index) and time-dependent fit (time dependent AUC),
these results provide more confidence in estimating the
common factors that influence a customer’s repurchase
probability. In other words, we confirmed that it is possible to
select the superior model based on performance among those
models, but there is an advantage of obtaining consistent
insight in selecting important features through those models.

d: UTILITY FUNCTION
We sampled seven instances from the test data to examine
repurchase estimates over time for each customer. Each
instance was sampled in the following intervals: within
1 month, 1 to 3 months, 3 to 12 months, 12 to 24 months,
24 to 36 months, 36 to 48 months, and 48 to 60 months.
By extracting the predict survival function and hazard
function, the survival probability and cumulative risk over
time are depicted in Figure 7 and Figure 8. The survival
function refers to the probability that an instance survives
after time t. For example, the survival probability starts at 1
and the point at which it drops is different for each instance,
providing an appropriate option for each customer at what
point to take promotional action.
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TABLE 13. Permutation importance of RSF model and GBSA model.

FIGURE 7. Predictive survival probability according to time in days (seven
customers sampled from test data, grp1: within 1 month, grp2: 1 to
3 months, grp3: 3 to 12 months, grp4: 12 to 24 months, grp5: 24 to
36 months, grp6: 36 to 48 months, grp7: 48 to 60 months).

Conversely, a hazard function or hazard rate h(t) refers to
the probability that an individual will survive until time t
and experience an event of interest exactly at time t. In other
words, it is possible to identify the point in time when the
probability of repurchase increases rapidly for each customer
and effectively introduce it into the strategy of a promotional

FIGURE 8. Cumulative hazards according to time in days (seven
customers sampled from test data, grp1: within 1 month, grp2: 1 to
3 months, grp3: 3 to 12 months, grp4: 12 to 24 months, grp5: 24 to
36 months, grp6: 36 to 48 months, grp7: 48 to 60 months).

campaign, similar to how the survival function is used.
Of course, the proportion of customers who repurchase TVs
is very small, and thus logic to determine the risk rate
within 6 months or 1 year with a fine-grained cut-off will be
needed

We provide utility functions to improve usability when
marketers establish promotional strategies based on the
predicted results. First, marketers can obtain the predicted
risk score for repurchase through a utility function, sort them
from 1st to n-th, and run a repurchase promotional campaign
for the top m people based on this result. In addition,
by providing a probability of repurchase within n days
based on the survival function, we support the execution of
repurchase promotional activities form customers with a high
repurchase probability in the desired target month.

The first utility function provides the probability that
a specific customer will not repurchase for a specific
time period. The second is the cumulative risk function,
which provides the cumulative repurchase risk of a specific
customer up to a certain point in time (here, risk means
repurchase).

Table 14 explains the definition of our utility function and
its implications for use. Table 15 shows the labeled data,
predicted scores, and results of utility function of the seven
sampled customers mentioned above. It exemplarily shows
the probability of repurchase within 30 days and cumulative
risk values for the seven customers sampled above.

The first utility function works as follows. When T is the
time when an event occurs and t is a random time point
during observation, survival S(t) is the probability that T is
greater than t. In other words, the survival function here is
the probability of an individual surviving after time t (after
30 days), i.e., the probability of not repurchasing the TV.
We can consider customers with the lowest probability of not
repurchasing as target candidates. Here, it would be customer
index 3 in Table 15.

The second utility function returns the value obtained by
subtracting the predicted value based on the survival function
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TABLE 14. Definition and interpretation of utility functions.

TABLE 15. The labeled data, predicted scores, and results of utility function of the seven sampled customers.

from 1. Customers with the highest probability of repurchase
within 30 days, that is, customers with index number 2 above,
can be considered as target candidate customers.

The third utility function makes the result based on the
hazard function. The hazard function, or hazard rate h(t),
is the probability that an individual will survive until time t
and experience the event of interest exactly at time t. In other
words, it means the probability of being indifferent until
30 days and then experiencing an event of interest on the
30th. Customers with the highest probability of purchasing
within 30 days, that is, those with index number 2 above, can
be considered as target candidate customers. In this way, it is
possible to select customers based on a specific threshold of
the result of the utility function and use it for target marketing.

3) DEEP LEARNING
Finally, we tested survival analysis approaches using deep
neural networks: the continuous-time model (DeepSurv) [44]
and the discrete-time model (DeepHit) [45]. Since DeepHit
is a discrete-time model, we need to define discrete times
to evaluate. We adopted a quantile discretization in which
intervals are defined by the proportion of events (repurchase).
We preprocessed features with categorical embedding and
performed batch normalization following each layer as well
as a 20% dropout. As an optimizer, we selected the cyclic
Adam (WR), which is a weight decay regularized version
of the Adam optimizer. Table 16 shows the performance
comparison results for each algorithm in deep learning
prediction models.

According to the experimental results in Table 16, Algo6-1
(DeepHit, Feature set 2, MICE) shows the best performance

(c-index 0.828) among deep learning methods. However, this
is almost similar to the performance (c-index 0.823) of the
machine learning method Algo3 (RSF, feature set 2, MICE).
It showed meaningfulness that survival analysis, which was
once seen as the domain of statistical analysts, can also be
applied to deep learning, but the model we would like to
recommend for use in actual targetmarketing is theML-based
model (Algo3). The reason lies in the interpretability of
the model. Deep learning successfully classifies problems
related to nonlinear decision-making, but lacks the ability
to interpret, while tree-based machine learning predicts
customer repurchase likelihood in an intuitive and easy-to-
interpret manner based on customer service usage history.
Unlike problems where superior performance is a priority,
such as computer vision or signal processing problems, it is
essential to understand the importance of feature variables
in survival analysis problems. For example, if a customer
has a frequent history of repairs due to defective products,
the probability of the customer repeating a purchase is low.
In other words, when performing target marketing using
predictionmodels, the performance of themodel is important,
but it is more important to discover important variables that
marketers can intuitively understand, utilize, and interpret,
as shown in Table 13.

VI. REPURCHASE PROBABILITY-BASED TARGET
PROMOTION STRATEGY
Since the proportion of customers who actually repurchase
TVs is very small, we plan to target both customers at the top
and bottom of the repurchase risk prediction score derived
through the utility function. In particular, the target campaign
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TABLE 16. Comparisons of predictive performance of the deep learning models.

TABLE 17. A concrete example of possible operation strategies.

cycle (weekly or monthly, and several weeks or months,
etc.) needs to be carefully set up and customer segments
are created based on feature values analyzed as dominant
influencing factors. Thus, the effectiveness of the model can
be verified by deriving the utility function result (repurchase
probability) for each customer segment and implementing
differentiated strategies for top or bottom ones.

As for feature importance, although the order of the top
15 features was different in the two models, the same top
4 groups of features were obtained: (1) features related to cus-
tomer loyalty grade (NCRM_CUST_GRD_NM), (2) RFM
features (days_since_last_purchase, sell_tot), (3) repair grade
code (REPA_GRD_NM: explanation not processed/no visit,
product refund, parts out of stock, etc.), (4) repair defect
type code (REPA_BAD_TP_NM: product defect, emotional
dissatisfaction, installation problem, etc.).

Potentially, we can design the type of campaign activity
with customer segments using feature values (1) and (2)
above and customer segments using feature values (3) and (4)

above. Next, subject extraction is performed based on the
following criteria.

By providing a probability of repurchase within n days
based on the survival function, we support the execution of
repurchase promotional activities for m customers with a high
repurchase probability in the desired target promotion time.
It can be done both by every week or month and by every
few weeks or months. Table 17 shows a concrete example of
possible operation strategies for target marketing that can be
executed first using the dominant features derived from our
prediction model and utility functions.

VII. CONCLUSION AND FUTURE WORKS
In this study, we applied statistical andmachine learning tech-
niques based on survival analysis to predict TV repurchase
and analyzed the results. Our work has academic significance
in the following respects. First, we created features by
comprehensively analyzing customer-company interaction
data, such as customer purchase history, demographic
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information, and counseling and repair history for actual
CRM products in operation. In addition, we developed a
survival ensemble model by applying the labeling logic
that reflects the customer’s purchase cycle characteristics
of the home appliance business domain, rather than the
statistical techniques and binary classification models of
existing studies related to repurchase prediction in the
e-commerce area.

Specifically, we applied survival analysis-based predictive
modeling to tv repurchase prediction and verified the
performance of it. Last but not least, we developed a
utility function that provides useful information about what
decisions to make at what point in time by estimating survival
functions and risk functions. For example, marketers can
group customers by target month (e.g. within 3 months after
first purchase, 3 to 6 months, within 12 months, etc.) by
referring to each customer’s monthly survival function-based
repurchase probability information. Then, for each group,
a customized promotional campaign can be implemented for
the m customers with a high probability of repurchase at the
target time. In particular, if the predicted purchase probability
is high and the period is short (e.g. within 3 months),
intensive active marketing is carried out, and if the predicted
probability of purchase is low and there is some distance in
the future (e.g. after 1 year), passive marketing that takes
more cost into consideration is conducted. They can create
a cost-effective marketing strategy based on the follow-up
purchase period.

A limitation of this study is that features other than CRM’s
customer data-related features, such as actual TV device
usage history or external data, have not yet been applied.

In addition, local interpretation method which analyzes
how much individual observation units contributed to the
model prediction value for each feature variable, is also
meaningful. Since implementation in the data-based mar-
keting area must be based on an understanding of the
basis for AI decision-making, the sensitivity analysis is
very important as a way to increase the explanatory power
of AI. I learned through literature survey that SurvLIME
and SurvSHAP, explainable artificial intelligence models
specialized in survival prediction, had been developed. Thus,
the task of increasing explainability will be a meaningful
future study that provides important insight in introducing
a repurchase prediction model in the digital marketing
area.

Furthermore, when using the utility function that provides
the probability of TV repurchase within N days based on
the survival function, the ratio of the number of customers
who repurchase TV is very small, so the additional selection
logic based on the fine-grained thresholds is required.
(Especially in the case of selecting target customers based
on the probability of purchase (risk rate) within 3 months).
Additionally, it is necessary to apply the developed prediction
model to an actual repurchase promotionmarketing campaign
to analyze the contribution of the prediction model to the
marketing success rate. Here, what is more important than

the accuracy of repurchase prediction is actually increasing
service quality and sales while reducing marketing costs.
Therefore, performance judgments regarding the accuracy
of repurchase prediction may also vary depending on the
detailed strategy of the promotional campaign to be proposed
to customers. In the future, researches to optimize the
thresholds of risk probability and survival period using
marketing profits and costs will also be worthwhile.
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