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ABSTRACT Feature selection plays a significant role in machine learning and data mining, where the
goal is to screen out the most representative and relevant subset of features from a large collection of
features to improve the performance and generalization ability of the model. In this paper, a hybrid feature
selection algorithm that combines a filter algorithm and an improved particle swarm optimization algorithm
is proposed, that is, the Information Gain and Maximum Pearson Minimum Mutual Information improved
Adaptive Particle Swarm Optimization algorithm (IGMPMMIAPSO). First, combined with the characteris-
tics of the Pearson correlation coefficient and mutual information, a filter algorithm called Maximum Pearson
Minimum Mutual Information (MPMMI) is proposed. The algorithm balances the relevance and redundancy
between the features by adjusting two weight parameters (w1 and w)2). Second, Adaptive Adjustment of
Control (AAC) is introduced to update the particle swarm optimization algorithm, so that the particle velocity
has a higher searching ability, and the diversity of population position changes is increased. The improved
algorithm was used as the wrapper algorithm. Simultaneously, the concepts of the No Continuous Change
(NCCO) times and collision distance values are proposed. According to these, the IGMPMMIAPSO algorithm
is proposed by combining the filter algorithm and wrapper algorithm. To verify the performance of the
proposed algorithm, we experimented with other state-of-the-art hybrid algorithms using eight datasets. The
experimental results show that the classification accuracy of the proposed algorithm is at least 0.1% higher
than that of the other five algorithms, and the feature subset length is shorter.

INDEX TERMS Feature selection, filter, collision distance value, MPMMI, APSO.

I. INTRODUCTION Maximum Relevance and Minimum Redundancy (mRMR)

Feature selection(FS) [1], [2] is a critical step in machine
learning and data analysis [3], [4], because it helps to iden-
tify the most informative and relevant features from a given
dataset, while removing irrelevant or redundant features. The
selected features not only improve the accuracy and effi-
ciency of the model, but also provide insight into potential
patterns and relationships in the data.

In recent years, additional feature selection algorithms
have been proposed and applied to solve dimension dis-
asters [5], [6], [7] problems in machine learning. Among
them, the filter algorithms and wrapper algorithms are
common feature selection methods. Filter methods (e.g.,
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[8], Information Gain (IG) [9]) evaluate and rank the fea-
tures to select the most relevant features independently of
the specific machine learning algorithm. Wrapper methods
combine meta-heuristic algorithms (e.g., Genetic Algorithm
(GA) [10], Whale Optimization Algorithm (WOA) [11],
Particle Swarm Optimization algorithm (PSO) [12]) with
classifiers [13] (e.g., Support Vector Machine (SVM) [14],
k-Nearest Neighbor (KNN) [15]), where the performance of
the model is trained and evaluated using different subsets of
features, and selecting the subset of features with the best per-
formance. These feature selection methods can help to reduce
the number of features in dataset and improve the model’s
efficiency. However, both the filter and wrapper algorithms
have limitations. Filter algorithms may ignore the interactions
and dependencies between features because they evaluate
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the features independently. However, wrapper algorithms are
computationally extremely expensive and time consuming,
especially for datasets with a large number of features.

Inspired by MFO, Chen et al. [16] proposed a new FS
method based on PSO to solve the high-dimensional classi-
fication problem by sharing information between two related
tasks generated from a dataset. This method combines feature
selection and classification tasks by optimizing multiple clas-
sification tasks using an evolutionary algorithm to select the
best subset of features. However, this method only considers
sharing the global best solution in PSO, and does not consider
other useful information such as local position and velocity.
This may result in high computational complexity and require
a lot of computing resources. Yang et al. [17] proposed a
bidirectional feature-fixation (BDFF) framework based on
PSO for large-scale feature-selection problems. Aiming at
large-scale datasets, a bidirectional feature-fixation mecha-
nism was introduced to make the algorithm more effective
in feature selection. This method can effectively deal with
high-dimensional feature spaces and reduce the computa-
tional complexity of the feature selection process. However,
the evaluation time was long and might have been influenced
by the local optimal solutions in some cases. Thaher et al.
[18] proposed a feature selection method that combines the
Boolean Particle Swarm Optimization (BPSO) with multiple
evolutionary population dynamics methods. By utilizing the
global search capability of the BPSO and the advantages of
the evolutionary population dynamics method, the efficiency
and accuracy of feature selection were improved. However,
feature selection combining multiple optimization methods
may require more computational resources, especially when
dealing with large-scale datasets, which may lead to the
problem of higher computational complexity.

Kaur et al. [19] proposed a feature selection method based
on mutual information and adaptive Particle Swarm Opti-
mization (PSO) for image steganalysis. Mutual information
is used as a metric for feature selection to capture the rele-
vance between features and target variables, which helps in
selecting the most relevant features for image steganalysis
tasks. The utilization of the adaptive PSO algorithm [12]
for feature selection enhances the global search capability,
thereby facilitating the identification of an optimal subset of
features. Ye et al. [20] proposed a feature selection method
using a Leader-Learning Adaptive Particle Swarm Optimiza-
tion algorithm (LLAPSO). The LLAPSO method adopts the
leader learning mechanism, making the particles based on
the experience of leaders adjust their learning strategies, thus
enhancing the global search ability of the algorithm. In addi-
tion, an adaptive weight factor and adaptive inertia weight
were introduced to improve the adaptability and convergence
speed of the algorithm, but they may fall into a local optimal
solution in a high-dimensional feature space. Hu et al. [21]
proposed a federal feature selection algorithm based on par-
ticle swarm optimization. The algorithm is performed under
privacy protection, which is particularly important for sce-
narios involving sensitive data. Adopting the framework of
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federated learning for feature selection would enable model
training and feature selection among multiple participants
without sharing the original data, which is beneficial for pro-
tecting data privacy. However, it should be noted that privacy
protection might have an impact on the performance and
efficiency of the algorithm, and it is necessary to weigh the
performance of privacy protection and feature selection. The
parameter selection and convergence of the PSO algorithm
may affect the performance of the algorithm, which must be
appropriately tuned.

In summary, hybrid feature selection algorithms were
analyzed and demonstrated based on an improved wrapper
algorithm. In this paper, a hybrid feature selection algorithm
was developed by combining a filter algorithm with a wrap-
per algorithm. To ensure that the filter algorithm provides a
better subset of candidate features, the wrapper algorithm can
better jump out of the local optimum and provide a better
classification accuracy. In this paper, a new hybrid feature
selection algorithm [22] was developed by combining the
filter algorithm with the wrapper algorithm. The experimental
results show that the proposed algorithm outperforms the
traditional filter algorithms and wrapper algorithms in terms
of feature selection accuracy and computational efficiency.
Moreover, this set of experiments achieved better classifica-
tion results than those of the compared algorithms on the eight
datasets.

The contributions of this paper are as follows:

1) A filter algorithm based on the Pearson correlation
coefficient and mutual information is proposed, which is
called the Maximum Pearson Minimum Mutual Information
(MPMMI). The weights of the relevance and redundancy
were adjusted in the algorithm using two weighting param-
eters (wp and wpp).

2) Modifying the particle swarm optimization algorithm.
Adaptive Adjustment of Control (AAC) is introduced to
update the velocity of the particle, and the position of the
particle is updated by comparing the average probability (p)
of the random number of all dimensions with the proba-
bility of any dimension. In addition, for the corresponding
positions of the remaining features after adjustment by the
PSO algorithm, the value that appears the most times in each
iteration (the mode) is adopted for normalization.

3) No continuous change times or the concept of col-
lision distance. The filter algorithm is invoked multiple
times according to the relationship between the ball collision
distance and No Consecutive Changes (NCC). The filter
algorithm (i.e., univariate and multivariate filter algorithms)
is determined by the number of collision-distance values
(count_distance) generated during the iteration. Thus, the
subset of candidate features provided by the filter algorithms
was adjusted to facilitate the algorithms to jump out of the
local optimum.

The structure of this paper is as follows. The second part
introduces the related work of the algorithm. The third part
describes the proposed hybrid feature selection algorithm in
detail. The fourth part introduces the experimental setup and
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the analysis of the experimental results. The fifth section
discusses the advantages and disadvantages of the algorithm,
as well as the direction of future research, and provides a
further outlook.

1. RELATED WORKS

This part mainly introduces the relevant contents involved in
the algorithm, including the principle of ball collision and
collision types (Section A), the basic concept and calcula-
tion method of information gain (Section B), the concept of
the Pearson correlation coefficient and relevant calculation
method (Section C), and the calculation of mutual informa-
tion (Section D). And particle swarm optimization algorithm
is related to theoretical knowledge, formulas, and other con-
tent introduction (Section E).

A. BALL COLLISION(BC)

The principle of ball collision is based on Newton’s third
law [23], which states that the forces between any two bodies
are reciprocal, equal in magnitude, and opposite in direction.
Ball collision refers to the interaction between two or more
small balls through the action of each other’s forces colliding
to change their speed and direction. According to the type of
collision, ball collisions can be classified as elastic [24] and
inelastic [25].

1) ELASTIC COLLISION

In elastic collisions, the interaction force between the balls
causes their velocities to change; however, the total kinetic
energy and momentum [26] remain constant before and
after the collision, that is, the total energy and momen-
tum are conserved. If the shape of the objects does not
change during the collision, then it is a perfectly elastic
collision.

Assuming that the masses of balls A and B are m4 and mp,
respectively; v4 and vp are the initial velocities of balls A and
B before the collision, respectively; and v4r and vpy are the
velocities of balls A and B after the collision, respectively; the
energy conservation law can be expressed as follows:

1mA -vﬁ + lmgvg = —mAvi + lmgvg (1)
2 2 2 AT TRTE

According to the momentum conservation law before and
after the collision, we obtain.

mAVA + mpvp = mavaf + mpvpys 2)

From the above two conservation formulas, which are
perfectly elastic collisions, kinetic energy is conserved, and
kinetic energy remains unchanged before and after the
collision.

my — mp 2mp
VAf = ————VA+—— VB 3
/ mg +mp mg +mp
2my4 myg —mp
Vpf = ——— V4 — ————— Vg 4
d my +mp my +mp @
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2) INELASTIC COLLISION

Inelastic collision refers to the process of collision between
some or all kinetic energy into other forms of energy, such as
heat energy, sound energy, and deformation energy. In inelas-
tic collisions, momentum is conserved, but the kinetic energy
is no longer completely conserved.

B. INFORMATION GAIN(IG)
Information Gain [27] is a metric used in the field of machine
learning and data mining to quantify the amount of infor-
mation provided by specific features in the context of a
given dataset. The calculation of the information gain [28]
is based on the concept of information entropy. Information
entropy is used to measure the uncertainty or purity of data.
Information gain was obtained by comparing the parent node
of information entropy and information entropy to measure
the characteristics of the child node’s contribution to the
classification task.

In information theory, information entropy is calculated as
follows:

H(T)=-) (px)-logyp (x)) )

where H(T) represents the entropy (information uncertainty)
of the target variable 7', and p(x) represents the probability of
each class in the target variable T'.

For the conditional entropy H (T|A) under the condition
of the characteristics of a target variable T condition entropy,
the computation formula is as follows:

H(T|A)=> (p(a)-H (T|A=a) (6)

where p(a) represents the probability of each value in feature
A, and H(T|A=a) represents the entropy of the target variable
T under the condition that feature A is a.

H(T|[A=a)=-) px|A=a)-log,px|A=a) (7)

where p (x |A=a) represents the probability of each category
in target variable T under the condition that feature A is a.

Algorithm 1 Pseudo-Code of the IG

Input: Dataset D, sample number n (each sample has m features and a
label), number of features: K
Output: Sequence of features
Calculate IG
Calculate the entropy H(D) of the dataset according to formula (5).
For each feature i:
Calculate the entropy of feature H (D [i) according to formula (7).
Calculate the IG of feature i according to formula (8).
Selected_Features is the top K features
Return Selected_Features
End

By calculating the information entropy and conditional
entropy, it is possible to measure the information gain (IG)
obtained by categorizing the target variable T under the con-
dition of feature A. IG can be expressed as follows:

IG(T,A) = H (T) —H (T |A) ®)
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C. PEARSON CORRELATION COFFFICIENT(PEARSON)
Pearson’s correlation coefficient [29] (Irene Rodriguze-Lujan
et al.,2010), Pearson product-moment correlation coeffi-
cient (PPMCC or PCCs), also known as PPMCC or PCCS,
is a method to measure the correlation between two vari-
ables [30]. It reflects the correlation of two variables;
therefore, it is only sensitive to a linear relationship. The
values range between [—1, 1], with one indicating a perfectly
positive correlation, zero indicating no linear relationship,
and —1 indicating a perfectly negative correlation. If there
are variables X (x1, x2,..., x,) and Y (y1, y2,..., Yn), then the
Pearson correlation coefficient of variables X and Y can be
expressed as
.y cov(X,Y) 9
pX,Y)= oX 0¥ )
where cov (X, Y) is the covariance of variables X and Y. o X
and oY denote the standard deviations of variables X and Y,
respectively.

Covariance represents the overall error between the two
variables. The standard Deviation represents the degree of
dispersion of the variables. Covariance and standard deviation
were calculated using the following formulas:

SY X — pX)- (Y — puY)

cov(X,Y) = N (10)
N

oX = /M (a1
N

oY = M (12)

N

where X and Y are the values of the variables X and Y,
respectively. uX and pY are the mean values of variables
X and Y, respectively, and N is the number of samples.

D. INFORMATION(MI)
Mutual Information (MI) [37], [38] is an indicator used to
measure the correlation between two random variables. It can
be used to measure the degree of interdependence between
two variables, and the amount of information passed between
them. It may be regarded as a random variable that contains
information about another random variable, or a random vari-
able with another known random variable that is not positive.
The calculation of mutual information is based on the con-
cept of information entropy, which can be calculated by using
the joint probability distribution of two random variables and
their respective edge probability distributions. The higher
the value of mutual information, the stronger the correlation
between the two variables and the weaker the correlation
between the two variables. The joint distribution of two ran-
dom variables (X, Y) is denoted as p (X, y), and the marginal
distribution is denoted as p(x) and p(y) respectively. Mutual
information I (X: Y) is the relative entropy of the joint dis-
tribution p (X, y) and the marginal distribution p(x)p(y), that
is, the mutual information of two discrete random variables
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X and Y can be defined as follows:

p(x,y)
IX,Y =§ 2 Ly) - log——7" 13
( ) xexyeyp(x y) ogp ©p 0 (13)

According to the chain rule of entropy, we have:
H(X)—-HX|Y)=H(Y)—-H (Y|X) (14)

The difference is called X and Y of mutual information, as I
X;Y).

Mutual information can be both positive and negative,
depending on the relationship between random variables.
Mutual information represents the degree of information
dependence between two random variables, and its positive
and negative values and magnitudes reflect the diverse types
of dependence.

E. PARTICLE SWARM OPTIMIZATION (PSO)

PSO is an evolutionary computation technique developed
in 1995 by Eberhart and Kennedy [31], from the study of
bird predation behavior. The algorithm is a simplified model
based on swarm intelligence inspired by the regularity of bird
swarm activity. PSO is based on the observation of animal
cluster activities and makes use of the information shared by
individuals in the group to make the movement of the whole
group evolve from disorder to order in the problem-solving
space to obtain the optimal solution.

The basic idea of the PSO algorithm is to regard the prob-
lem to be optimized as a search problem in multidimensional
space and regard each solution as a particle, which searches
for the optimal solution by constantly adjusting its position
and speed. A flowchart of the PSO algorithm is shown in

Fig. 1.

Output the global

Initialize the
particle swarm optimal solution
Ty

Calculate the ﬁmgss . N Loop end?
value of each particle

{

Update particle
velocity and position

Update the local and
global optimal positions
of the particles

FIGURE 1. Flowchart of the PSO algorithm.

Each particle has its own position and velocity, which
needs to be updated based on own optimum and the popu-
lation optimum.

Vir1 = w-vy +c1 -rand()- (pBest, — x;)
+ ¢2 -rand()- (gBest —x;) (15)
Xep1 =Xt + Vi1 (16)

where v,41 is the velocity of the particle at 41 iterations, w
is the inertia weight, ¢; and c; are the learning factors, rand()
is a random number between 0 and 1, pBest and gBest are the
local and global best positions of the particle, respectively,
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—e— Label X
7{-=-p
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p:0.9966

1 ./
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The number of element

FIGURE 2. Relationship between label X and variable Y.

and x;, x;11 are the positions of the particle at ¢ and ¢+41
iterations, respectively.

The advantages of the PSO algorithm include simple
implementation, strong global search ability, and good adapt-
ability to the constraints of the problem [32].

A hybrid feature selection algorithm IGMPMMIAPSO,
is proposed in this paper to avoid the filter algorithm provid-
ing a single subset of candidate features in feature selection,
which causes the algorithm to fall into a local optimal solu-
tion. The algorithm is an improvement of related work and
consists of IG, MPMMI, and the Adaptive Particle Swarm
Optimization algorithm (APSO). In the third part of the arti-
cle, the design of the algorithm is described in detail.

Ill. IGMPMMIAPSO ALGORITHM

This section introduces the framework, pseudo-code, and
algorithm flowchart of MPMMI, APSO, and the proposed
algorithm IGMPMMIAPSO.

A. MPMMI FILTER ALGORITHM

A new filter algorithm, MPMML, is proposed with two param-
eters to adjust the relevance between labels and features
using the Pearson correlation coefficient and the redundancy
between features using mutual information.

1) MAXIMUM PEARSON (MP)

Through the introduction of the Pearson correlation coeffi-
cient in Part II C, the Pearson correlation coefficients of the
two variables can be obtained by calculating the covariance
and standard deviation.

Suppose we give the data of two variables x and y, x =
[1, 2, 3, 4, 5], y = [0.3, 1.6, 3.8, 6, 8], and calculate p(x,
y) = 0.9966 using formula (9). 0.9966 is very close to one,
indicating that there is a strong positive correlation between
variables x and y. As shown in Fig. 2.

If two variables are given as m = [1, 2, 3,4, 5] and n =
[3.6, 1.2, 0.8, 8, 0.5], p (m, n) =0.0302 is calculated using
formula (9), which is close to 0, indicating that there is no
linear relationship between variables m and n.

Figs. 2 and 3 show that the relationship between variables
x and y is stronger, and the correlation between variables m
and n is weak.
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FIGURE 3. Relationship between label M and variable N.

Max p: Variable A
p:0.9993

—e— Variable A
variable B
—a— Label C
—=— Variable D
—— Variable E
- p

The value of value and feature
IS

0.0 0.5 10 15 2.0 25 3.0 35 4.0
The number of element

FIGURE 4. Relationship between multiple variables and labels.

There are multiple features in the dataset, and the feature
with the strongest correlation to the label can using calculated
by the following formula:

mp (Fobject9 L) = max (p (Fi, L)) (17)

where MP(Fopject, L) represents the maximum Pearson value
from the feature set to the label, Fypjec; represents the set
of all features in the dataset, L represents the label vector
in the dataset, max represents the maximum value function,
p(Fi, L) is calculated according to formula (9), represents the
Pearson correlation coefficient between variables F; and L,
F; represents the ith feature in the set, i = 1, 2, ..., n.

If there are multiple features, such as five variables, then,
A=11,24,38,55,7,B=1[02,12,5,6.2,9], C =[0.3,
1.9, 4.1, 6.3, 8.5], D = [1.5, 3.2, 6, 7.6, 8], E = [1, 0.3,
1.8, 5.4, 8.3]. The Pearson values between the four variables
A, B, D, E, and the labeled variable C were calculated, and
the maximum value was selected as the maximum Pearson
value [33], which was calculated using formula (9) to obtain
max(p) = 0.9993, as shown in Fig. 4.

2) MINIMUM MUTUAL INFORMATION (MMTI)

Based on the concepts of maximum relevance and minimum
redundancy, we need to consider not only the relevance
between features and labels, but also the redundancy between
features. Mutual information was used in this paper to
evaluate the redundancy between features. This provides a
comprehensive measure of the relationship between features,
which leads to better trade-offs and judgments in the feature
selection process.
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FIGURE 5. Relationship between variables X, Y, and label variable Z.

Similar to the correlation coefficient, if the two existing
features are denoted as F; and F; respectively, the correlation
coefficient is denoted as p(Fj, Fj), and the mutual information
is denoted as I(F;, F;).

However, both Pearson and mutual information denote
relevance, so we take the value of minimum mutual informa-
tion [34] as a measure of redundancy between features. For
example, variables X =[1, 2, 3,4, 5],Y =1[0.5,5, 1.8, 3,
6], Z =1[2,4, 6, 8, 10], calculated by formula (13), I(X, Z) =
0.25,1(Y, Z) = 0.07, min (/) = 0.07, as shown in Fig. 5.

In the feature selection process, it is necessary to select
feature from a group, and the known feature is the redun-
dancy of the smallest feature. The mutual information value
between a feature and each feature in the feature group is
calculated using the mutual information, and the feature with
the minimum mutual information is selected.

A known feature is labeled F,,., and a set of features is
labeled Fopjeer = {F1, F2,..., Fieyoo o, Fpl k= 1,2, ..., n,
then the minimum mutual information can be expressed as
follows:

MmI (FkIlOWv Fobject) = min (MI (Finow, Fr)) (18)

where MMI (Fow, Fobjec:) Tepresents the value of the mini-
mum mutual information from a feature to a set of features
corresponding to a feature F, min represents the function of
finding the minimum value, and MI(Fypow, Fx) is calculated
using formula (13).

The mutual information value between two sets of features
must also be calculated using the mutual information value
between two variables. The set of known features is G =
{g1,82,---, &ir---s8&m}, 1 = 1,2, ..., m. Another goal set for
Fopject = {F1,F2,....Fi,... Fp}, k = 1,2, ..., n. Feature is
selected from the target set such that the mutual information
between this feature and the known feature set is minimum.

MMI (G,F ppject) = min (I (G,F))k=1,2,...,n. (19)

where MMI(G, Fopject) represents the minimum mutual infor-
mation between the target set and the known set correspond-
ing to a feature Fy, min represents the minimization function,
G represents the known feature set, Fypjecr represents the
target feature set, M is calculated according to formula (20),
and F}, is the element in the set.

it 1 (g Fr)
m

MI (G,Fy) = (20)
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Input parameters:
Fobject:L:Wp1,Wp2,1=0.K

Select feature g; from Fopjece G = {81,828 8is1} .
according to formula (21)(1=0) Febjece=Fobject — {8141}

) 1

1=1,G={g,} Select feature gj; from Fopjece
Fobject = Fobject — G according to formula (21)

| Jx

Select feature g; from Fopject
according to formula (21)(1=2)

FIGURE 6. Flowchart of the MPMMI algorithm.

where m represents the number of elements in the feature
set G, and g; is the element in G. I(g;, Fx) is calculated by
formula (13), which represents the mutual information of
variables g; and Fy, g; and F represent the i and kth features
in the set, respectively,i=1,2,...,m, k=1,2,...,n.

3) MAXIMUM PEARSON MINIMUM MUTUAL INFORMATION
(MPMMI)

To achieve the “maximum relevance and minimum redun-
dancy” criterion, we combined the maximum Pearson’s
correlation coefficient and the minimum mutual information
mentioned earlier. We adjust the weight of both by introduc-
ing weighting factors in formula (21) to avoid the situation
where both are equally important in the filter algorithm. From
this, we can calculate the score of each feature and output the
sequence of features in descending order.

MPMMI (g,—)
Wp1 -MP (Fobjecta L) i=0
= 3 wp1 -MP (Fobject’ L) + wp2 -MMI (glv Fobject) i=1
wp1 “MP (Fopject, L) + wp2 -MMI (G,Fopject) i > 1
2D

where w1 and wy, are weight coefficients, calculated by
formulas (22) and (23), which are used to adjust the impor-
tance of relevance and redundancy. They must be dynamically
adjusted to the size of the feature set and the number of
selected features. Fopjec; denotes the set of candidate fea-
tures, L denotes the label vector of the dataset, G denotes
the set of already selected features, where g denotes the
first already selected feature. i = 0 indicates that there is no
feature in the G set, and i = 1 indicates that there is only one
feature in the G set, i >1 indicates that there are at least two
features in the G set.

wpr1 =1— ——r (22)

——T/2
1+e 10

sz = W (23)
1+e 10
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where ¢ represents the number of iterations and T represents
the total number of iterations.

In Fig. 6, the input parameter Fopjec; denotes the set of all
features in the dataset, and the number of features in the set
is gradually reduced to empty. L represents the label vector,
i represents the number of features selected from Fpjecr, and
K represents the number of features in the dataset.

Algorithm 2 Pseudo-Code of the MPMMI

Input: w1, wp1, number of features: K,
feature set: Fopjecr, i = 0

Output: Sequence of features

Select feature gy from Fypjecr according to formula (21) (i = 0)
G={g1}, Fobject= object'Gs i=it+l

Select feature g5 from Fypjecr according to formula (21) (i = 1)
G={g1, 82/, Fobject=Fobject - {82}, i=i+ 1

While i< K
Select feature g; 1| from Fopjec; according to formula (21) (i >1)
G = G+{git+1}
Fobject = Fobject‘{gi+l}
i =i+l

End

B. APSO WRAPPER ALGORITHM

In this paper, the velocity and position update of the original
PSO algorithm were improved. We named the new method
“Adaptive Particle Swarm Optimization algorithm (APSO)”.

1) UPDATES ON PARTICLE VELOCITIES

In the traditional PSO algorithm [31], the movement of par-
ticles is only guided by the local and global optima, while
the interactions between particles are ignored. In addition, the
acceleration factor for velocity update is usually fixed, which
is generally taken as two. This setting may cause the particle
to fall into the local optimal solution in the search space and
thus fail to search globally for a better solution.

Adaptive Adjustment of Control (AAC) realizes flexible
adjustment of particle velocity and position by dynamically
adjusting the acceleration coefficient [35]. The introduction
of AAC not only improves the convergence speed and global
search ability of particle swarm optimization algorithm but
also makes the algorithm more flexible and adaptive. This
improvement enables the algorithm to cope better with the
complex search space during the optimization process and
effectively avoid falling into the dilemma of local optimal
solutions.

The dynamic adjustment of the AAC is specified as
follows:

AAC, 1438 fi<fit
AAC,1 -8 fi>fit (24)
AAC 1 fi=ft

AAC; =

where f; represents the fitness value of the ith particle in
the rth iteration, AAC; represents the value of the adaptively
adjusted control parameter in zth iteration, and § represents
the adaptive increment, which is typically taken as 0.01.
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Update the values of the learning factors c1, c2 by the
values of AAC:

¢l = g - (AAC, +1) (25)

c2=c¢ (26)

[y

where « is a constant, usually taken as two.

Because t is in the range of [1,200], formula (24) is used
from the second iteration, and the initial value of AAC is
set to one. Therefore, the value range of AAC is [—1, 3],
which indirectly affects the value ranges of ¢1 and ¢2 to be
[0, 4]. The AAC value changes with the number of iterations,
as shown in Fig. 7. Fig. 8 shows the changes in the learning
factor with the number of iterations under the effect of AAC.

2) UPDATES ON PARTICLE POSITIONS
In the continuous PSO algorithm, the probability p-value of
selecting the content [33] is an important parameter used
to control whether the particle adds the change in current
velocity to the position update. The discrete PSO algorithm
can be used to better define this probability parameter.
Specifically, for each feature dimension of each particle,
a random number feap(i) was generated. These random num-
bers should take values in the range [0, 1], indicating the
magnitude of the likelihood that the feature will be selected.
The random numbers for all feature dimensions are then
averaged to obtain an overall probability p-value, that is,
iz feap (i)

p=== 27)
n

where n is the number of features in the dataset.
The p-value defined in this manner allows for a more
comprehensive decision on what to select by considering
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FIGURE 9. Mode adjustment method.

the randomness of the particle in each dimension. When
performing particle position updates, we can decide whether
to add the amount of change in the current velocity to
the position update based on a random number and proba-
bility p-value for each feature dimension. Specifically, for
each feature dimension i, if feap(i) < p, it means that the
feature dimension is “‘selected,” and the change in cur-
rent velocity needs to be added to the position update.
On the contrary, if feap(i) > p, the feature dimension
is not “selected,” and the position does not need to be
updated.

Xii1 = {xt +vir1  feap (l.) <p 28)

Xt feap (i) > p

where x;41 and v;11 represent the position and velocity at the

(t+1) th iteration, respectively, which can be obtained using
formula (15).

Algorithm 3 Pseudocode for APSO Algorithm

Input: t =1, T = 100, w, selected_features= []
Output: selected_features
Initialize parameters
Initialize the particle swarm
While t<T
Calculate the fitness function of the population and update the
local optimal solution
Update the value of AAC according to formula (24)
Update the learning factors c¢; and ¢y according to formula
(25,26)
Update the velocity according to formula (15)
Update the position according to formula (28)
According to the number of the PSO adjusted not normalized
location down to 0 or 1
Update the global optimal solution
t=t +1
Output selected_features
End

This method based on discrete PSO can better define
the probability p-value for selecting content in the con-
tinuous PSO algorithm, thus increasing the flexibility and
diversity of the algorithm. By introducing randomness
and integrating the probabilities of each feature dimen-
sion, the particles can explore more comprehensively in
the search space and can avoid falling into local optimal
solutions.

Finally, our improved APSO algorithm was combined with
SVM [39] to form a wrapper algorithm. In addition, this
algorithm is used to perform feature selection to find the
optimal solution, that is, to find the optimal particle location
in the search space.
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3) LEGACY POSITION ADJUSTMENT METHOD
In traditional methods, we perform the algorithm after the
corresponding position of those features is not O or 1 value,
according to a random number judgment, which is attributed
to 0 or 1. However, this cannot ensure the accuracy of the
value and may even appear for all O or 1 results. Our ultimate
goal is to make the data more convincing, the results more
accurate, and the swarm intelligence optimization algorithm
can better jump out of the local optimal and find the global
optimal. Therefore, the value adjusted by the algorithm is
the value that appears the most times in each iteration (the
mode) as the judgment basis. If the value of the corresponding
position of the feature is greater than that of the mode, it is
set to one, and vice versa, it is set to 0, as shown in Fig. 9.
By choosing the value that occurs most times in each itera-
tion as the basis for judgment, we can better reflect the results
of the algorithm after execution. Compared with random
number judgment, the use mode can provide more accurate
feature values. Random numbers may lead to unstable results,
whereas the mode can reduce this uncertainty to some extent,
so that the value of the corresponding position of the feature
can be determined more accurately. In addition, using this
mode as a basis for judgment can reduce data volatility.
Choosing the value that occurs most times in each iteration
can avoid drastic changes in feature values between iterations,
making the data more stable, which in turn facilitates PSO to
better jump out of the local optimal.

C. FRAMEWORK OF THE IGMPMMIAPSO ALGORITHM
This section introduces the framework of the algorithm,
including the change in the distance value, population initial-
ization method, pseudo-code, and algorithm flowchart. The
algorithm is combined with filter algorithms and wrapper
algorithms by introducing the collision distance value (dis-
tance) and No Consecutive Changes (NCC) to prevent the
algorithm from falling into local optimal solutions.

1) ALGORITHM FRAMEWORK

In optimization algorithms, we often face the problem of “‘not
being able to jump out of the local optimum,” which causes
the algorithm to fall into the limitation of the optimal solution
and fail to find the global optimal solution. To avoid this situ-
ation, this section introduces a framework based on collision
distance and No Consecutive Changes (NCC), as shown in
Fig. 10. The algorithm uses a nested loop structure, with each
module showing the specifics of the loop.

The key to the entire algorithm is the judgment of the filter
algorithm. The filter algorithm is executed only if the colli-
sion distance is greater than the number of NCC. However,
the filter algorithms in this paper were executed in two ways:
univariate filter (IG algorithm in Section B of Part II) and
bivariate filter (MPMMI algorithm in Section A of Part III),
depending on the number of changes in the collision distance
value. After the execution of the filter algorithm, a subset of
candidate features is generated and provided to the wrapper
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FIGURE 10. Framework of the IGMPMMIAPSO algorithm.
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FIGURE 11. Location diagram of collision point.

algorithm. Based on the candidate feature subset, the wrapper
algorithm determines the local optimum iteratively. By exe-
cuting the filter algorithm multiple times, a local optimum
is found in the newly generated feature subset each time.
In this manner, the algorithm can overcome the limitations of
the local optimum and determine the global optimal solution.
At the end of the loop, the global optimum was the output.

The collision distance values were calculated based on the
small ball collisions in Section A of Part II. When two objects
collide, according to the law of conservation of momentum
and the law of conservation of energy, we can deduce the
position of the collision point and change in the velocity of
the objects after the collision. In this paper, we assume a
perfectly elastic collision between spheres A and B, that is,
kinetic energy is conserved before and after the collision and
momentum is conserved before and after the collision.

In this paper, we simulate a ball collision in a
two-dimensional space where rebound occurs and stops,
as shown in Fig. 11, which is a two-dimensional coordinate
system with X-Y axes. Assuming that the positions of points
A and B are the initial positions, they are denoted as Py
and Pp, where the coordinates of point A can be denoted as
Pa(Ax, Ay)( the subsequent positions of B, C, D and E are
denoted similarly). During the iteration process, the mass of
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the ball was constant; however, the velocity of the two balls
changed with the number of iterations.

In Fig. 11, the two balls depart from points A and B with
different velocities, collide at point C(denoted as Pc), and
rebound after the collision with some energy loss, possibly
stopping at the positions of points D and E (denoted as Pp
and Pg) after running for a period of time.

First, the position of collision point C was calculated. It can
be obtained from the initial positions of balls A and B and their
velocities before collision, that is,

Va
Pc=P4s+ (Pp—Py) ViiVa (29)
where P4 and Pp are the initial positions of balls A and B,
respectively, and V4 and Vg are the velocities, that is, the
initial velocities.

Second, the rebound stopping points D and E, which are
the positions of balls A and B when they stop. We denote the
velocities of balls A and B as v4r and vy after the collision.
According to formulas (1)-(4), vafc, vafy, VB and vpg, can be
obtained, so we can calculate the position of the two points
Pp and Pg using the position of the collision point C and the
velocity and energy loss after the collision, as follows:

VAfx VAfy
Pp =Pc — — —= 30
b ¢ (vAfx loss YAy loss) (30)
VBfx VBfy
Pp="rP — —= 31
E ¢+ (vax loss VBfy loss) GD

where, loss is the energy loss value with value in the range of
[0, 1].

The positions of the collision points C, D and E were
calculated using formulas (29~31). The distance from point
C to points D and E can be calculated by the following

formulas.
CD = /(Pc — Pp)? (32)
CE =/ (Pc — Pp)? (33)

where Pc, Pp and Pg are the coordinates of the points
in two-dimensional space, and the distance between two
points is based on the coordinates of the corresponding
points. For example, in Fig. 9, points A and B are (1,1)
and (6,6), respectively; therefore, the distance of AB is
V(6 — 1)* 4 (6 — 1)>= 54/2. Therefore, both CD and CE are
available.

In each iteration, because the coordinates of the points at
the initial positions of the two balls and the initial velocities
are taken randomly, the value of the distance resulting from
the collision also changes with the number of iterations.
However, there may be cases where the values are all zero,
and the resulting CD, and CE may also be zero. To prevent
such a result, a natural constant e was chosen to compute the
distance further.

In Fig. 12, the NCC with an initial value of 1 is
greater than that with an initial value of 0. Therefore,
it is determined in the first iteration. The collision distance
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was calculated as follows:
distance = |max (CD, CE, ¢) | (34)

where | max(CD, CE, e)] represents the larger value between
CD, CE and e rounded down.

When the collision distance is large, the optimal value can
be determined through several iterations. When the collision
distance value is small, a filter algorithm is typically used, and
the number of changes in the collision distance value is used
to determine whether it is a univariate filter algorithm (IG)
or a bivariate filter algorithm (MPMMI). New popu-lations
are formed by readjusting different combinations of features
such that the algorithm achieves the goal of jumping out of
the local optimum and finding the global optimum.

2) SELECTION OF THE NUMBER OF FEATURES

In the feature selection process, we usually need to con-
sider the dataset, vector labels, and number of features to
be selected, denoted as K. In general, because the dataset is
not considered, the value of K is fixed. In this case, the best
subset of features may not be selected on different datasets
or different problems. Therefore, determining the value of K
to be selected based on the information in the dataset may be
more flexible and effective.

In this paper, we wish to select as few features as possible
to avoid overfitting and to improve the interpretability of the
algorithm. However, we must retain sufficient information
to maintain the predictive power of the IGMPMMIAPSO
algorithm. To significantly reduce the dimensionality of the
data, we must select an appropriate number of features in
high-dimensional datasets. Therefore, we used logarithm [36]
to construct a function to determine the value of K to achieve
dimensionality reduction of the data.

y =log.x 35)
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TABLE 1. Range of y variation under the action of different values of «.

Number € Span of y Range of y
1 1.05 41.30 155.79~197.08
2 1.06 34.58 130.45~165.02
3 1.07 29.78 112.33~142.12
4 1.08 26.18 98.76~124.94
5 1.09 23.38 88.21~11.58
6 1.1 21.14 79.75~100.89
7 1.11 19.31 72.83~92.14
8 1.12 17.78 67.07~84.85

where x represents the number of features in the dataset and
y represents the number of selected features. For the value of
&, we use 0.01 as an interval, which ranges from 1.01 to 1.19.
The value of y changes when different values are provided,
as listed in Table 1. Here, we chose any number from 1.06 to
1.12.

In a given dataset, the number of features x is deter-
mined, thus determining the range of values for the response
variable y. However, to select the optimal subset of fea-
tures to improve the algorithm’s performance, two random
numbers are introduced to adjust the value of K. The selec-
tion of the value of K provides flexibility in selecting a
subset of features, which further optimizes its predictive
power.

K = |int (y +i-rand() - 0.1 q) —randint|  (36)

where i represents the number of particles in the dataset;
q is randomly determined, representing positive or negative
numbers; rand() is a random number; randint is a random
integer, usually from 1 to 10, y is calculated by formula (35);
|| indicates that the absolute value of the result is taken to
avoid K being negative.

During multiple dimensionality reductions, different K
values may be obtained; thus, the repeatability of the dimen-
sionality reduction is low. Simultaneously, we can obtain
a feature subset with high classification accuracy and low
length.

3) INITIALIZATION METHOD

In swarm intelligent optimization methods, population initial-
ization is especially important because it directly affects the
search space and the final optimization performance of the
algorithm.

In this paper, a randomized initialization method was
adopted after considering the change in the filter algorithm
on the ranking of features [36]. For the random initialization
of each individual in the population, when the value of the
corresponding position of the feature is greater than or equal
to 0.5, it is set to 1, which indicates that the feature is
selected; otherwise, it is set to 0, which indicates that the
feature is not selected. As shown in Fig. 13, this method can
introduce a certain amount of randomness, simulate a real
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FIGURE 14. Flowchart of the IGMPMMIAPSO algorithm.

situation, increase the exploration ability of the search space,
and allow flexibility in adjusting the probability of features
being selected.

4) PSEUDOCODE AND FLOWCHART OF THE ALGORITHM
Fig. 14 shows the flowchart of the proposed algorithm IGMP-
MMIAPSO, and Algorithm 4 is its pseudocode.

IV. EXPERIMENTAL RESULTS AND ANALYSIS

This section introduces the datasets used for the experi-
ments, the experimental parameter settings of the proposed
algorithm and comparison algorithms, and the experimental
results and analysis.

A. DATASETS AND PARAMETER SETTINGS

1) DATASETS

To wvalidate the superiority of the IGMPMMIAPSO
algorithm, we performed a series of tests on eight datasets
selected from the Gene Expression Model Selector, which
were evaluated based on the following datasets: Breast,
CNS, Detect, DLBCL, GLI-85, Leukemia, secom, and
SMK-CAN-187.

These datasets cover the number of classes, samples, and
features for each dataset. In our experiments, these datasets
were analyzed using the IGMPMMIAPSO algorithm and
its performance are evaluated based on the details listed in
Table 2.
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{ Initialize the population |

Algorithm 4 Pseudo-Code IGMPMMIAPSO
Input: dataset, r = 1, T = 200, NNC=1, distance=0, population,
popsize =30, count_distance=0
Output: bestnest, gBest
While 1<T
Calculate the distance according to formula (34)
If NCC=1 or NNC>distance
Update wy; and wy; according to formulas (22) and (23)
If the number of collision distance value changes is odd
Calculate the new ordered features by the filter algorithm IG
Else
Calculate the new ordered features by the filter algorithm MPMMI
Endif
count_distance=count_distance+1
Endif
Calculate the population fitness function and update pBest
Update AAC according to formula (24)
Update c; and ¢, according to the formula (25), (26)
Update velocity according to formula (15)
Update position according to formula (28)
If pBest > gBest
Update gBest, bestnest
NCC=lI
else
NCC=NCC+1
Endif
t=t +1
End

2) PARAMETER SETTINGS
To compare the hybrid feature selection algorithm (hybrid
algorithm) with the proposed IGMPMMIAPSO algorithm,
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TABLE 2. Introduction to the datasets.

No. Datasets Class Instances Features  Abbreviation
1 Breast 2 97 24481 Bre
2 CNS 2 60 7129 CNS
3 Detect 3 373 531 Det
4 DLBCL 2 77 5469 DLB
5 GLI-85 2 85 22283 GLI
6 Leukemia 2 72 7070 Leu
7 Secom 2 1569 590 sec
8 Cil\T\?ﬁ-W 2 187 19997 SMK

we used similar classifiers and parameter settings. Among the
five hybrid algorithms with which they were compared, the
performance depended on the selected classifiers and param-
eter settings. In our proposed IGMPMMIAPSO algorithm,
we followed settings similar to those listed in Table 3 to
ensure the accuracy and reliability of the experimental results.

In this paper, by using similar parameter settings, we can
more accurately reveal the advantages of the proposed IGMP-
MMIAPSO algorithm over the hybrid algorithms being
compared. In the proposed algorithm, we discarded the tra-
ditional maximum number of iterations of 100 and changed
it to 200. However, it will still be executed ten times for each
dataset. An increase in the number of iterations effectively
prevents the algorithm from falling into a local optimum,
which in turn enables the algorithm in this paper to better
find the global optimum and obtain the best classification
accuracy (ACC).

The fitness function is computed using an SVM classifier.
The solution to this problem is to select the feature subset
with the highest classification accuracy based on the SVM
classifier. The penalty parameter and RBF parameters were
selected using the grid search method.

The classification accuracies of the datasets in Table 4 used
the ten-fold cross-validation technique, which is a common
model evaluation method. By dividing the dataset into ten
loops, each loop was divided into ten groups, one for testing
and nine for training. Each loop produces classification accu-
racy by taking the average of these accuracies as the result of
the fitness function.

B. EXPERIMENTAL RESULTS AND COMPARISON
Eight datasets and six algorithms were used in this experi-
ment. Each algorithm runs ten times on each dataset. Table 4
shows the average classification accuracy and average feature
subset length (LEN) achieved by the five hybrid algorithms
and the proposed algorithm on the eight datasets. The results
of the proposed algorithm are shown to outperform other
algorithms on the eight datasets.

Table 4 shows that the IGMPMMIAPSO algorithm
achieves the highest average classification accuracy in eight
datasets. In Detect, DLBCL, GLI-85 and Leukemia datasets,
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the classification accuracy of IGMPMMIAPSO algorithm is
greater than 95%. Compared to other compared algorithms,
the IGMPMMIAPSO algorithm obtained the shortest feature
subset length in most cases.

In the Detect, DLBCL, secom and SMK-CAN-187
datasets, the IGMPMMIAPSO algorithm has higher ACC
than all other algorithms and the shortest feature subset length
(LEN). On the Breast dataset, the value of ACC is higher
than that of the other algorithms, but the feature subset length
is longer than that of the mRMR+PSO and mRMR+GWO
algorithms. In CNS and Leukemia datasets, the values of
ACC are equal to those of other algorithms, but in terms of
feature subset length, the CNS and Leukemia datasets are
longer than those of the mRMR+CS algorithm. In addition,
for the GLI-85 dataset, although the value of ACC was lower
than that of the other algorithms, feature subset length was
the shortest. It also proves that the proposed algorithm can
obtain a smaller feature subset length than other algorithms.

As can be seen, our proposed algorithm shows advantages
in both classification accuracy and optimal feature subset
length on most datasets. Compared to the other five hybrid
algorithms, the proposed algorithm has a higher classifica-
tion accuracy, and the selected feature subset length is
smaller. This also proves that the proposed algorithm can
effectively improve the classification accuracy when dealing
with various datasets, and can select representative features
more effectively. Thus, reducing the length of the feature
subset while improving the classification accuracy.

The algorithm introduces the concepts of collision distance
values and NCC, thus effectively integrating filter algorithms
and wrapper algorithms. When the local optimum value does
not change after many iterations, the algorithm performs
a filter algorithm to generate another subset of candidate
features. The wrapper algorithm then obtains a new local
optimum based on a new subset of candidate features. Thus,
the algorithm can obtain the global optimum while actively
breaking through the multiple local optima.

C. EXPERIMENTAL ANALYSIS

1) EXECUTION OF FILTER ALGORITHM FOR COLLISION
DISTANCE VALUE

In the experiment, the IGMPMMIAPSO algorithm was exe-
cuted ten times on each dataset and the number of filter
algorithm execution was counted. Then the generation times
of the collision distance value can be used to judge whether
the filter algorithm is univariate or bivariate. Finally, the
statistical results are shown in Fig. 15.

In Fig. 15, the X-axis represents the number of runs of the
dataset, ranging from 1 to 10. The Y-axis represents eight
different datasets. The Z-axis represents the number of times
the filter algorithm is executed during the run of the dataset.
When the dataset is executed ten times, each time the filter
algorithm is executed a different number of times. Maximum
number of executions is twenty-two and minimum is eleven.
As can be seen from Fig. 15, the number of iterations (T) is a
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TABLE 3. Experimental parameter settings.

No. Algorithm Experimental parameter
1 mRMR+PSO Particle: 30, maximum weight value (Wy,4,):0.9, minimum weight value (W,,;,,): 0.4, Maximum iterations:200
2 mRMR+GWO Wolves: 30, initial contraction coefficient: 0.5, final contraction coefficient: 0.01, Maximum iterations:200
3 MRMRBBA Bat: .30, loudness: 1.5, pulse rate: 0.5, minimum frequency value: 0, maximum frequency value 1, Maximum
iterations:200
4 mRMR+CS Cuckoo: 30, discovery probability: 0.25, Levi's flight parameters: 1.5, Maximum iterations:200
5 mRMR+GA Chromosome number: 30, crossover probability (P.): 0.7, the mutation probability (P,,): 0.5, Maximum iterations:200
6 IGMPMMIAPSO | Particle: 30, maximum weight value (Wy,q,):0.9, minimum weight value (W,,;,): 0.4, Maximum iterations:200

TABLE 4. Average classification accuracy and feature subset length of six algorithms on eight datasets.

mRMR+PSO mRMR+GWO mRMR-+BBA mRMR+CS mRMR+GA IGMPMMI
No. | Dataset APSO

ACC LEN ACC LEN ACC LEN ACC LEN ACC LEN ACC LEN
1 Bre 56.6 24.1 56.5 22.7 56.4 50.2 56.6 59.2 55.2 51.9 56.9 44.0
2 CNS 65.0 322 65.0 31.3 65.0 47.6 65.0 17.0 65.0 39.3 65.0 27.7
3 Det 99.6 327 99.9 435 99.8 49.5 99.8 525 99.5 53.7 99.9 18.0
4 DLB 100.0 49.9 100.0 60.5 100.0 52.7 100.0 40.4 100.0 41.1 100.0 16.5
5 GLI 99.8 25.9 100.0 44.5 99.4 48.3 99.3 51.7 98.2 50.1 96.6 25.5
6 Leu 100.0 50.0 100.0 68.8 100.0 53.0 100.0 18.9 100.0 40.5 100.0 38.7
7 sec 93.4 26.3 93.4 37.0 93.4 51.0 93.4 19.3 93.4 40.8 93.5 17.2
8 SMK 58.1 523 71.7 79.3 68.0 64.2 68.6 52.0 59.6 57.6 72.7 48.0

Bold indicates the optimal value.

fixed value, and its value is 200. The more times the filter
algorithm is executed, the greater the number of different
feature subsets it provides. Therefore, the more local optimal
values the wrapper algorithm can obtain. Conversely, the
fewer times the filter algorithm is called, the more often the
wrapper algorithm is updated in the local optimum.

In summary, the wrapper algorithm is not affected by the
number of calls to the filter algorithm and can obtain more
optimal values, thereby obtaining the global optimal value.

2) RELATIONSHIP BETWEEN COLLISION DISTANCE VALUE
AND NUMBER OF NO CONSECUTIVE CHANGES

The variation in the collision distance is closely related
to the value of NCC. From Fig. 15, we can see the effect of
the filter algorithm being executed 10 times on eight datasets.
In Fig. 16 to 23, we take one of them for a detailed analysis.
Through the scatterplot, it is easy to find that the changes in
the collision distance value and NCC show a certain pattern
as the number of iterations increases.

When the value of the collision distance changes, the value
of NCC also changes accordingly, indicating that they are
closely related. At the same time, we can also see that at
some specific iteration points, the collision distance values
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and NCC values change abruptly, which may correspond to
the moments when the filter algorithm is reinvoked.

In Fig. 16 to 23, the X-axis represents the number of
iterations, from 1 to 200; and the Y-axis represents the values
of distance and NCC. Each execution of the filter algorithm
was performed with NCC reset to one. There are two possible
scenarios for the execution of the filter algorithm: 1) the max-
imum value changes, and the NCC needs to be recalculated;
and 2) the value of NCC exceeds the collision distance value,
and the filter algorithm needs to be invoked to reform a subset
of the candidate features and start a new round of exploration.

As can be seen from Fig. 16 to 23, the distribution
of scatters is denser in the Breast, CNS, Detect, DLBCL,
and SMK-CAN-187 datasets, which proves that the filter
algorithm has been invoked many times on these five datasets
in the current loop. In contrast, for the three datasets, GLI-85,
Leukemia, and secom, the distribution of scatters is sparser,
indicating that the filter algorithm has been invoked fewer
times in the current loop.

This also proves that the execution times of the filter
algorithm are random, and the experimental results are not
accidental and the algorithm falls into the local optimal situ-
ation. In addition, the filter algorithm is invoked to determine
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FIGURE 17. Trend of NCC and distance on CNS.

whether it is a univariate or multivariate, based on the number
of times the collision distance value is generated.

3) CHANGES IN FEATURE SUBSETS

The proposed algorithm was executed ten times on each
dataset, but the value of K was taken differently for these ten
times. This means that for each dataset, we performed several
experiments with different parameters.

Fig. 24 shows the results of this multiple-loop experiment
on eight datasets for dimensionality reduction. From this
figure, we can clearly observe the number of features in each
dataset as well as the changes in the value of K and the value
of LEN (the first K features selected by the filter algorithm
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FIGURE 20. Trend of NCC and distance on GLI.

and then selected by executing the wrapper algorithm, which
indicates the length of the optimal subset of features). Thus,
it is possible to better understand the performance and effect
of the algorithm on different datasets.

For the Detect dataset, Fig. 25 shows the relationship
between K and LEN after executing the IGMPMMIAPSO
algorithm ten times. There were four times when the value of
K exceeded 40 and six times when it was less than 40. There
were five times when LEN was a one-digit value. Multiple
values of K enhance randomness and prevent chance. At the
same time, it results in better convergence for dimensionality
reduction of the wrapper algorithm.
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4) CHANGES IN WEIGHT COEFFICIENTS

In the bivariate filter algorithm (MPMMI), to provide a subset
of candidate features, we introduce two weight factors as a
measure of relevance and redundancy, that is, w,; and wp).
As the values of the two weight factors vary with the number
of iterations, the bivariate filter algorithm provides a feature
subset rich in diversity.

Fig. 26 illustrates the variation in the two weight parame-
ters, wp1 and wyy, with the number of iterations on the secom
dataset.

From the figure, it can be observed that wy; gradually
increases and wy; gradually decreases, and the values of wy;
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FIGURE 26. Trend of and on secom.

and wy; are equal at t=100. wy; and wy; values affect the
ratio of relevance to redundancy, and Pearson’s relevance is
more influential at <100, which indicates that when the num-
ber of features is small, the relevance between the features
and labels is predominant in the selection of the features.
At r>100, Mutual Information redundancy is more influen-
tial, indicating that redundancy between features dominates
feature selection when the number of features gradually
increases.

5) CHANGES IN ADAPTIVE INCREMENTS
On each dataset, the proposed algorithm was executed
10 times, each time with 200 iterations. However, the adaptive
increment 6 was randomly generated with the number of
iterations. Its value range is controlled in the range of [0,0.1]
to prevent the algorithm from converging too fast and falling
into a local optimum. The change in the value of § in a
particular loop over 200 iterations on the eight datasets is
plotted in Fig. 27.

In Fig. 27, the X-axis represents the number of iterations,
and the Y-axis represents the value of the adaptive increment
Delta($). In 200 iterations, the value of § is randomly taken to
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TABLE 5. Computational complexity of the comparison algorithm and the
proposed algorithm.

No. Algorithm Computational Complexity
1 mRMR+PSO O(T xn? xS)
2 mRMR+GWO O(T xn?x5S)
3 mRMR+BBA O(T xn% xS)
4 mRMR+CS O(T x n? X S)
5 mRMR+GA O(T x n? x S)
6  IGMPMMIAPSO

O(T X (n X m) X S)

ensure that the § is not fixed during each iteration. However,
§ affects the adjustment of AAC, which in turn affects the
change in learning factors. In this paper, the dynamic adjust-
ment method was used to adjust the learning factors to update
the particle velocity. This is more flexible than the update of
the traditional PSO, and the particles can better find the global
optimal solution.

D. COMPUTATIONAL COMPLEXITY

The computational complexity is the amount of resources
required to execution of an algorithm. These resources
include time (the number of steps required for execution)
and space (the amount of memory required). In this paper,
the computational complexity of the five algorithms used for
comparison with the proposed IGMPMMAPSO algorithm is
presented in tabular form in Table 5.

where T denotes the maximum number of iterations, m
denotes the number of features we selected, n denotes the
number of features in the dataset, and S denotes the time
required to execute the SVM classifier.

From Table 2, the number of features we selected is far
less than the original number and m is much less than n. That
means that n x m is less than n%. So, when compared with
other algorithms, the proposed algorithm has a lower compu-
tational complexity than the other five hybrid algorithms and
takes less time. This also means that the IGMPMMIAPSO
algorithm can process more data or perform more iterations
in the same time, which not only improves the performance
but also increases the efficiency of the algorithm. In addi-
tion, the low computational complexity also means that the
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IGMPMMIAPSO algorithm may be better suited to resource-
limited situations, as it can complete computational tasks in
a shorter period of time.

V. CONCLUSION

In the feature selection process, a hybrid feature selection
algorithm IGMPMMIAPSO, was proposed to prevent the
algorithm from falling into local optima. The algorithm
mainly consists of IG, MPMMI, and APSO, which adjust
the order and frequency of execution by changing the NCC
and collision distance values. Compared to other hybrid
algorithms, the proposed algorithm provides a larger sub-
set of candidates while preventing filter algorithms from
being called frequently. Through experiments, we verified
the effectiveness of the IGMPMMIAPSO algorithm for fea-
ture selection. The algorithm fully demonstrates the multiple
relationships between features and labels, features and fea-
tures. Such multifaceted considerations improve the accuracy
and robustness of feature selection. The experimental results
show that the classification accuracy is at least 0.1% higher
than that of the other algorithms on some datasets. However,
on other datasets, IGMPMMIAPSO provides a shorter subset
of features.

Comprehensive experimental results show that our
algorithm achieves satisfactory results in feature selection
and provides strong support for feature selection and data
modelling in practical applications. With the widespread
use of multimodal datasets in practical applications, we can
consider how to extend the algorithm to deal with the feature
selection problem of multimodal datasets and how to realize
dynamic feature selection in the future. This method can cope
with the situation that the data feature distribution changes
with time, so as to achieve a more flexible and adaptive
feature selection method.
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