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ABSTRACT Currently, we are once again experiencing a frenzy related to artificial intelligence. Generative
Pre-trained Transformers (GPT) models are highly effective at various natural language processing tasks.
Different varieties of GPT models are widely used these days to improve productivity. Graphic departments
generate art designs, developers engineer intricate software solutions, leveraging services predicated on the
GPT framework, and many other industries are also following the lead and implementing these new sets of
tools in their workflow. However, there are areas in natural language processing where a simple solution is
often more suitable and effective than current Large Language Models. In this article, we decided to analyze
and compare the practical use of one of the more popular GPT solutions, J-Large, and the simple rule-based
model we implemented. We integrated these two models into the internal information system of a private
company focused on communication with customers in the gaming industry. Both models were trained on
the same dataset provided as a log of conversational interactions for the last two years in the given system.
We observed that GPT models exhibited superior performance in terms of comprehensibility and adequacy.
The rule-based models showed noticeable proficiency in handling domain-specific tasks, mainly when fed
with datasets extracted from the historical communication between users and a specialized domain system,
such as a customer care department. As a result, with a sufficiently tailored and specific dataset at their
disposal, rule-based models can effectively outpace GPT models in performing domain-specific tasks.

INDEX TERMS Chatbot, generative pre-trained transformers, large language models, transformer model,
rule-based model.

I. INTRODUCTION
Recent advancements in Natural Language Processing (NLP)
have yielded a suite of Generative Pre-trained Transformer
(GPT) models capable of high-quality natural language gen-
eration (NLG). These models use a transformer architecture
and extensive pre-training on vast text corpora to discern and
learn language’s inherent patterns and structures. Progress-
ing from GPT-1 through GPT-4, we observe considerable
enhancements in the capabilities and quality of NLG. Despite
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these strides, GPT models have shortcomings, necessitating
comparative studies delineating their merits and demerits.
Although researchers have conducted numerous studies com-
paring the performance of various GPT models [1], these
often target specific applications or domains and generally
require operation via public cloud service due to their high
demand.

Moreover, the extensive data requisite for training these
models requires extensive data sets. Also, the operational
cost of these software applications is not sustainable from
a longer-term perspective for medium and small-size insti-
tutions. Motivated by these factors, we elected to contrast
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FIGURE 1. The individual steps of the experiment.

the performance of a GPT model with a rule-based model
under the realistic conditions of a corporate Customer Care
(CC) department’s information system. This empirical com-
parison allows us to examine if GPTmodels are necessary for
every chatbot or if chatbots might handle specific tasks more
effectively based on a different algorithmic principle with less
data-intensive training requirements.

We conducted an experiment that validated and compared
a GPT model with a rule-based model under real-world con-
ditions of CC. Our experiment extended over six months
and encompassed various tasks, including data collection
from the preceding two years within the company host-
ing the experiment. This process generated a corpus of
40,344 question-answer pairs to train a customized fine-tuned
model on the J-Large platform and our proprietary rules-
based model. Throughout the experiment, CC department
employees received responses generated by both models and
chose an appropriate answer or rejected both, offering their
response instead. We subsequently analyzed the collected
data to determine the effectiveness of both models in gen-
erating suitable customer responses.

The aim of our experiment was to determine the suitability
of both approaches for practical application in CC.Wewanted
to understand the advantages and disadvantages of both pro-
posed solutions. Given the challenges in implementing a
robust large language model (LLM) such as GPT, as well

as the necessary financial costs, we sought to determine to
what extent such a system can be fully replaced by a simpler
solution – such as a rules-based model.

The individual steps of the experiment, including the steps
for training, fine-tuning, andmodel implementation, are visu-
alized in figure (fig. 1) and described in detail in Section III:
Materials and Methods. We based our work on the previous
communication between CC staff and customers over the past
two years. This formed the foundation for our two created
models, which we subsequently validated under real-world
conditions of a commercial company.

Our article offers a perspective on language models in the
context of practical applications in the domain of customer
communication within the gaming industry. Currently, there
are several articles comparing LLMs with each other. In our
article, we aim to answer the question of whether LLMs
can be replaced by a simpler model in practical applications.
We compare LLMs with a simpler approach, the rule-
based model. This comparison is based on the results from
the real-world usage of both environments in commercial
practice.

The structure of the paper is as follows. The current state
of research in the area of the influence of window size
and dimension size parameters is summarized in the second
part. Spam datasets used in the research, as well as related
text pre-processing techniques and text vectorization models
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used, are described in the third section. The most impor-
tant results are summarized in the fourth section. Discussion
and conclusions form the content of the last part of the
paper.

II. RELATED WORK
Nowadays, it is quite normal for large corporations to strive
for automating seemingly simple customer contact opera-
tions. Several analyses have confirmed that customers calling
customer lines regularly try to get the same information, and
only a tiny percentage of those need a ‘‘custom’’ approach
to address their requirements [2] successfully. The same
formula can be applied to a wide range of communication
channels between a person and any institution, whether it is
a student looking for an answer to when they can send their
application or a postal service customer who does not know
which service is best for sending their package. It is well-
known that it is more cost-effective to create a technical tool
to address these demands [3] than to employ hundreds of
customer support agents who will communicate with peo-
ple looking for specific information through chat or other
means.

Predictions from 2022 even said that specific segments of
the economy, such as banking, would use chatbots to interact
with customers in 2022 for up to 90% of total customer-bank
communication [4]. All this is possible through using neural
networks and their training for NLG purposes.

A. GENERAL OPERATION OF TRANSFORMER MODELS
Several market leaders currently use trained neural networks
to create individual chat instances for different purposes.
Whether it is GPT-4, Jurassic-1 or Wu Dao 2.0, we are
still talking about algorithmically related solutions. The dif-
ferences between them are primarily in the trained set and
additional operations done before the input is sent to the
neural network and output is presented to the user.

These neural networks are defined as ‘‘pre-trained’’ neural
networks, meaning they were not created to be used for a
specific scenario. However, the mentioned models are from
the Transformer models category. It is a neural network
architecture developed by Google Brain in 2017 [5]. Models
that fall into the Transformers category use a self-attention
mechanism appropriate for understanding natural language.
It should be mentioned that the introduction of the attention
mechanism in 2015 caused a considerable breakthrough and
enabled the creation of the first models of this type, such
as GPT-1 or BERT, from Google in the following years.
Attention is a function that calculates the probability of the
occurrence of another word surrounded by others.

B. OPENAI MODELS
The newest GPT-4 transformer model, like its numerical
predecessors, was implemented by the research organization
OpenAI and is considered the gold standard in the industry.
The organization was founded in 2015 and is considered a

TABLE 1. The ratio of datasets on the GPT-3 training set.

direct competitor of DeepMind [6]. Microsoft declared that it
has agreed to exclusive GPT-X licensing [7].
GPT-3 is a third-generation, autoregressive language

model that uses deep learning to produce human-like text.
To put it more simply, it is a computational system designed
to generate sequences of words, code or other data, start-
ing from a source input called the prompt. It is used, for
example, in machine translation to statistically predict word
sequences. The language model is trained on an unlabeled
dataset comprising texts, such as Wikipedia and many other
sites, primarily in English and a few other languages. These
statistical models must be trained with large amounts of data
to produce relevant results. The first iteration of GPT in
2018 used 110 million learning parameters (i.e., the values
a neural network tries to optimize during training). A year
later, GPT-2 used 1.5 billion of them. GPT-3 used 175 billion
parameters. Nowadays, GPT-4 uses 170 trillion parameters,
which is a significant increase compared to GPT-3.5. This
is expected to significantly improve the model’s ability to
generate coherent and contextually appropriate responses to
text prompts and its overall language understanding and NLP
capabilities [8].
The more parameters a model has, the more data is needed

to train the model. According to the creators, the OpenAI
GPT-3 model was trained on 45 TB of text data from several
sources. Several data sets which are used to train the model
are listed in table (Tab 1).

It is trained on Microsoft’s Azure’s AI supercomputer [9].
It is a costly training, estimated to have cost $ 12 million [10].
The selected approach is suitable for multiple use cases, not
only chatbots but also summarization, grammar correction,
email composition, translation, question answering and many
more.

In 2020, the British journal The Guardian published an
article written by GPT-3 based on the provided require-
ments [11]. The text was edited, and the article was sen-
sationalist. However, it must be said that after the article’s
publication, a wave of criticism arose about the presentation
of the text. Many leading AI figures have criticized The
Guardian for misleading the general public. As examples,
they referred to concepts such as ‘‘good‘‘ and ‘‘evil‘‘ in the
article, which are, of course, concepts which GPT-3 is unable
to grasp [12].

Based on the GPT-3 documentation, there are four main
standard models (Tab. 2) currently publicly available [13].
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TABLE 2. The ratio of datasets on the GPT-3 training set.

TABLE 3. Basic overview of Jurassic-1 parameters in each engine.

C. AI21 STUDIO MODELS
Jurassic-1 was implemented by a company called AI21 Labs.
AI21 Labs is an Israeli company that was founded in
2017, including Prof. Yoav Shoham (Professor Emeritus
at Stanford), Ori Goshen (Founder of CrowdX), and Prof.
Amnon Shashua (Founder, Mobileye). In August 2021, the
company announced it had trained and released two large
NLP models, Jurassic-1 Large and Jurrasic-1 Jumbo, via
an interactive web UI called AI21 Studio [14]. Like GPT-
3, Jurassic-1 consists of auto-regressive models trained on
a mix of English corpora that scales up to 178 billion
parameters. It diverges, however, from GPT-3 in several
important respects, such as the size of vocabulary and the
depth/width ratio of the neural net. Jurassic-1 is based on
Transformer architecture with the modifications proposed
by Radford et al. [14]. Input tokens are converted to vector
representation with a nvocab-by-dmodel embedding matrix

and fed into the Transformer network. The architecture com-
prises nlayers Transformer layers using a hidden dimension
dmodel, each equipped with a self-attention module with
nheads attention heads of size dhead and a feed-forward
module [15].
Based on the information from the AI21 Studio web-

site [16], there are two main standard models publicly
available, which are listed in table (Tab 3).

Jurassic-1 is offered via AI21 Studio, the company’s
new NLP-as-a-Service developer platform, a website and
API where developers can build text-based applications
like virtual assistants, chatbots, text simplification, content
moderation, creative writing, and many new products and
services [17].

D. BEIJING ACADEMY OF ARTIFICIAL INTELLIGENCE
MODEL
In June 2021, researchers at the Beijing Academy of Artificial
Intelligence (BAAI) announced the release of Wu Dao 2.0,
a multimodal AI model capable of generating text indis-
cernible from human-crafted prose. Containing 1.75 trillion
parameters, the parts of the machine learning model learned
from historical training data, Wu Dao 2.0 is ten times larger
than OpenAI’s 175-billion-parameter GPT- 3, which was the
newest model from OpenAI at that time [18].
Wu Dao 2.0 is the latest example of what former OpenAI

policy director Jack Clark calls model diffusion, or multiple
state and private actors developing GPT-3-style AI models.
For example, Russia and France train smaller-scale systems
via Sberbank and LightOn’s PAGnol, while Korea’s Naver
Labs invests in the recently created HyperCLOVA. Clark
notes that because these models reflect and magnify the data
they are trained on, various countries care about how their
cultures are represented in the models [19].

Wu Dao 2.0, which arrived three months after version
1.0’s March debut, is built on an open-source system akin to
Google’s Mixture of Experts, dubbed FastMoE. Mixture of
Experts, a paradigm first proposed in the ’90s, keeps models
specialized in different tasks within a more extensive model
using a ‘‘gating network.’’ BAAI saysWuDao 2.0was trained
with 4.9 terabytes of Chinese and English images and text
on supercomputers and conventional GPU clusters, giving it
more flexibility than Google’s system because FastMoE does
not require proprietary hardware [20].

Wu Dao 2.0’s multimodal design affords it various skills,
including performing NLP text generation, image recogni-
tion, and image generation tasks. Given natural language
descriptions, it can write essays, poems, and couplets in
traditional Chinese, caption images, and create nearly pho-
torealistic artwork. According to Engadget, Wu Dao 2.0 can
also power ‘‘virtual idols’’ and predict the 3D structures of
proteins, like DeepMind’s AlphaFold [21].

E. GOOGLE MODEL
Google’s GPT model BERT, which stands for Bidirec-
tional Encoder Representations from Transformers. Unlike
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recent language representation models, BERT is designed
to pre-train deep bidirectional representations from unla-
beled text by jointly conditioning on both left and right
context in all layers. As a result, the pre-trained BERT model
can be fine-tuned with just one additional output layer to
create state-of-the-art models for a wide range of tasks,
such as question answering and language inference, without
substantial task-specific architecture modifications. BERT
is conceptually simple and empirically powerful. It obtains
new state-of-the-art results on eleven natural language pro-
cessing tasks, including pushing the GLUE score to 80.5%
(7.7% point absolute improvement), MultiNLI accuracy to
86.7% (4.6% absolute improvement), SQuAD v1.1 question
answering Test F1 to 93.2 (1.5 point absolute improve-
ment) and SQuAD v2.0 Test F1 to 83.1 (5.1 point absolute
improvement) [22].

One of the unique features of BERT is its ability to use
multi-task learning to perform multiple NLP tasks simultane-
ously. The model can perform both generation and prediction
tasks, making it a versatile tool for a wide range of NLP
applications.

Google AI has utilized BERT in its research, including
developing the Google Research Football Environment and
creating an AI agent to play soccer using the model [23].

BERT’s transformer-based architecture is built on the self-
attention mechanism, allowing the model to weigh the impor-
tance of different input tokens and generate output tokens
based on their relative importance [5]. The self-attention
mechanism is effective in various NLP tasks, including
machine translation and language modelling. The implemen-
tation into a practical application was carried out by creating a
chatbot named BARD. BARD is now known as Gemini [24].

F. RULE-BASED MODELS
Rule-based models are straightforward when compared to
learning-based models. There is a specific set of rules. If the
user query matches any rule, the answer to the query is
selected. Otherwise, the user is notified that the answer
to the user query does not exist. One of the advantages
of rule-based models is that they always give accurate
results. However, on the downside, they do not scale well.
To add more responses, new rules must be defined. Examples
of rule-based model implementations are IBM Watson or
Google Dialogflow [25].

The rule-based model is based on specific rules to answer
the text given by humans. The Rule-based model may be
based on a rule given by humans, but it does not mean that
we would not use any dataset to create one [26].
Using a list of sentences measures the similarity between

the query text we put into our chatbot and every single text
in the list of sentences. Whichever result produces the closest
similarity (for example, the highest cosine similarity) would
become the chatbot answer.

Using cosine similarity, we would create a chatbot that
answers the queries bymeasuring the similarities between the
query and the corpus we developed [27]. This methodology

is also referred to as the ‘retrieval-based chatbots’ approach.
These systems evolve the capability to discriminate and select
a fitting response to user queries.

A rule-based approach is currently being employed in
several applications within the domain. For instance, it has
been utilized in the development of therapeutic chatbots [28],
[29] aimed at aiding customer support agents [30]. Addi-
tionally, educational institutions have adopted this approach
to address diverse inquiries about academic matters, encom-
passing facilities, procedures, and policies [31].

Chen et al. [32] emphasize the frequent application of this
concept in scenarios centered around information retrieval,
where users seek information based on predefined con-
straints. An illustrative instance of a frame-based framework
is when users provide specific details, such as their departure
and arrival cities, when searching for a route. Nonethe-
less, such a framework may encounter challenges adapting
to unstructured conversations [33] that deviate from prede-
termined plans. Moreover, the system’s usability becomes
increasingly challenging to enhance, particularly when user
inputs fail to match any information within the database [34].

G. HYBRID MODELS
Given that both aforementioned approaches, rule-based mod-
els and large language models (LLMs), possess significant
advantages as well as fundamental drawbacks in different
areas, the need has arisen to combine these two approaches in
order to leverage the strengths of both while minimizing their
weaknesses to the greatest extent possible. Common features
of such combinations involve using rule-based/intent-based
model components to identify context or perform specific
actions, and then formatting the output using LLMs to gener-
ate syntactically acceptable responses that simulate human.

This method is used in various fields, for example, in the
medical field with Med|Primary AI assistant [35]. These
tools in specified area are primarily utilized to enhance effi-
ciency in patient diagnosis, where, as mentioned earlier, the
selection of the diagnosis is handled by a rule-augmented AI-
empowered system that incorporates a rule-based decision
system, and the subsequent presentation of results to the
patient is delivered by an LLM [36]. Despite the existence
of numerous tools for creating chatbots [37], one of the most
popular tools for hybrid models is RASA. Originally, it was a
platform for creating only rule-based chatbots, but with the
advent of more sophisticated LLMs capable of simulating
human responses much more convincingly, the platform was
enhanced to allow for the integration of LLMs via API at the
user’s discretion [38]. This approach is currently considered
the most advanced in terms of response quality and accuracy,
though it remains relatively expensive due to the necessity of
having a custom LLM.

H. MODELS COMPARISON METHODOLOGIES
Numerous studies and articles compare NLG models in aca-
demic and professional literature. It is common for these
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comparisons to include results and characteristics from vari-
ous platforms that are currently on the market. Watson from
IBM, Dialogflow, LUIS, and RASA are the most well-known
platforms. These platforms have proven effective in general
question-answering services, as highlighted by the study con-
ducted by Setyawan [39].

In addition, other research endeavours have focused on
comparing services in the realm of Natural Language Under-
standing (NLU) that are publicly available now [40]. These
studies share several common elements, particularly when it
comes to the design and execution of specific experiments.
Most of these studies start by defining a domain-specific
corpus and subsequently create two or more chatbots pow-
ered by each tested service. After developing these chatbots,
different prompts are executed to generate the desired out-
puts. The final evaluation of these outputs is then conducted
using selected deterministic or stochasticmethods, depending
on the preferences of the research team [41].
The main point of divergence in these research works is

the choice of a specific domain and the dataset size provided,
as mentioned in the study by Liu in 2019 [42].

Due to these and other similarities, we decided not
to develop our comparison framework. This decision was
primarily motivated by the publication from Maroengsit,
released in 2019 [43].
In a study by Pandey and Sharma [44], the researchers

designed and implemented twelve chatbot variants com-
prising both rule-based and generative-based models. Their
findings revealed that generative-based chatbots, leveraging
the encoder-decoder model, exhibited superior performance
compared to their rule-based counterparts. Generative-based
chatbots offer more versatility by integrating additional lay-
ers, such as transformer structures and attention layers, while
rule-based chatbots necessitate annotated input from a medi-
cal expert to function optimally.

III. MATERIALS AND METHODS
A. OVERVIEW
The focus of this paper is to experimentally compare the
outputs of two language models that are based on different
algorithmic foundations. To ensure a fair comparison, we aim
to create similar conditions for both models, which will help
us avoid bias when evaluating their performance. Through
this comparison, we hope to gain a more comprehensive
understanding of the strengths and weaknesses of each model
and provide insights for future improvements.

B. DATA PREPARATION
In the beginning, it was necessary to extract a sufficiently
high-quality dataset. Based on consultations with employees
of the CC department, we have decided that even though the
system had data starting from 2013, a more relevant sample
would only comprise of the time range from 2020 to 2022.

We were able to extract a total of 149142 records using this
approach. Each record represents one interaction between a

user and a CC employee of the respective company. However,
due to many records containing vulgar language or inap-
propriate formulations, we removed all records containing
words from the provided list from the dataset through simple
pattern matching. Additionally, we excluded all unanswered
inquiries. By doing so, we arrived at a final set of pairs
comprising 40344 records. The overall number of languages
present in the dataset was 16.

After assembling the final dataset, we modified it so that
both the user input and the employee response were in
English. We took this step primarily due to the dataset’s low
representation of specific languages. For example, Finnish
had only seven records. We opted for this adjustment to
create a more robust dataset with regard to the context. The
translation was performed using the Google Translate cloud
service. We developed a simple PHP program using the
viniciusgava/google-translate-php-client library. The dataset
was used as a training set for both compared models. In this
way, 80688 posts were translated into the target language,
in our case, English.

C. MODEL PREPARATION
It is evident that perhaps the most critical phase for obtaining
relevant results is the model training phase. If we were to
differentiate the mentioned process in any way between the
two models, the results of our research would become biased.
Therefore, we have decided to conduct the training similarly
for both models, even though using a unified approach may
not be optimal for performance.

Maintaining consistency in the training process can ensure
fairness and comparability between the two models. While
it may come at the cost of performance optimization, it pro-
vides a solid foundation for conducting unbiased research and
obtaining reliable results.

Adhering to the instructions provided in the documenta-
tion ensures that our dataset is appropriately prepared and
compatible with the fine-tuned model based on the J-Large
model. By following these guidelines, we help ensure the
correct functioning and training of the model based on our
specific requirements. Interestingly, the system divided the
dataset into 500 test sets by default. We have done the same
in our rule-based model based on this default behaviour.

Afterwards, we selected the basic parameters for training
the fine-tuned model. Since no guidelines define the optimal
settings for such a model in the chosen domain, we set the
number of epochs to 20 and the learning rate to 0.3.

While there are no definitive rules for determining the
ideal configuration, selecting initial parameter values is com-
mon when training a fine-tuned model. The chosen values
of 20 epochs and a learning rate of 0.3 provided a starting
point for training the model and were adjusted based on the
performance and convergence of the training process (fig. 2).

It is important to note that fine-tuning the model’s
parameters may require experimentation and iterative
refinement. Monitoring the training progress, evaluat-
ing model performance, and adjusting as necessary will
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FIGURE 2. Fine-tuned model configuration in web UI.

help achieve the best results for specific domains and
datasets.

The training process for our fine-tuned model took sev-
eral hours. After completing the training phase, the prepared
model was available as an API. Having the trained model
accessible through an API allows us to utilize its capabilities
and integrate it into the corporate information systems of
the CC department We can send requests to API, provide
input data, and receive model-generated responses based
on the learned patterns and knowledge from the training
process.

For the Rule-based model, the execution of fundamental
NLP operations was necessary. Previously, helpdesk employ-
ees’ responses to user inquiries were available. Basic NLP
methods were applied to all these queries.

We cleaned the data and dropped null values in the
pre-processing part of our work. We have removed the stop
words. Stop words are a set of commonly used words in
any language. In NLP, stop words eliminate unimportant
words, allowing methods to focus on critical ones instead.
The next pre-processing operationwas tokenization. This step
is fundamental in traditional NLP methods. Tokenization is
a way of separating a piece of text into smaller units called
tokens. Here, tokens can be either words, characters, or sub-
words (n-gram characters).

The selection of the appropriate word embedding method
is the most critical component. Word embedding or word
vector is an approach to represent documents and words.
Vectors created from documents are input vectors for cre-
ating, training, and testing classifiers in NLP classification
tasks. In our case, word vectors are utilized to calculate the
similarity between a user’s question and previous questions
in the dataset. The Term Frequency–Inverse Document Fre-
quency (TfIdf) method was used for word embedding. It is
a technique to quantify a word in documents. We generally

compute a value for each word that signifies its importance
in the document_and_corpus.

TfIdf is a traditional technique leveraged to assess the
importance of tokens to one of the documents in a corpus [45].
The TfIdf approach creates a bias in those frequent terms
highly related to a specific domain, typically identified as
noise, thus leading to lower term weights because the tra-
ditional TfIdf method is not explicitly designed to address
large news corpus. Typically, the TfIdf weight comprises two
terms: the first computes the normalized Term Frequency
(Tf), and the second is the Inverse Document Frequency (Idf).

Let t be a term/word, d be a document, w be any term in a
document, then the frequency of the term t is calculated as:

tf (t, d) =
f (t, d)
f (w, d)

, (1)

where tf (t, d) is the number of terms in the document d ,
and f (t, d) is the number of all terms in the document. When
calculating TfIdf, the number of all documents in which the
term occurs is also considered. We denote this number as
idf (t,D)– inverse document frequency, and we can express
it as:

df (t,D) = ln
N∑

(d ∈ D : t ∈ d) + 1
, (2)

where D is the corpus of all used documents, and N is the
number of documents in the corpus. The formula of TfIdf can
be written as

tfidf (t, d,D) = tf (t, d) × idf (t,D), (3)

Formula tf has various variants such as log(tf (t, d)),
log(tf (t, d) + 1). Similarly, the idf has several variants of
the calculation [46]. In our experiments, we performed the
TfIdf calculation using the scikit-learn library (https://scikit-
learn.org) and this method was used as the base method for
comparison with the newly proposed methods.
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FIGURE 3. System communication representation.

After the preparation of the word embedding, the
retrieval-based model was implemented. Using cosine sim-
ilarity, we created a model that answers the queries by
measuring the similarities between the query and the corpus
we developed. Whichever result produces the closest similar-
ity (for example, the highest cosine similarity) would become
the model’s answer.

Cosine similarity is a metric helpful in determining how
similar the data objects are, irrespective of their size. In cosine
similarity, data objects in a dataset are treated as vectors. It is
measured by the cosine of the angle between two vectors
and determines whether two vectors are pointing in roughly
the same direction. It is often used to measure document
similarity in text analysis.

The formula to find the cosine similarity between two
vectors a⃗ and b⃗ is:

cosθ =
a⃗b⃗

∥a⃗∥
∥∥∥b⃗∥∥∥ =

∑n
1 aibi√∑n

1 a
2
i

√∑n
1 b

2
i

, (4)

where: a⃗b⃗ =
∑n

1 aibi = a1b1 + a2b2 + . . . + anbn is the
product (dot) of the vectors a⃗ and b⃗.

D. MODEL INTEGRATION
Integrating both models into the company’s CC system for
communication with VIP customers was done through HTTP
API calls to external systems representing the respective
models. Both in the formulation of the HTTP request and
in the HTTP response, we were limited by the capabilities
provided by the respective system for the model M2, which
was the application instance of the fine-tuned GPT model.

The M2 model’s API response was extensive and unneces-
sarily complex for our needs [47]. Therefore, for model M1,
which was the application instance of the rule-based model,
we decided to simplify the HTTP response to a minimalistic
JSON format with only one attribute, ‘‘answer,’’ which con-
tained the preferred response to the submitted query (fig. 3).
Given that the communication between the company’s sys-

tem and the user did not occur in real-time, we did not have to
consider performance optimization regarding response time
for the individual models. Therefore, we created an API for
the M1 model using the Python programming language and
the Flask framework. Themain reasonwas that themodel was
in the.pickle format, which we also compiled in the training
phase via Python libraries.

E. DATA EXTRACTION
After integrating the mentioned application interfaces into
the system, training sessions were conducted to instruct the
company’s employees on using and interacting with the sys-
tem. The employees had several options for utilizing the new
functionality:

1. Choose the full answer provided by the M1 model
2. Choose the full answer provided by the M2 model
3. Choose the answer provided by the M1 model and

modify it if necessary
4. Choose the answer provided by the M2 model and

modify it if necessary
5. Not choose any of the provided answers and write a

custom response
These options allowed employees to tailor the responses

according to their judgment and provide the most suitable
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assistance to customers. The system recorded and labelled
each of the mentioned actions. This research phase lasted
from 2022-09-20 to 2023-01-02. The timeframe can be pre-
cisely identified based on the first and last recorded entries.

This dataset captured the relevant information for anal-
ysis and evaluation, a comprehensive understanding of the
system’s performance during the specified research phase.
Despite our efforts to provide consistent instructions to
each employee to ensure a unified approach in determining
the correctness or incorrectness of the answers, it is vital
to acknowledge the role of human factors in this phase.
For example, during the data evaluation after one month,
we observed that some employees had stricter criteria for
determining the answers’ correctness than others.

While human judgment and individual variations may have
influenced the evaluation process to some extent, the overall
findings and outcomes of the research were not significantly
affected. The primary focus was on the comparison and
performance analysis of the M1 and M2 models, consider-
ing their respective answers and the final accuracy of the
responses provided to users. It is also worth mentioning that
selected employees do not know which answer is from which
model. The system also randomly switched the order of the
provided answers from the models. So, from the employee’s
perspective (Web GUI), sometimes the answer from M1 was
presented first, and other times it was presented as the second
option in the Web GUI.

IV. RESULTS
We verified the suitability of the used models with the help
of automatic evaluation metrics and by ascertaining the opin-
ions of CC employees who worked with both models. Both
application instances were deployed for 15 weeks at the CC
department. Human evaluation was created by senior CC
employees who evaluated:

• comprehensibility
• adequacy.

During the monitored period, 6,550 responses were sent
by employees. A simple graph (fig. 4) shows the number of
answer choices recommended by models M1 and M2.

It is clear from the results that in up to 57% of the answers,
the employees did not choose any of the answers recom-
mended by the models. This ‘‘none’’ option was selected
every time employees did not choose the same answer pro-
vided by any model, but they modified the response even
when the changes were minimal.

Employees were also asked to rate the comprehensibility
and adequacy of each recommendation. In the case of com-
prehension, the evaluator assesses how understandable the
given text is and to what extent it uses appropriate words.
Several factors affect comprehension, such as grammatical
errors and missing words. This evaluation uses a scale where
high marks mean good comprehension (in our case, a value
of 5) and low marks mean little to no comprehension (in
our case, a value of 0). The evaluator assigns a high grade

FIGURE 4. Number of selections of the recommended answer from
individual models by employees.

if the answer is entirely understandable. It is grammatically
correct and readable. On the other hand, the evaluator assigns
a low mark if the answer is incomprehensible, it is difficult
to determine the sentence’s meaning, and it contains many
grammatical errors.

In the case of adequacy, they assessed how relevant the
information contained in the answer was, taking into consid-
eration the context of the question and whether the answer
was helpful in solving the problem. Unfortunately, due to
time constraints, the employees only evaluated the compre-
hensibility and adequacy of the selected answer. For example,
if they chose the answer offered by theM1model, they evalu-
ated the comprehensibility and adequacy of this answer, while
the answer generated by the M2 model was not evaluated.
In our graph (fig. 5), we present a box plot evaluating the
comprehensibility and adequacy of the selected answers.

It can be seen from the graph that the vast majority of the
answers recommended by the M1 model had a comprehen-
sion value of 5 (median, upper, and lower quartile are equal
to 5). This is obvious because the M1 model did not generate
an answer. It just used one of the previous answers created
by a human. The results for the M2 model, which also had a
high adequacy value (median, upper quartile equal to 5), were
surprising. The M2 model has already generated the answers,
which means it was able to create comprehensible answers.

In the case of adequacy, even better results were observed
for the M2 model. It should also be noted that after choosing
the answer recommended by either of the M1 or M2 models,
the employees still had the option to modify this answer. For
this reason, an answer with adequacy = 1 could be selected
in the case of adequacy = 3 (for example, the lower quartile
is equal to 3).

When evaluating the graph (fig. 5), it is also necessary to
consider the results of the overall answer selection of one of
the models. Model M2 was selected only in 7% of all cases.
However, when its answers were indeed selected, thesy had
high comprehensibility and were even more adequate than in
the case of model M1. On the other hand, the M1 model was
selected in up to 36% of responses.
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FIGURE 5. Boxplot for adequacy and comprehensibility of selected
answers of individual models.

However, we have to combine the results obtained with
the help of human evaluators with other approaches. This is
mainly because they rated only selected answers.

In addition to employee evaluation, we verified the results
using automatic machine translation evaluation metrics.
These metrics talk about the differences between the transla-
tion generated by the machine (machine translation) and the
human translation. From our point of view, we also focus on
machine-generated responses and human responses.

Therefore, we decided to use basic machine translation
metrics to evaluate our models.

A. BLEU METRIC
The BiLingual Evaluation Understudy (BLEU) metric com-
pares the n-grams of a candidate and one or more reference
translations in the evaluation. BLEU, therefore, places great
emphasis on the similarity of n-grams between the candidate
translation and the reference translations.

It introduces the concept of n-gram accuracy. For example,
in the case of a unigram, it is the share of common words in
the candidate and reference translation and the total number
of words in the candidate translation. BLEU introduces the
term modified n-gram accuracy. It is calculated by counting
the highest number of occurrences of specific n-grams in the
reference translation.

To calculate the n-gram accuracy for bigrams, trigrams,
or n-grams, we compare a pair, triple, or tuple of words
instead of one word.

BLEU also introduces a penalty for brevity (BP - brevity
penalty). This penalty ensures the candidate translation is as
long as the reference translation.

Figure (fig. 6) visualizes the results measured using the
BLEUmetric.We can use thismetric to determine the number
of words we want the model to match concurrently. For
instance, we can opt for words to be matched individually
(1-gram), in pairs (2-gram), or triplets (3-grams). The graph
displays the metrics for 1 to 4-grams (BLEU-1 – BLEU4).

FIGURE 6. Boxplot for BLEU metrics.

The graph provides clear evidence that all the monitored met-
rics scored 1. This score signifies a perfect alignment between
the model’s suggested response and the actual response or
a complete disparity in the suggested response compared to
the real one. The optimal BLEU score is 1, representing a
complete match between the proposed and actual responses.
It is also observable that superior scores will be noted for
1-gram and 2-gram as opposed to 3-gram or 4-gram. From
the visualization of the results, it is clear that better response
suggestions were noted for the M1 model.

B. WER METRIC
Word Error Rate (WER) is based on the edit distance (edit
operations) and does not allow the reordering of words. The
WER is derived from the Levenshtein distance, working at
the word level instead of the phoneme level. The WER is a
valuable tool for comparing different systems and evaluating
improvements within one system.

WER is a significant and widely used metric, not only
employed in the evaluation of machine translation but also in
gauging the performance of speech recognition APIs, which
are instrumental in driving interactive voice-based technol-
ogy, such as Siri or Amazon Echo.

The results of the WER are visualized in the graph (fig. 7).
The worst possible WER score is 1, representing the max-
imum number of alterations, while the best score is 0,
indicating no revisions. The results suggest that a smaller
ratio of edits was required for texts recommended by model
M1. However, it is evident that given the number of rec-
ommendations examined and the length of the texts, the
outcomes are not satisfactory for either model.

C. PRECISION, RECALL AND F1-SCORE METRICS
The precision, recall and f1-score metrics are based on the
proximity of the hypothesis with the reference, similar to bag-
of-words, regardless of the word’s position in the sentence.
In our case, we consider the recommendation of one of the
models (M1, M2) as a hypothesis, and the link is the text
that a human sent. In the case of the evaluation of our mod-
els, we compared all 6550 responses sent. For each answer,
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FIGURE 7. Boxplot for WER metrics.

FIGURE 8. Boxplot for the precision metric.

we expressed its precision, recall and f1-score compared to
both models.

Precision is a measure of how many correct words are
present in hypothesis h given the reference r, i.e. the pro-
portion of words in hypothesis h (recommendation) that are
present in link r (real response sent):

Precision (h|r) =
|h ∩ r|
h

, (5)

The results of the precision metric show (fig. 8) that the
M1 model (median, upper quartile) achieved better results.
A smaller quartile range was also observed in the case of
the M1 model. Only the upper quartile values were observed
higher in the M2 model. At the same time, the results point
to the fact that, in many cases, it was necessary to modify the
recommendation. It should be noted that the results include all
recommendations of individual models, even those that were
not selected.

Recall metrics are calculated as the number of correct
words in hypothesis h divided by the number of reference
words r, i.e. the proportion of words in link r (real response
sent) that are present in hypothesis h (recommendation):

recall (h|r) =
|h ∩ r|
r

. (6)

The results of the recall metric (fig. 9) are very similar to
those of precision. All monitored quantities (upper quartile,

FIGURE 9. Boxplot for the recall metric.

FIGURE 10. Boxplot for the f1-measure metric.

median, lower quartile) were ranked higher in favour of the
M1 model. The quartile range was smaller in the M2 model.

The last metric, in our case, is the f1-measure. The metric
represents the harmonic mean of precision and recall:

f1 =
2 ∗ precision ∗ recall
precision ∗ recall

, (7)

The visualized results of the f1-measure metric (fig. 10)
confirm the results of the previousmetrics, which were higher
in favour of the M1 model.

V. CONCLUSION
In our research, we focused on comparing two models used
in NLP tasks. This comparison was carried out from the
perspective of human evaluations of the models as well
as from the perspective of automatic metrics. We consider
human evaluation to be a priority because, in our opinion,
it most accurately assesses the practical use of the evalu-
ated models. This type of evaluation is a typical qualitative
assessment that can capture not only accuracy but also com-
prehensibility, contextual consideration, and naturalness of
the responses. Human evaluation can consider subjective
aspects of responses, such as style, tone, and appropriate-
ness for the target audience. On the other hand, issues with
this evaluation include being time-intensive and having lim-
ited scalability. Humans can evaluate responses within a
broader context, capturing subtle nuances that models might
find difficult to recognize. For these reasons, in our article,
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we evaluated not only the results from the perspective of
human evaluation but also used automatic evaluation metrics.

Our research set out to dissect the performance and
usability of two standard models used in NLP tasks, specifi-
cally Generative Pre-trained Transformer (GPT) models and
rule-based models. Our interest lies in exploring their effec-
tiveness when deployed for domain-specific tasks within a
customer care setting. The findings from our extensive empir-
ical research are intriguing and instructive, paving the way for
a deeper understanding of these models and their application.

The rule-based models showcased a noticeable proficiency
in handling domain-specific tasks, mainly when they were
fedwith datasets extracted from the historical communication
between users and a specialized domain system, such as a
customer care department. This conclusion is well aligned
with the inherent structure of rule-based models, designed to
efficiently process tasks governed by a clear and unchanging
set of rules. Unlike the GPT models, which leverage a broad
scope of training data to enhance their overall competency,
the rule-based models’ performance was primarily dictated
by the relevance and specificity of the dataset relative to the
task. As a result, with a sufficiently tailored and specific
dataset at their disposal, rule-based models can effectively
outpace GPT models in performing domain-specific tasks.
This result is the most important finding of our article. The
rules-based model (M1) achieved better results than the GPT
model in terms of the examined metrics. The frequency of
response selection (by employees of the CC department) is
higher compared to the GPT model. Given the relatively low
costs and lesser ‘robustness’ of the system, this represents
a significant benefit for any organization considering the
deployment of a dialogue system.

On the other hand, we observed that GPT models exhib-
ited superior performance in comprehensibility and adequacy
when they successfully generated the correct answer. The
GPT models, trained on enormous amounts of text data, can
generate text that closely mirrors natural human language.
This is a clear advantage in generating syntactically accurate
responses and contextually coherent and semantically mean-
ingful text. This aspect of the GPT models was particularly
relevant and advantageous in a customer care setting, where
interactions that are meaningful and engaging can greatly
enhance user experience.

A rule-based chatbot is trained to generate the most appro-
priate response from a predefined set of responses. This
methodology is particularly well-suited for scenarios charac-
terized by a narrow and clearly defined spectrum of potential
user inputs, enabling the chatbot to deliver accurate responses
promptly, even without an extensive corpus of training data.
Nevertheless, it may encounter difficulties when confronted
with more intricate or open-ended interactions in which user
input is less foreseeable.

However, the training of GPT models is not without its
challenges. These models require substantial datasets and
computational resources, which might not always be readily
available. It also brings the issue of practicality in deploying

these models. In many scenarios, balancing the undeniable
benefits of GPT models, such as superior comprehensibility
and adequacy, against the efficient, domain-specific perfor-
mance and less resource-demanding nature of rule-based
models could be a more pragmatic approach.

To encapsulate, our research has highlighted the mul-
tifaceted nature of chatbot design and development. The
efficacy of a chatbot, whether it uses a GPT or rule-based
model, cannot be attributed to one single factor. Instead,
it is a complex interplay of various aspects, such as the
task’s nature, the model’s characteristics, the richness and
relevance of the dataset, and the available resources. Our
study underscores the necessity for a nuanced understanding
of the strengths and weaknesses of different models. This
knowledge can inform a strategic alignment of the model
selection with the specific task requirements and resources,
ensuring an effective and efficient outcome.

Considering our findings, we believe there is an immense
scope for future research. Future studies could explore inno-
vative ways to blend the strengths of GPT and rule-based
models, fostering a hybrid model that offers an optimal
balance of performance, comprehensibility, adequacy, and
resource efficiency. Such an endeavor could potentially lead
to a revolutionary approach in chatbot design, harnessing the
best of both worlds to serve the ever-evolving demands of
users.
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