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ABSTRACT With the continuous evolution of network attack methods, traditional rule-based and signature-
based security strategies are becoming increasingly hard to deal with increasingly complex network threats.
The research focuses on the problem of network traffic anomaly detection in network security, and proposes
an improved Transformer and Generative Adversarial Networks network traffic anomaly detection model.
The innovation lies in utilizing the Patch segmentation in the Transformer module to reduce information
loss, while introducing random masked data blocks to enhance the anti-interference ability of Generative
Adversarial Networks, and proposing a class balance model. Therefore, a Transformer Multi Receive Field
Fusion (Trans-M) model for network traffic anomaly detection is constructed. The performance test results
showed that after category balancing, the accuracy, recall, and F1-score of each model were been significantly
improved. The accuracy of the Trans-M model on the balanced dataset arrived 98.12%, an improvement of
8.59% compared to before balancing. The recall rate of the Trans-M model was improved by 8.62% to
97.86%. On Balanced F Score (F1-score), the highest score of the Trans-M model was 98.46%, which was
8.18% higher than before balancing. The experiment outcomes demonstrate that the raised network traffic
anomaly detection system is superior to common anomaly traffic detection models and can meet the actual
network security protection needs.

INDEX TERMS AI, network security, traffic detection, GAN, Transformer.

I. INTRODUCTION field of network security, with the main purpose of identify-

In the digital age, network security has become a core issue in
the global information technology field. With the continuous
evolution of network attack methods, traditional rule-based
and signature-based security strategies are becoming increas-
ingly hard to deal with increasingly complex network threats.
Especially in the context of the speed growth of big data
and cloud computing technology, traditional network security
defense methods are no longer able to meet the growing
demand for data security. Recently, the growth of Artifi-
cial Intelligence (AI) has brought breakthroughs to network
security, especially in the field of abnormal behavior detec-
tion, showing great potential [1], [2], [3]. Network Traffic
Anomaly Detection (NTAD) is an important branch in the
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ing malicious activities in the network, such as Distributed
Denial of Service (DDoS) attacks, phishing, and malware
propagation. Traditional anomaly detection systems often
rely on specific data patterns or behavioral rules, but these
methods have limited effectiveness when facing advanced
and diverse attack methods. Therefore, research explores to
use Al algorithms to raise the accuracy and adaptability
of detection systems. The research aims to design a novel
NTAD system by combining Generative Adversarial Net-
works (GAN) and Transformers. GAN have shown excellent
performance in simulating complex data distributions due
to their powerful generation ability and self-learning char-
acteristics [4]. As an efficient sequence processing model,
Transformer has significant advantages in processing time
series data [5]. By combining the merits of GAN and Trans-
former, the research targets to build an intelligent detection
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system that can effectively simulate normal network traffic
characteristics while accurately identifying and responding to
abnormal behavior.

The research is mainly composed of four parts. The first
part introduces network malicious activities and Al algo-
rithms. The second part constructs an NTAD system based
on GAN and Transformers. The third part tests and analyzes
the effectiveness of the model and algorithm. The fourth part
summarizes and discusses the content of the article.

Il. RELATED WORKS

With the development of technology, network security has
developed into a hot topic in recent years. Mabodi et al.,
aiming at the characteristic of Internet of Things (IoT) pro-
viding universal intelligent prediction for nodes, used the
method of checking node information to reduce gray hole
attacks. This method completed the process of identifying
node trust in the IoT, examining routing, and discovering
gray hole attacks. The experimental results showed a high
detection rate [6]. DIshad and Askar analysis of IoT network
security and deep learning models suggested that utilizing
the extensive connectivity capabilities of the IoT had a cer-
tain promoting effect on network security management and
development, and improved the service quality of user expe-
rience [7]. Sun et al. proposed a content-based image retrieval
(CBIR) and sustainable computing wireless network model
to enhance the resistance of WSN to shortcut key attacks.
They optimized CBIR was used to strengthen computational
robustness and combined WSN with computational models
to improve the robustness of the raised method. Finally, the
model’s accuracy and robustness were experimentally ver-
ified [8]. Xu et al. put forward a novel stock price trend
prediction network with Reinforcement Learning (RL) and
combined with Attention Mechanism (AM), using a bidirec-
tional Gated Recurrent Unit (GRU) network to cut down the
noise of news texts and learn news level representations with
richer semantics. The experiment findings expressed that this
model was far superior to existing models and had better
performance [9].

Al algorithms have been widely applied in various fields.
The construction of smart cities has been facilitated by the
utilization of sensor systems and information and commu-
nication technology, which has enhanced the convenience
and security of user life. The simultaneous adoption of
5G technology to enhance communication infrastructure,
reduce commuting times, and reinforce public safety has
the potential to influence the advancement of intelligent
perception and smart cities [10]. Furthermore, the secu-
rity and privacy issues associated with urban life can be
mitigated through the application of IoT and blockchain
technologies. The deployment and security framework of
blockchain technology can be utilized to access and evaluate
smart cities, thereby improving the security and reliability of
smart cities and communication [11]. In the field of medical
information applications, numerous studies have employed
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machine learning, deep learning, and medical IoT technolo-
gies to enhance the application of computer intelligence and
apply Al to healthcare, thereby optimizing the functionality
of healthcare systems [12]. Lee et al. classified detection
schemes for different deep learning networks in the process
of network intrusion detection using Al deep learning tech-
niques, and compared evaluation metrics and datasets [13].
Nevertheless, Al algorithms were extensively utilized in the
domain of communication security. However, the deployment
of network security solutions was proven to be inadequate in
addressing the evolving nature of network threats and attack
vectors. Therefore, in terms of network traffic attacks, the
utilization of Al still lacked rich development and design.
Therefore, research needs to improve detection models in
deep learning technology to enhance the accuracy of attack
defense. For network intrusion detection system, M. Y. Aldar-
wbi et al. proposed to use advanced speech recognition
deep learning technology to detect network traffic intrusion,
and compared the performance with benchmark data set.
The results proved that the deep learning intrusion detection
algorithm had high accuracy and low false alarm rate [14].
The dragonfly and ant lion optimization algorithms, as well
as the minimization of testing costs and time for on-chip
systems, were employed to optimize the scheduling time of
benchmark circuits. The enhanced ant colony optimization
algorithm also reduced the testing time to a certain extent. For
electronic component manufacturing faults in on-chip sys-
tems, the improved artificial bee colony algorithm was used to
optimize the testing scheduling algorithm for the benchmark
circuit, resulting in the least algorithm testing time and reduc-
ing the cost of chip testing [15], [16], [17]. Tian et al. believed
that existing mechanical fault diagnosis methods mainly dealt
with noise signals in the time or frequency domains without
fully considering the noise features. Therefore, a noise resis-
tant wavelet-based self-attention network was proposed. This
method combined a frequency-oriented fusion module and a
Transformer module to suppress noise in the two fields. The
experiment findings denoted that this method had superior
performance under different signal-to-noise ratios [18]. Tang
Z et al. explored the ability of Transformers in pedestrian
attribute recognition tasks and proposed a Dual Relationship
Transformer (DRTormer) framework. An Attribute Relation-
ship Module (ARM) with Transformer encoder was designed
using Visual Transformer (ViT) as the feature extractor
to capture the relationships between attributes. The results
demonstrated the superiority of the proposed DRTormer over
existing methods [19]. Li et al. proposed a novel topol-
ogy optimization framework with Subset Simulation (SS)
by combining SS with GAN. The topology optimization
algorithm guided by SS and GAN could promote effi-
cient topology optimization of periodic structures. The effect
and efficiency of the raised method was proved through
topological optimization of two-dimensional periodic struc-
tures [20]. Ezaldeen et al. applied the NPSO algorithm to
find the significance of relationship types between con-
cepts to complement a simulated recommendation system
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with the highest ranking for dynamic learners. They inves-
tigated CLM and ECLM concept models. The simulation
outcome revealed that ECLM surpassed other existing meth-
ods, with a Mean Reciprocity Rate (MRR) of 0.780 [21].
Oseni et al. proposed an interpretable deep learning-based
intrusion detection framework for IoT systems, and utilized
dataset validation to improve the transparency and resilience
of the detection system, reducing network attacks [22]. Shri-
vastava and Kamble proposed the use of deep learning
algorithms, Convolutional Neural Networks (CNN), GANSs,
etc. to classify and test unsupervised data in order to demon-
strate the effectiveness of deep learning strategies against
network attacks [23].

In summary, many researchers have conducted extensive
design and research on attack detection and protection in
the field of network security. Combining different com-
puter networks with sensor systems, conduct noise testing
on specific application areas to determine network security
faults. However, the applicability and detection accuracy
of these methods and strategies still need to be improved.
Therefore, the study proposes an NTAD based on GAN
and Transformers, which provides complex technical refer-
ences for subsequent detection systems targeting network
attacks.

The research innovation mainly includes three points.
Firstly, based on the problem of extracting local features
from network traffic data, the study used Transformer module
and dilated convolution module to simultaneously extract
global and local feature information, thereby expanding the
receptive field area of network traffic anomalies. Secondly,
in the case of minority class samples and duplicate data,
the use of Random Masked Data Blocks (RMD) in class
balance design is studied to enhance the model’s adapt-
ability to unknown data inputs and increase the detection
model’s anti-interference ability. Finally, a two-way adversar-
ial discrimination (TAD) network is combined to distinguish
between real data and generated data, thereby improving
the recognition performance and robustness of the detection
model.

The research contributions are mainly divided into three
aspects. Firstly, the proposes an NTAD based on GAN and
Transformers solves the local optimization problem of tra-
ditional methods in traffic data processing, and changes the
situation of data interference and overfitting in data fea-
ture extraction. Secondly, based on the deep learning model,
the research combines GANs to expand the adaptability
of the model to complex network environments. By utilizing
the Transformer module and class balance design, the fea-
ture information of the data is effectively processed to cope
with various complex abnormal behaviors, thereby enhancing
the accuracy and robustness of NTAD. Finally, through the
investment and design of computer network security tech-
nology level, improve the security defense level and attack
detection measures, to a certain extent, ensure a safe and
healthy Internet environment, and reduce the loss of eco-
nomic and digital information.
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IIl. CONSTRUCTION OF AN NTAD SYSTEM BASED ON
GAN AND TRANSFORMERS

The research focuses on the problem of NTAD in net-
work security, and proposes an NTAD model that integrates
improved Transformer and GAN. Firstly, to overcome the
challenges of traditional network traffic detection techniques
in dealing with unknown attacks and enhance the adapt-
ability of the model to complex network environments,
a Transformer-Multi Receive Field Fusion (Trans-M) is pro-
posed to conduct in-depth analysis and modeling of network
traffic data. Furthermore, to address the issue of category
imbalance, an RM-DDCG model with an improved Deep
Convolutional Generative Adversarial Networks (DCGAN)
is put forward.

A. DESIGN OF NTAD MODEL INTEGRATING PATCH
SEGMENTATION AND TRANSFORMER

The rapid development of network technology has led to
a corresponding evolution in the techniques employed by
attackers, with traditional NTAD techniques facing signif-
icant challenges in keeping pace. Network traffic data can
be utilized to represent the data transmission and infor-
mation flow of network devices. This data is captured
and analyzed by network monitoring tools, processed, and
extracted in order to determine the security of the data.
At present, network traffic comprises both normal and
abnormal traffic. Abnormal traffic is primarily constituted
by data flows originating from network failures and net-
work attacks. The research focuses on the type of NTAD,
which is network attack. In response to common DDoS
attacks, an NTAD model is designed to improve traffic
monitoring performance and address more complex and
ever-changing network security threats. The introduction of
attention technology into learning models serves to enhance
the connectivity of information technology, improve the
quality and robustness of feature extraction. Transformer
is based on Self-attention Mechanism (SAM), which has
significant advantages over traditional sequence process-
ing models such as Recurrent Neural Network (RNN) and
Long Short-Term Memory (LSTM). Unlike RNN and LSTM,
which rely on the temporal progression processing infor-
mation of sequences, Transformer can parallelly process
the entire sequence through SAM, significantly improving
computational efficiency [24], [25], [26]. This enables Trans-
formers to effectively reduce time delays and information loss
when processing long sequence data. However, the disad-
vantage of Transformers is that they require relatively high
computational resources, especially when dealing with very
long sequences. In addition, due to its parallel processing
characteristics, Transformer may not be as effective in cap-
turing temporal dynamic dependencies in sequences as RNN
or LSTM in some cases [27], [28]. To overcome the limita-
tions of Transformer in processing local feature information,
the study combined Convolutional Block Attention Module
(CBAM) to raise the model [29], [30]. By using the Patch
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Segmentation (PSE) algorithm to reduce the risk of informa-
tion loss, and introducing the Multi Receiver Field Fusion
(MRFF) algorithm, the information loss between patches is
reduced, and more useful information is retained to improve
the quality and robustness of features [31], [32]. In addition,
to simplify the model structure, the decoder part is removed
from the Transformer, making the model more efficient.
The diagram of the optimized Trans-M model is denoted in
Figure 1.

MRFI
Patch self-attention

segmentation
module

=)

L Expansion Feedforward -»E

convolution Patch Embedding neural network| | Qutput
module module Encoder module

FIGURE 1. Trans-M model structure.

The model contains four key components, namely data
pre-processing and Sequence to Image (Seq2Img) module,
dilated convolution module, patch embedding module, and
encoder module. The data pre-processing part first denoises
the input network traffic data, including handling null and
outliers, and standardizes the data. The Seq2Img module
converts the processed data sequence into a matrix shape to
adapt to subsequent convolution operations. The dilated con-
volution module extracts local features of input data through
dilated convolution operations, where the expansion rate r
controls the size of the receptive field. The patch embedding
module further divides the data into small blocks and extends
the feature dimension through a fully connected layer. The
number of stacked encoders n indicates the depth of the
model.

Firstly, due to the serious impact of outliers and null values
in network traffic on data quality and detection accuracy,
the Gaussian distribution of probability density function is
studied in the data preprocessing stage to handle outliers in
network traffic data. Concurrently, the mean filling method is
employed to address the null value issue, thus guaranteeing
the optimal functioning of the Trans-M model. The study also
utilized the min max normalization method to standardize
data and optimize model training. Secondly, the structure of
Seq2Img and the dilated convolution module is shown in
Figure 2.

As shown in Figure 2 (a), the input network traffic data
sequence {xp, X2, . .., x;} undergoes matrix transformation of
H x W.When H = [t/W],n = (H — 1)W 4+ 1, and ¢ are
integer multiples of W, they can be transformed into matrix
form. Otherwise, matrix transformation can be achieved by
adding O after the data sequence. In Figure 2 (b), the struc-
ture of the dilated convolution module is shown. After data
pre-processing, the CxHxW dimensional data stream is trans-
formed through Seq2Img. The dilated convolution module
uses dilated convolutions with expansion rates of 1 and 2, and
the data is processed in multiple stages using 1 x 1 and 3 x
3 convolution kernels. The output of stage one is X!, where
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FIGURE 2. The structure of Seq2Img and the dilated convolution module.

each element belongs to a R©*#*W dimensional space. The
output of stage two is XJ, and each element belongs to
the R2C*H*W dimensional space. The dilated convolution
module enhances nonlinear feature representation through
H-swish activation function. Moreover, it introduces Softmax
activation function for normalization after convolution oper-
ation to enhance the classification effect of the model. Then,
to address the issue of gradient vanishing in deep networks,
residual network design is incorporated into this structure.
In the PSE stage, the data is divided into multiple patches
using the SoftPool algorithm, and the vector representation of
each patch is calculated. Firstly, the input data is divided into
N = % X % non overlapping patches, and then the SoftPool
algorithm is used to calculate the vector representation of
each patch in different channels. In the fully connected stage,
these vectors are input into a fully connected layer network,
expanding the number of channels and obtaining the final
patch embedding to extract local features while preserving
key channel information. Finally, to strengthen the model’s
ability to process network traffic data, the Encoder-based
MREFF algorithm is used to improve the Transformer struc-
ture. The SAM structure of MRFF is shown in Figure 3.
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FIGURE 3. Structure of MRFF self-attention mechanism.

As shown in Figure 3, MRFF self-attention extracts long-
range dependencies in features through a multi-head AM,
where each head is responsible for a different information
flow. The MRFF structure contains multiple self-attention
units that can process feature information in parallel, and
each self-attention unit can learn the correlation between
different parts of the sequence. The Encoder module consists
of a multi head AM and a feed-forward network, which
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integrates information through the feed-forward network,
while introducing residual connections and layer normal-
ization to stabilize the training process and maintain the
coherence of feature information. Information from different
receptive field positions is combined to obtain the overall
correlation between two patches, the calculation method for
this process is shown in formula (1).

= o () (1))

(Eoee) o

In formula (1), i and j mean the ith and jth patches, respec-
tively. Pi1 and P} represent the embedding vectors of the
ith and jth patches when the expansion rate is 1. Piz. PJZ
represent the embedding vectors of the ith and jth patches
when the expansion rate is 2. d mod ¢ represents the dimension
of the pattern hidden layer. W€ and U? mean the matrix of
the query. WX and UX represent the matrix of the key, and
the Pi] dot product output formula is shown in formula (2).

Lo oxp (o)
Bi ZZ

P SiL L exp (wip)

In formula (2), /Sil represents the dot product output of the
patch vector Pl-l. nl represents the number of patches in the
receptive field. The Pi2 dot product output formula is shown
in formula (3).

2 2 exp (w;j)
.Bi = z

j=1 2;2:1 exp (a)ij’

(P} WV) @)

) (P,?UV) 3)

In formula (3), ﬂiz represents the dot product output of the
patch vector Pl.z. n2 represents the number of patches in the
receptive field, which is equivalent to nl. exp represents
an exponential function with a constant e as the base. The
self-attention calculation is indicated in formula (4).

O1KT + O2KT
a4 dmod el

v:[ﬂf,...,ﬂgl;ﬁf,...,ﬂ,fz] @)

In formula (4), Q = [01;02],.K = [K;; K], and V =
[V1; Vo] represent the concatenation of query, key, and value
matrices under two receptive fields, respectively. The feature
correlation is obtained by multiplying Q and K. Moreover,
alarge value indicates a high correlation. The result is divided
by the square root of the hidden layer dimension and Softmax
is calculated to determine the weight. Finally, the Softmax
result is multiplied by V, emphasizing key features. The
calculation formula for head SAM is shown in formula (5).

A(Q, K, V) = soft max(

head; = A (QWjQ, KWK, VWJV) (5)

In formula (5), WjQ, WjK , and WJV are linear transformation
matrices for query, key, and value, respectively. The multi
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head AM calculation formula is shown in formula (6).

Multihead = Concat(head,, heads, . . ., head,)W° (6)

In formula (6), Concat() represents the matrix concatenation
method, and W¢ represents the additional weight matrix.
By concatenating # SAM and multiplying them with W?, sub-
space attention is compressed to extract duplicate features.
The output result of the multi head AM is utilized as the
input of the feed-forward neural network, and the calculation
is shown in formula (7).

FeedForward(x) = f(xW1 + b1)Wa + by 7)

In formula (7), f is the activation function. W; and W,
are weight parameters. by and b, are bias parameters,
respectively.

B. DESIGN OF CATEGORY BALANCE MODEL BASED ON
GAN OPTIMIZATION

NTAD plays a pivotal role in ensuring the security of urban
physical networks. Given the imbalanced distribution of
real network traffic data, it is of paramount importance
to construct a high-precision NTAD model under condi-
tions of imbalanced data. To further improve the accuracy
of network traffic detection, a category balancing model
based on DCGAN is proposed to address the issue of cat-
egory imbalance. Compared with generative models such
as Autoencoders (AE) or Variational Autoencoders (VAE),
DCGAN performs better in generating novelty and diver-
sity because it can capture deeper levels of data distribution
features [33], [34]. However, the training of DCGAN is
relatively complex, susceptible to mode collapse, and sen-
sitive to hyper-parameter selection in the early stages of
training, resulting in insufficient stability. The category bal-
ance model proposed in the study enhances anti-interference
ability and enhances the diversity of generated data by intro-
ducing RMD [35], [36]. In addition, to effectively reduce
discrimination errors, a TAD model is designed to improve
data discrimination accuracy, enhance model robustness and
reliability through two discriminators. The structure of the
RM-DDCG model is indicated in Figure 4. As shown in
Figure 4, the structure diagram of the RM-DDCG model con-
tains three main parts: generator, RMD, and TAD model. The
generator module uses DCGAN to generate noise through
random sampling of Gaussian distribution, which is then
converted into a data matrix through deconvolution layers.
The RMD module is located after the last convolutional layer
to generate images of the same size as the real data. The
function of the RMD module is to divide the input feature
tensor into multiple sub regions. It applies random masks to
each sub region, generate partially covered features through
dot multiplication, and then enhance the robustness of the
model through recombination, convolution processing, and
spatial dropout techniques. The TAD module contains two
discriminators that distinguish between the real and gen-
erated data processed by the RMD module, and calculate
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FIGURE 5. RMD model structure.

two losses LossLp; and LossLp>. The discriminator distin-
guishes authenticity through feature extraction, reducing the
target dimension during the process. The generator synthe-
sizes targets is based on noise, gradually increasing their
dimensions. DCGAN combines CNN and GAN to optimize
feature extraction, reduce fully connected layers, and use
deconvolution and batch normalization techniques to improve
detail preservation and training stability. GAN is a model
comprising two networks: generator G and discriminator D.
During training, generator G selects synthetic targets based
on noisy data and increases the dimensionality of the latter.
The discriminator D then extracts target features to determine
whether the target is true or false. During the judgment pro-
cess, the dimension of the target continuously decreases. The
difficulty of training GANSs and the challenge of synthesizing
discrete samples represent significant obstacles to overcome.
Therefore, the generator combines DCGAN, utilizes convo-
lutional structures to generate high-dimensional data from
noise, and integrates RMD modules to improve data quality.
Furthermore, the generator comprises a series of deconvo-
lution layers and deconvolution layers, which are employed
to map low-dimensional noise to high-dimensional space.
In order to ensure that the experimental data is consistent
with the real data size, the RMD module and deconvolution
layer are added to the convolutional layer at the end of the
DCGAN generator. This enhances the generator’s general-
ization ability and robustness, thereby improving the quality
and diversity of the generated data. The structure of the RMD
model is denoted in Figure 5. As shown in Figure 5, the
RMD model includes four stages: data input, random mask
generation, recombination, and subsequent processing. In the
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data input stage, the original feature matrix is received. In the
random mask generation stage, a mask is created through
Bernoulli distribution and multiplied with the input data to
achieve random masking of features. In the recombination
stage, the masked features are integrated. Finally, after ReLU
activation function and convolution processing, Dropout is
used to randomly discard some connections and output the
final feature representation. Due to the fact that the feature
weighting and masking modules of the RMD module can
affect the feature representation ability of the discriminator,
an additional RMD loss function needs to be added to train the
RMD module. The RMD module calculates the loss function
of the discriminator using the formula (8).

RMDjpssp = s X (rmd_f — in)? )

In formula (8), lossD represents the loss of the discriminator.
s represents the weighting coefficient. rmd_f represents the
features processed by the RMD feature weighting module.
in is the input. The RMD module’s loss function for the
generator is shown in formula (9).

RMD)ps56 = s X (rmd_f — in)? 9)

The TAD module enhances its ability to distinguish data
authenticity through a dual discriminator network, where
each discriminator is embedded with an RMD module to
enhance feature expression. Discriminator 1 directly pro-
cesses input samples, while discriminator 2 first performs
transpose operations to enhance the data. This design enables
two discriminators to capture data features from differ-
ent perspectives and provide accurate discrimination scores.
Through this game mechanism, the generator learns to gen-
erate data that is close to the true distribution, ultimately
promoting the model’s ability to generate high-quality data.
The calculation for the Loss function Lp; of the discriminator
is denoted in formula (10).

D155 = BCEjp55(D1(x), ) + BCE}455(D1(G(s)), )
+ )erd * RMDlosle (10)

In formula (10), BCE), represents the binary cross entropy
Loss function. r and f represent the labels of real data and
production data. D1(x) is the discrimination result of discrim-
inator 1. D1(G(s)) is the discrimination result of discriminator
1 on output G(s). Ammg is the RMD weight, and RMD,,s5p1 18
the loss function of RMD on discriminator 1. The calculation
for Lpy is shown in formula (11).

D255 = BCEjy55(D2(x), ) + BCE}55(D2(G(s)), f)
+ Apmd * RMDlossDZ (l 1)
In formula (11), D2(x) is the discrimination result of
discriminator 2. D2(G(s)) is the discrimination result of dis-
criminator 2 on output G(s). Anyg is the RMD weight, and

RMD,sspo is the loss function of RMD on discriminator 2.
The final loss L is shown in formula (12).

L = o *Dljygs + (1 — o) x D2y (12)
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FIGURE 6. Convolution process of generative network and discriminative
network.

In formula (12), « is the fusion coefficient. In RM-DDCG,
both the generative module and TAD use CNN to generate
data and extract features [37]. The generator up-samples
the input noise layer by layer into the target data through
a multi-layer deconvolution structure, and the dimensional-
ity continuously increases during the process. The CNN of
the TAD module gradually reduces the dimensionality and
extracts features through convolutional layers to distinguish
between true and false data. The convolutional process of
generative network and discriminative network is shown in
Figure 6.

As shown in Figure 6, the generative network starts with
3 x 3 x 1 noise, expands its dimensions to 12 x 12 x
16 through multi-layer convolution and up-sampling, then
reduces it to 12 x 12 x 1 through RMD processing. Finally,
9 x 9 x 1 output is obtained through further convolution.
The discriminative network reduces the dimensionality of
9 x 9 x 1 input features to 3 x 3 x 1 through convolution
and performs final discrimination. In this process, the dis-
criminator of the TAD module assesses the authenticity of the
data generated by the RMD module, enhances its assessment
of data authenticity while extracting data features, and thus
generates high-quality network data. Afterwards, the RMD
module increases data diversity and model robustness in the
generation and discrimination networks, while continuous
convolution and up-sampling/down-sampling can optimize
feature extraction, enabling the model to find a balance
between generation and discrimination.

C. DESIGN OF NTAD SYSTEM
To monitor and identify abnormal traffic and respond to
potential network threats, a complete NTAD system based on
optimized GAN and Transformer is proposed. The architec-
ture of the proposed NTAD system is expressed in Figure 7.
As shown in Figure 7, the architecture of an NTAD system
based on DCGAN and Transformer adopts a three-layer web
development architecture pattern. The presentation layer is
responsible for interacting with users and communicating
with the business logic layer through the Http protocol. The
core of the business logic layer is the anomaly detection
module, which is responsible for processing network traffic
data, achieving anomaly recognition and warning. The data
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FIGURE 7. Architecture of NTAD system.

access layer interacts with the MySQL database through
JDBC template to ensure persistent storage of data. The
design of system functional modules is the core of an NTAD
system, with the business logic layer as the key and modular
development to reduce coupling and facilitate expansion. The
system includes a system login module, data pre-processing
module, data acquisition module, anomaly detection mod-
ule, and alarm module. The system login module provides
user access points, login, logout, and interception of illegal
requests. The data acquisition module captures real-time net-
work data and analyzes it. The data pre-processing module
performs pre-processing operations. The anomaly detection
module utilizes an improved RM-DDCG model for class
balancing and combines it with the Trans-M model to iden-
tify abnormal behavior. The alarm module issues alert for
detected anomalies and support timely response from security
personnel.

IV. PERFORMANCE TESTING OF AN NTAD SYSTEM
BASED ON GAN AND TRANSFORMERS

According to the above model construction, the effectiveness
of an NTAD system based on GAN and Transformers pro-
posed for testing in network security protection was studied.
Simulation tests were conducted on the NTAD model and
category balance model, respectively.

A. PERFORMANCE TESTING OF AN NTAD MODEL THAT
INTEGRATES PSE AND TRANSFORMER

The research targeted to identify the effectiveness of the
Trans-M model in detecting network traffic anomalies.
CICIDS2017 and NSL-KDD were selected as experimen-
tal datasets. The CICIDS2017 dataset was sourced from
the Canadian Institute of Cyber-security, which includes
2830608 pieces of data. In the past five days of network
traffic data, 10 attack categories and normal categories were
selected for experimentation. The NSL-KDD dataset is a
revised version of the Data Mining and Knowledge Discovery
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(KDD99) dataset, with attack types including denial of ser-
vice, probing, user to root, and remote to local. Classify
and sample the NSL-KDD dataset, totaling 148517 pieces of
data. In the study, it was necessary to ensure the rationality
of the experiment and to determine the hyper-parameters
of the Trans-M model and to write the experimental code
using the language in the computer system. Finally, based
on the two datasets, select partial data to obtain binary and
multi-classification data. Due to the imbalanced distribution
of samples in the dataset, uniform sampling is required for
each dataset. Concurrently, the quantity of data pertaining
to normal categories was considerably greater than that of
abnormal attacks. Consequently, the prediction error rate
of attack categories was essentially negligible. A compar-
ative experiment was conducted to determine the model
hyper-parameters using variable control methods. Moreover,
it used indicators such as accuracy, recall rate, and false
positive rate to illustrate the evaluation performance of the
experiment. The relationship between model training and
performance is shown in Figure 8.

In Figure 8, Figure 8 (a) shows the relationship between
model iteration times and accuracy, Figure 8 (b) shows the
relationship between model hidden layer dimensions and
accuracy, and Figure 8 (c) shows the relationship between
model learning rate and accuracy. Overall comparison
showed that RNN and Trans-M models had similar accuracy
in the initial training stage, while the Bidirectional Long
Short-Term Memory Network (BiLSTM) model had the
highest initial accuracy. The selection of hyper-parameters
for the model included the number of iterations (Epochs),
the number of hidden layer neurons (E-hidden), and the
learning rate (Learning_rate). To guarantee the optimal per-
formance of the model, a variety of different combinations
of hyper-parameters were analyzed in order to identify the
optimal solution for the optimal combination of hyper-
parameters. As the iterations (Epochs) increased to 1000, the
Trans-M model had the highest accuracy, which was better
than RNN and BiLSTM. Therefore, Epochs was set to 1000.
In the experiment of changing the number of E-hidden, RNN
and BiLSTM showed the best accuracy at an E-hidden of
128, while Trans-M outperformed other models when the
E-hidden increased to 256. Therefore, an E-hidden of 256 was
selected. The Learning_rate experiment showed that the accu-
racy of Trans-M was highest at 0.001, so the Learning_rate
was determined to be 0.001. Based on the above parame-
ters, Trans-M had the best performance in the configuration
of Epochs 1000, E-hidden 256, and Learning_rate 0.001.
Therefore, this parameter was used for performance testing
experiments. The model parameters used in the binary net-
work traffic experiment are denoted in Table 1.

In the testing of the binary classification model, to prevent
over-fitting, the dropout rate was set to 0.4 and Epochs was
determined to be 1000 times. To achieve effective learning,
E-hidden was set to 256 and Learning_rate was set to
0.001. The model adopted an encoder module stacked
with 6 Encoders and 8 multi head AMs to capture complex
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FIGURE 8. Relationship between model training and performance.

data features. To ensure the accuracy of the model optimiza-
tion direction, the optimizer used Adam, and the Loss was
cross entropy loss. The binary classification test results based
on the above parameter settings are shown in Figure 9.

In Figure 9, Figures 9 (a) and 9 (b) show the binary
classification test results on the CICIDS2017 and NSL-
KDD datasets, respectively. In the binary classification task
of the CICIDS2017 dataset, the accuracy of the Trans-M
model reached 93.65%, which was about 13% higher than
the Decision Tree (DT) model, about 9% higher than the
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TABLE 1. Model parameters.

Parameter Parameter settings
Dropout 0.4
Epochs 1000
Learning_rate 0.001
Multi-head 8
E hidden 256
Optimizer Adam
Loss Cross entropy loss
Encoder 6
Input features/each 78
100 Normal flow . Abnormal flow ®  Acauracy (%)
90 - o " H M . . . : : = Recall rate (%)

Fl-score(%)

per centile
%
g

I

|

|

I

|

|

.

|

I

|

70 . i
I

60 T T T T T L T
BiLS Transfo CNN- Trans
DT RNN ™ mmer ResNet -M DT RNN
Model

(a) CICIDS2017

T T T T
BiLS Transfo CNN- Trans
TM  rmmer ResNet -M

Normal flow Abnormal flow

® e Accuracy (%)
. b = Recall rate (%)
Fl-score(%)

per centile
on

|

|

|

|

|

|

80 | " .

|

|

[

|
1

60 T T T T T T T T T

T T T
BiLS Transfo CNN- Trans BiLS Transfo CNN- Trans
DT RNN TM  rmmer ResNet -M DT RNN TM  mmer ResNet -M

Model
(b) NSL-KDD

FIGURE 9. Results of binary classification test.

RNN model, about 7% higher than the BiLSTM model,
about 4% higher than the native Transformer, and about 2%
higher than the Convolutional Neural Network Residual Net-
work (CNN-ResNet). In the F1-score evaluation, the Trans-M
model achieved 92.24% performance on normal traffic and
90.77% on attack traffic, showing a significant performance
improvement compared to Transformer. The test results on
the NSL-KDD dataset indicated that the Trans-M model per-
formed well on multiple metrics. In normal traffic detection,
the accuracy of Trans-M reached 96.50%, which was 3.30%
higher than the closest CNN-ResNet model. In attack traffic
detection, the accuracy was 83.72%, which was 4.09% higher
than the CNN-ResNet model. The recall rate of Trans-M was
89.55% in normal traffic and 94.29% in attack traffic, which
was 3.69% and 6.42% higher than the CNN-ResNet model,
respectively. The F1-score of the Trans-M model was 92.90%
in normal traffic and 88.69% in attack traffic, both higher
than other models and 1.82% and 2.31% higher than the
Transformer model, respectively. The comparative test results
showed that the Trans-M model could effectively improve the
accuracy of NTAD and had significant performance advan-
tages in identifying attack traffic. The comparison outcomes
of ROC curves are indicated in Figure 10.
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In Figure 10, Figures 10 (a) and 10 (b) show the com-
parison of binary ROC curves on the CICIDS2017 and
NSL-KDD datasets, respectively. In the ROC curve of the
CICIDS2017 dataset, the Trans-M model had the best effec-
tiveness in classification performance, with an AUC value of
0.91. The AUC values for CNN-ResNet and native Trans-
former models were 0.89 and 0.87, respectively. The AUC
values of both RNN and BiLSTM models were 0.83, slightly
better than the DT model’s 0.79, but the overall performance
was weak. In the binary classification task of the NSL-KDD
dataset, the Trans-M model performed the best with an AUC
value of 0.90. The AUC value of the Transformer model was
0.88, which performed better than BiILSTM’s 0.85 and CNN-
ResNet’s 0.86. The AUC values of RNN and DT models
were slightly lower, at 0.80 and 0.79, respectively. The ROC
comparison outcomes verified that the Trans-M model had
excellent classification performance on different datasets.
The experiment of detecting abnormal traffic in multi-class
networks is shown in Table 2.

In Table 2, the multi-class NTAD experiment was con-
ducted on the CICIDS2017 dataset, and the Trans-M model
performed well. Overall comparison showed that the Trans-M
model achieved 91.75% accuracy, 91.98% recall, and 91.82%
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TABLE 2. Multi-class NTAD experiment.

Model Accuracy (%) Recall rate (%) F1-score (%)
DT 81.89 86.19 83.61
RNN 75.25 83.42 78.86
BiLSTM 81.56 86.23 83.38
CNN-ResNet 88.72 90.38 88.98
Transformer 86.06 90.73 88.04
Trans-M 91.75 91.98 91.82

F1-score, significantly higher than other comparative models.
Compared with DT, the Trans-M model showed signif-
icant improvement in all evaluation metrics. Compared
to the CNN-ResNet model, Trans-M improved recall by
5.07%, with better accuracy and F1-score performance. The
experimental results of multi-class NTAD demonstrated the
efficiency and accuracy of the Trans-M model in processing
network traffic data, as well as its robustness in distinguishing
multiple types of network traffic anomalies.

B. CATEGORY BALANCE MODEL AND PERFORMANCE
TESTING OF NTAD SYSTEM

When conducting research on NTAD, it was necessary to
combine RM-DDCG and Trans-M models. The research first
sampled network traffic data and divided them into categories
based on traffic characteristics. In view of the category imbal-
ance problem in the dataset, a small number of class samples
were selected and the RM-DDCG algorithm was used to
enhance their data to achieve class balance. The optimizer
of the RM-DDCG model used Adam, with a learning rate
of 0.0001, a loss function using cross entropy loss, and an
iteration count of 14000. The comparison chart of binary
classification indicators before and after balance is shown in
Figure 11.

Figure 11 shows the comparison of binary classification
indicators before and after balance on the CICIDS2017
dataset. In the dataset after balancing RM-DDCG and DD-
GAN, most models performed better. RM-DDCG improved
the robustness and generalization ability of the model by
incorporating RMD. All models achieved higher accuracy,
recall, and Fl-score on the RM-DDCG balanced dataset.
The Trans-M model achieved the optimal effectiveness with
an accuracy of 99.23%, a recall rate of 90.87%, and an
Fl-score of 90.71% in the balanced dataset. In contrast,
the performance metrics of imbalanced datasets were lower,
indicating the effectiveness of the RM-DDCG balancing
strategy in improving model detection performance. From
the comprehensive evaluation of various indicators, the
RM-DDCG balanced model had higher accuracy and robust-
ness in handling traffic detection tasks, and was superior to
other balancing methods. The loss variation diagram of the
RM-DDCG model’s multi-class discriminator is shown in
Figure 12.
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In the multi-class discriminator loss variation diagram of
the RM-DDCG model denoted in Figure 12, the discrimina-
tor loss values of FTP Patator, SSH Patator, DoS slowloris,
DoS Slowhttptest, Bot, and Web Attack gradually decreased.
This indicated that during the iterative process of model
training, the discriminator’s performance in distinguishing
attacks of various categories improved and tended to be sta-
ble. This downward trend in loss indicated that the model’s
ability to classify data was improving, and the generator and
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TABLE 3. Comparison of multi-class indicators after balance on the
CICIIDS2017 dataset.

. False
F1- Time o
Accura Recall . positive
Model o score efficienc L
cy (%) rate (%) (%) M) predictio
° Y n (%)
DT 79.67 83.97 81.39 3.252M 16.47
RM_g,I?CG- 91.81 94.02 91.96 0.036M 11.24
RNN 73.03 81.20 76.64 3.121M 13.16
RM-DDCG-
RNN 92.00 93.19 92.46 0.034M 13.28

BiLSTM 79.34 84.01 81.16 0.213M 14.64
RM-DDCG-

BiLSTM 94.99 95.02 94.99 0.054M 11.26

CNN-ResNet 86.50 88.16 86.76 2.011M 10.28
RM-DDCG-
CNN-ResNet 95.90 95.87 95.87 0.076M 10.04
Transformer 83.84 88.51 85.82 1.465M 12.64
RM-DDCG- 96.10 96.40 96.13 0.034M 9.46
Transform er

Trans-M 89.53 89.76 89.60 0.118M 5.78
RM-DDCG-g¢ 15 9786 9846  0015M  3.04

Trans-M

discriminator reached a good balance. After data balancing,
the processed data was applied to train the detection model,
and the accuracy of different models on the CICIDS2017
dataset also showed a significant improvement. The com-
parison of various indicators for multi-classification after
balancing on CICIDS2017 is indicated in Table 3.

The performance of each model on multi-class tasks after
balancing using RM-DDCG is shown in Table 3. From the
data in the table, after category balancing, the accuracy,
recall, and F1-score of each model were all been signifi-
cantly improved. The accuracy of the Trans-M model on
the balanced dataset reached 98.12%, an improvement of
8.59% compared to before balance. The recall rate of the
Trans-M model was 97.86%, which was 8.62% higher than
before balance. On F1-score, the highest score of the Trans-M
model was 98.46%, which was 8.18% higher than before
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TABLE 4. Performance comparison of different algorithms on the
Balanced 1DS2018 dataset.

False = Missed
Accuracy  alarm alarm Susceptibilit  Specificity
Method (%) rate rate y (%) (%)
(%) (%)
1'3['3%1]‘”\] 97.06%  346% 3.51%  96.41% 5.48%
ng‘]N 97.02%  4.52%  4.06% 95.64% 5.03%
l}/f(‘)? 94.46% 535%  5.13% 93.15% 6.98%
RF [41] 93.58%  4.67%  4.16% 92.04% 8.47%
RM-
DDCG- 98.14% 2.36%  2.42% 97.13% 2.05%
Trans-M

equilibrium. Moreover, a comparison of the floating-point
operation speeds per second of different models revealed
that traditional network models exhibited lower computa-
tional efficiency, whereas models incorporating AM modules
demonstrated enhanced detection efficiency. In comparison
to other models, the Trans-M model demonstrated the most
favorable outcomes across all indicators, with a detection
efficiency value of 0.015M. This indicates the significance
and efficacy of RM-DDCG in enhancing the model’s capacity
to address imbalanced data.

Afterwards, to verify the classification and detection accu-
racy of the system model, other algorithms were selected
for the analysis of evaluation indicators on the Balanced
IDS2018 dataset. The compared algorithm models included
One-dimensional Convolutional Neural Network (1D-CNN)
[38], Conditional Generative Adversarial Network (CGAN)
[39], Multi-layer Perceptron (MLP) [40], random forest (RF)
[41], and the algorithm proposed in this study. The results are
shown in Table 4.

In Table 4, the evaluation indicators of 1D-CNN, CGAN,
and RM-DDCG-Trans-M were good, with false positive and
false negative rates of 3.46% and 3.51%, respectively, reflect-
ing the efficient processing effect of their algorithms. The
method proposed by the study, RM-DDCG-Trans-M, had
a high accuracy among all methods, with an accuracy of
98.14%, while the false alarm rate and false alarm rate were
2.36% and 2.42%, respectively. Concurrently, the method
exhibited a sensitivity and specificity of 97.13% and 2.05%,
thereby demonstrating that the RM-DDCG-Trans-M method
has an excellent capacity for data processing and enhances
the accuracy and resilience of NTAD.

V. CONCLUSION

With the continuous evolution of network attack methods, tra-
ditional rule-based and signature-based security strategies are
becoming increasingly hard to deal with increasingly com-
plex network threats. To improve the accuracy and robustness
of NTAD, an NTAD system based on GAN and Transform-
ers was studied. The performance test results showed that
Trans-M performed best in the configuration with Epochs of
1000, E-hidden of 256, and Learning_rate of 0.001. In binary
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classification tasks, the accuracy of Trans-M model reached
93.65%, which was about 13% higher than DT model. In the
ROC curve, Trans-M model showed the best classification
effectiveness with an AUC value of 0.91. The Trans-M model
achieved 91.75% accuracy, 91.98% recall, and 91.82% F1-
score, significantly higher than other comparative models. All
models achieved higher accuracy, recall, and F1-score on the
RM-DDCG balanced dataset. The Trans-M model achieved
the optimal effectiveness with an accuracy of 99.23%, a recall
rate of 90.87%, and an F1-score of 90.71% in the balanced
dataset. After using RM-DDCG balance, the performance of
each model on multi-class tasks was significantly improved,
including accuracy, recall, and Fl-score. The accuracy of
the Trans-M model on the balanced dataset reached 98.12%,
an improvement of 8.59% compared to before balance. The
recall rate of the Trans-M model was 98.12%, with an
improvement of 8.36%. On Fl-score, the highest score of
the Trans-M model was 98.12%, which was 8.52% higher
than before equilibrium. The performance test results showed
that the RM-DDCG balancing method could raise the accu-
racy and reliability of NTAD in the Trans-M model. The
proposed NTAD system could meet the actual network secu-
rity protection requirements. Although the proposed model
exhibits excellent performance in detecting network traf-
fic anomalies, it is important to note that there are still
some limitations. In particular, the adaptability of the current
model in complex network environments and its ability to
detect new types of attacks still need to be verified. Further
investigation is required to ascertain the efficacy and sig-
nificance of incorporating discriminators into convolutional
GANs with dual discriminators. With regard to the issue
of anomalous network traffic, it is necessary to implement
detection methods for real-world scenarios in order to ensure
the robustness and effectiveness of the model. At the same
time, the real-time detection efficiency and performance of
the model on large-scale datasets also need to be further
improved.

ABBREVIATIONS
Abbreviations  Full name.
GAN Generative Adversarial Networks.
Trans-M Transformer Multi Receive Field

Fusion.

DDoS Distributed Denial of Service.
GRU Gate Recurrent Unit.
DRTormer Dual Relationship Transformer.
SS Subset Simulation.
CLM Causal Language Modeling.
MRR Mean Reciprocal Rank.
RNN Recurrent Neural Network.
CBAM Convolutional Block Attention Module.
MRFF Multi Receptive Field Fusion.
AE Auto Encoder.
RMD Random Masked data blocks.
DT Decision Tree.
Al Artificial intelligence.
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F1-score Balanced F Score.

CBIR Content-based Image Retrieval.

RL Reinforcement Learning.

ViT Visual Transformer.

ARM Attribute Relationship Module.

NPSO Niche Particle Swarm Optimization
Algorithm.

ECLM Extended Context Learner Model.

DCGAN Deep Convolutional Generative Adver-
sarial Networks.

LSTM Long Short-Term Memory.

PSE Patch Segmentation.

Seq2Img Sequence to Image.

VAE Variational Autoencoders.

NTAD Network Traffic Anomaly Detection.

CNN-ResNet  Convolutional Neural Network Residual
Network.
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